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Searching for Hyperbolic Polynomials with Span Less than 4

Stefano Capparelli, Alberto Del Fra, and Andrea Vietri

Department of Basic and Applied Sciences for Engineering, Sapienza University of Rome, Rome, Italy

ABSTRACT
A monic, irreducible polynomial in one variable having integer coefficients and all real roots
deserves particular interest if its roots lie in an interval of length 4 whose end-points are not inte-
gers. This follows by some pioneering studies by R. Robinson. Thanks to the crucial support of
computers, a number of contributions over the decades settled the existence question for such
polynomials up to degree 18. In this article, we find out that almost all of these polynomials can
be recovered with algebraic operations from a few polynomials of small degree. Furthermore, a
great number of the polynomials discovered by Robinson can be actually obtained as simple lin-
ear combinations of Chebyshev polynomials. As a byproduct, we found several families of hyper-
bolic polynomials related to Salem’s numbers.
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1. Introduction

The present article follows the research line that started with
the pioneering work [8] by Robinson and was continued
by several other authors—see [1, 2, 3, 6]; our main object of
study are therefore monic, irreducible polynomials in one
variable having integer coefficients and all real roots (i.e.,
hyperbolic), whose span (the smallest interval containing the
roots) is required to be smaller than 4, excluding the case
where the roots lie in an interval of length 4 with integer
end-points. The importance of the threshold 4 for the span
will be recalled in the next lines. Let us denote by N the set
of all known polynomials with the mentioned properties
(see Appendix A). Naturally, these polynomials are consid-
ered up to substitutions of the form x ! �x and x ! xþ a
for any integer a (see [1, 3, 8]). The novelty in our
approach is that the construction of such polynomials avails
of purely algebraic operations (linear combinations and
products of suitable polynomials, with the unity 1 included)
which can be performed inside the whole algebra of polyno-
mials in one variable. As an emblematic example, let us con-
sider one of the polynomials in N with degree 18 (the
largest known degree) that were remarkably found in [2]
using integer linear programing—see f156 in Appendix A. In
their article, the authors assumed some inequality con-
straints on the coefficients so as to reduce the computational
complexity; in particular, they reasoned on the typical distri-
bution of the roots of the already known polynomials. As
the authors themselves noticed, when using linear program-
ing in this context it is inevitable that the complexity dra-
matically increases as the degree increases; this is the reason
why polynomials of higher degrees—should they exist—are

still hard to find. However, using the present approach it
turns out that f156 is simply equal to f2f8f15f31 � 1; there is
also another way of obtaining f156, namely as f31f32f33 � f31 �
1: This is an example of what happens in several cases,
namely, that many high degree polynomials in N can be
obtained by very simple algebraic manipulations of small
degree polynomials in N : As a further example we have
that f150, whose degree is 16, occurs as a factor of f 2136 þ
f136 � 1, where f136 has degree 14. Although in this case we
do not obtain exactly f150, factoring a polynomial is an elem-
entary operation from the computational viewpoint, pro-
vided that the degree is not too high. As this example
shows, a polynomial expression involving a single polyno-
mial can succeed in yielding a new example, possibly by the
use of factorization.

With the above examples in mind it seems reasonable to
search for an optimal subset of polynomials in N which
may generate other polynomials in N itself by means of
straightforward combinations, using suitable sums and prod-
ucts. In this spirit, the request that the generating family lie
inside N itself could be relaxed to obtain a more general
approach. Indeed, in Sections 3 and 4 we do not confine
ourselves to N and consider the external family of
Chebyshev polynomials fc0, c1, :::g as a basis for the space
R½x�: By doing so, for example, it turns out that f40 ¼
c0 � c1 � c5 þ c6 and f77 ¼ �c1 � c3 � c5 þ c8: Notably, lin-
ear combinations with coefficients in f�1, 0, 1g are enough
to obtain 20 polynomials out of the 77 that already appeared
in [8]. Other regularities were observed such as alternating
signs and a weak monotonicity, in absolute value. For
example, x8 � 3x7 � 5x6 þ 18x5 þ 7x4 � 33x3 � 3x2 þ 18xþ
1 has coordinates ½7, � 6, 6, � 6, 5, � 3, 3, � 3, 1�, and one
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of the three polynomials of degree 18 found in [2] it is
exactly of this form:

½15, � 15, 15, � 14, 14, � 13, 12, � 11, 10, � 9, 8,

� 7, 6, � 5, 4, � 3, 2, � 2, 1�: (1–1)

Let us step back and provide some details which pave
the way for the present analysis. According to a classical
result of Kronecker’s (see [4]), a set of conjugate algebraic
integers lying on the unit circle jzj ¼ 1 consists of roots of
unity. After transforming the unit circle, jzj ¼ 1, into the
segment �2 � x � 2 via the function x ¼ z þ 1

z ,
Kronecker obtains that any algebraic integer which lies
with its conjugates in the interval ½�2, 2� must be of the
form x ¼ 2 cos 2kp

m : Following the literature, the corre-
sponding polynomials, which are all irreducible, will be
called polynomials of cosine type or also Kronecker polyno-
mials. In this article, we call polynomials having all roots
in the interval ½�2, 2�, but not necessarily irreducible, pol-
ynomials of Kronecker type. Now we come to the men-
tioned threshold 4 for the span. In [7] (see also [9]) R.
Robinson writes that G. P�olya and I. Schur (see [13])
showed that a real interval of length less than 4 can con-
tain only a finite number of sets of conjugate algebraic
integers, and then proceeds to prove that any real interval
of length greater than 4 contains an infinite number of
sets of conjugate algebraic integers. He writes: “The prob-
lem remains unsolved for intervals of length exactly 4,
except when the end-points are rational integers, in which
case there are infinitely many sets”. That was the begin-
ning of the research stream on irreducible polynomials
with integer coefficients having only real roots, such that
the span is less than 4. In [8], Robinson classified all such
polynomials for degrees up to and including 8. He chose
the representative polynomials of each type in such a way
that the average of the roots lies in ½0, 1

2�:
Recently, in [1], Robinson’s classification was extended

up to degree 14, although a list up to degree 17 was
obtained and conjectured to be complete. In [3] it was
proved that the list is exhaustive up to degree 15. Finally,
in [2], with the aid of linear programing the authors
seemed to suggest that the list of polynomials of degree
16 and 17 found in previous papers is indeed complete,
though no proof of this is yet available. Moreover, as we
remarked, the authors exhibited three polynomials of
degree 18; in spite of similar computations being con-
ducted, no such polynomials of degree 19 or 20 were
found that were not of cosine type. A related research is
the one carried out by McKee in [6] which uses integer
symmetric matrices.

The present article is organized as follows: In
Section 2, we explore algebra operations and search for an
optimal set of generators for N , in a sense that we will
make precise. In Section 3, we describe an infinite family
of Kronecker polynomials. In Section 4, we give some
families of polynomials that are related to Salem’s and
Pisot’s numbers.

2. Working with the algebra of polynomials: The
placenta map

Let us denote by K the set of Kronecker polynomials. In
the present section we introduce a strategy for obtaining
some polynomials in N using polynomials in N of lower
degree, possibly with the contribution of K, and operations
in the algebra of polynomials. Although we did not succeed
in obtaining new polynomials to add to N , our approach
provides a new insight into N : As a starting point we
observe that the characterizing properties of polynomials in
N [K might happen to be preserved after performing suit-
able sums and/or products of some of them. This is justi-
fied by a continuity argument which ensures that every
resulting polynomial has its roots “very close” (although a
priori in C) to the roots of the generating polynomials;
therefore, it is reasonable to expect that some polynomial
U we obtain in this fashion has a factor in N : Notice that
other factors need not have real roots and that U need not
be monic.

The idea of combining two or more polynomials and
subsequently analyzing the roots of the outcome is not at
all recent; authors such as Marden (see [5]) and earlier
Walsh (see [15]) found notable results albeit for the com-
plex case; transferring their findings to the extremely
demanding context of real numbers, with the further
restrictions we have on the span, could be a future chal-
lenging project.

The list of N in Appendix A, is ordered by � as follows:
f � g if f has lower degree than g, or, if f and g have the
same degree, then f � g according to the lexicographic
order of their coefficients starting form the leading coeffi-
cient. We will regard N as a part of a larger set, ðM, �Þ,
of representatives of non-Kronecker irreducible hyperbolic
polynomials whose span is less than 4 of any degree—
although at present MnN is empty!

After choosing a polynomial U 2 Z½x1, :::, xt , x� in tþ 1
variables, we build a map

PU : ðN [ KÞt ! ðM[ f0gÞN

by associating ðg1, g2, :::, gtÞ to ðh1, h2, :::, hu, 0, 0, 0, :::Þ, where
the hi’s are all the irreducible factors of Uðg1, g2, :::, gt , xÞ
which belong to M, with possible repetitions and in non-
decreasing order with respect to � : For example, if U ¼
x1x2x3 � x and c is the Kronecker polynomial x5 � x4 �
4x3 þ 3x2 þ 3x� 1, then, in the notation of Appendix A,
PUðf1, f71, cÞ ¼ ðf133, 0, 0, 0, :::Þ because the resulting polyno-
mial is equal to ðx2 � 3Þf133 and the first factor does not
belong to M (in passing, notice that it is nonetheless a
Kronecker polynomial).

Definition 1. We call PU the placenta map defined by U:
Given f 2 M, the map PU is said to generate f if f occurs
in some sequence PUðg1, g2, :::, gtÞ:

As mentioned above, the main question amounts to find-
ing placenta maps which are able to generate polynomials
with degree necessarily larger than 15 in MnN : Typically,
one chooses a somewhat “fertile” placenta map and replaces
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each variable xq with some polynomial in N [K: In what
follows we record some experimental results which were
obtained using the software Mathematica as provided by
Sapienza Universit�a, InfoSapienza CAMPUS Software. In
spite of the many efforts in our search for new polynomials,
all the placenta maps under examination generated only
known polynomials (although a great number of them) and
this gradually led us to the feeling that probably M ¼ N :
On the other hand, the most gratifying aspect of our search
was the discovery of certain algebraic relations among poly-
nomials in N by virtue of suitable placenta maps; indeed, in
the list of 158 elements, created and updated over the deca-
des with the growing aid of computers, this procedure has
disclosed some valuable information on the algebraic struc-
ture of N : the elements of N are no longer solitary fruits
of a careful and intense search; the present approach unveils
some of their interactions as elements of the algebra of
polynomials.

Let us show an emblematic example.

Proposition 2. If U ¼ x1x2 � x3 þ x4 � 1, the placenta map
PU generates all polynomials of degree larger than 4 in N
with the exception of f142, f152, f154, f156, f157 whose degrees
are 14, 16, 16, 17, 18, 18, respectively. In all cases, the
degree of the generated polynomial is larger than the
degrees of the four polynomials that replace the varia-
bles xi.

The data which prove the proposition have been collected
in Appendix B. This result enables us to recursively generate
all but 5 elements of N with just a single placenta map. It
appears, therefore, that N [K has a rich and interesting
structure from an algebraic point of view. According to our
findings no other placenta map behaves as thoroughly as the
one above.

Of the five missing polynomials, two were found using a
different map:

Proposition 3. The placenta map of x1x2x3x4 � 1 generates
f156; more precisely, f156 ¼ f2f8f15f31 � 1. Furthermore, the same
placenta map generates f142 as a factor of f36f71f89f117 � 1:

Unlike the previous placenta map, it turns out that
this generates few interesting polynomials; nonetheless
it is useful to fill a gap with relatively little com-
puter effort.

There is something more to notice. Requiring that a
polynomial be equal to—and not just a factor of—a suit-
able combination of certain polynomials is a restriction
which precludes the production of many polynomials but,
on the other hand, besides speeding up the computation,
it allows for a more refined algebraic manipulation.
Remarkably, in the case of f156 the above identity can be
coupled with a further experimental identity which we
already mentioned, namely, f156 ¼ f31f32f33 � f31 � 1:
Therefore we have that f156 ¼ f2f8f15f31 � 1 ¼ f31f32f33 �
f31 � 1, which implies that f2f8f15 � f32f33 þ 1 ¼ 0, so that
one of these last polynomials can be seen as a function of
the others. In some other cases it is even possible to

express one polynomial as a combination of the
others without resorting to rational functions. In the
second part of this section we will provide some details in
this regard.

Coming back to general placenta maps, let us briefly
report on some further experiments. Once a polynomial
yields an interesting map, it seems reasonable to generalize
it as in the case of U ¼ x1x2x3 þ e1x1x2 þ e2x1x3 þ e3x2x3 þ
e4x1 þ e5x2 þ e6x3 þ e7 with ei 2 f�1, 0, 1g: When the
parameters ei vary, the corresponding placenta maps gener-
ate in particular f156 (in the second way we showed) and
other polynomials arise such as f150, a factor of f29f31f58 �
f29f31 þ f29 � f31 � f58 þ 1: The computational complexity
here begins to increase due to the presence of
many parameters.

Another fecund family of polynomials is x1x2 þ
x1ðe1xþ g1Þ þ x2ðe2xþ g2Þ þ e3xþ g3, for small values of
the 6 parameters. It generated many polynomials albeit of
degree smaller than 16. Instead, after generalizing the first
map which generated f156, notably we found that
f2f8f15f31 � f2f31 � 1 ¼ xf153: Alterations using polynomials
of degree 2 or more were also fruitful. As a last example,
we notice that placenta maps with polynomials in only
one variable are a special case deserving some further
investigations. For example, Px21þx1�1 generates f150 as

already shown.
We have now come to the second clue against the exist-

ence of further elements in M: In some experiments, the
removal of the constraint of being monic produced a high
number of polynomials of degree well larger than 18. For
example, it was enough to consider P2x1x2�1; the polyno-
mials we found had in many cases all even coefficients
except for the constant term. Repeating the experiment
with, say, P3x1x2�1 yielded similar results. It is then a pecu-
liar behavior for a placenta map, that of stopping at degree
18 and producing only the polynomials already known,
once the requirement for the polynomial to be monic
is added.

By the many experiments it emerged that polynomials of
small degree in N play a basic role: indeed, using suitable
algebraic manipulations of such polynomials we succeeded
in rediscovering almost all known polynomials of large
degree. Actually, as we hinted above, small degree polyno-
mials become even more interesting if we restrict our atten-
tion to placenta maps which have further properties as in
the following definition.

Definition 4. Let U be a monic polynomial in Z½x1, :::, xt�
(therefore without the additional variable x). Given f 2
M, the map PU fully generates f if f ¼ Uðg1, g2, :::, gtÞ
with gi 2 N [ K for all s (obviously, PUðg1, g2, :::, gtÞ ¼
ðf , 0, 0, 0, :::Þ).

A high number of fully generated polynomials was
obtained by considering U ¼ x1x2 þ ax1 þ bx2 þ c with
jaj, jbj � 1 and 0 < jcj � 3: We have the following list
of identities:

EXPERIMENTAL MATHEMATICS 3



The above identities show that some polynomials in N
can be ruled out if we are interested in constructing a min-
imal set of “full” generators, that is, generators which are
assumed to replace the t variables of a suitable monic poly-
nomial Uðx1, :::, xtÞ with no additional variable x. Let L and
R denote the subsets of polynomials fi that occur respectively
at the left and at the right sides of these identities. In details,
the corresponding subset of indices are

L̂ ¼ f1, 2, 5, 6, 7, 8, 10, 11, 12, 14, 15, 17, 18, 19, 20, 23, 24,
27, 29, 31, 30, 36, 47, 48, 49, 58, 69, 92, 120, 122g,

R̂ ¼ f5, 6, 29, 31, 33, 36, 44, 45, 46, 58, 59, 60, 62, 64, 65, 68,
69, 73, 80, 81, 82, 83, 86, 91, 98, 99, 105, 108,

109, 113, 115, 122, 124, 133, 135, 141, 148, 150g:

Although L \ R is not empty, the 9 polynomials in common
are all generated by polynomials in L n R: This is immediate
to check in the case of f5, f6, f29, f31, f36, f69, and f91, while
f58 ¼ f6f8 � f6 þ f8 � 2 ¼ ðf 21 þ 2f1 � 2Þf8 � ðf 21 þ 2f1 � 2Þ þ
f8 � 2, and similarly with f122. Therefore, at this stage we
can say that ðN n RÞ [ f1g can be taken as a set of genera-
tors of N : In order to reduce the number of generators we
resort to a second placenta map whose related polynomial is
U ¼ x1x2 þ ax1 þ bx2 þ cx3 þ d with x3 � x1, jaj, jbj, jcj � 1
and d 2 f�1, � 2, � 3g (remarkably, positive coefficients of
d were occurring rarely in this experiment and we decided
to exclude them, to speed up the computation). It turns out
that PU generates a satisfactory number of polynomials in
N n R: In the corresponding list, we write ði, j, k, a, b, c, dÞ !
q to indicate that fq is generated in particular by replacing
x1, x2, x3 with fi, fj, fk respectively.

f 21 þ f1 � 1 ¼ f5 f8f11 � f8 � 1 ¼ f65 f11f36 � f11 þ 1 ¼ f105
f 21 þ 2f1 � 2 ¼ f6 f 211 � f11 � 1 ¼ f68 f24f27 þ f24 � 1 ¼ f108
f1f6 þ f6 þ 1 ¼ f29 f7f14 þ f7 � 1 ¼ f69 f24f27 þ f27 � 1 ¼ f109
f1f8 � f1 � 1 ¼ f29 f11f14 þ f11 � f14 � 2 ¼ f73 f6f47 þ f47 � 1 ¼ f113
f1f8 � f1 þ f8 � 2 ¼ f31 f8f15 � f8 � 1 ¼ f80 f1f92 þ f1 þ f92 þ 2 ¼ f115
f1f12 � f1 � 1 ¼ f33 f7f18 þ f18 þ 1 ¼ f81 f8f58 � f8 þ 1 ¼ f122
f 22 � f2 � 1 ¼ f33 f2f31 þ f31 þ 1 ¼ f82 f30f31 þ f30 � f31 � 2 ¼ f122
f 22 þ f2 � 1 ¼ f36 f1f48 þ f1 � 1 ¼ f83 f8f69 þ f8 � f69 � 2 ¼ f124
f1f19 � f1 þ f19 � 2 ¼ f44 f10f17 þ f10 þ 1 ¼ f83 f8f91 � f8 þ 1 ¼ f133
f1f20 � f1 þ f20 � 2 ¼ f45 f8f23 � f23 � 1 ¼ f86 f29f58 � f29 � 1 ¼ f135
f1f24 � f1 þ f24 � 2 ¼ f46 f8f27 � f27 � 1 ¼ f91 f48f49 þ f49 � 1 ¼ f141
f6f8 � f6 þ f8 � 2 ¼ f58 f14f19 þ f19 þ 1 ¼ f91 f14f120 � f14 � 1 ¼ f148
f1f30 þ f30 þ 1 ¼ f59 f6f30 þ f30 � 1 ¼ f98 f5f122 � f5 � 1 ¼ f150
f7f8 � f7 � 1 ¼ f60 f6f31 þ f6 þ 1 ¼ f98
f6f12 þ f12 � 1 ¼ f62 f8f29 � f8 � f29 þ 2 ¼ f98
f8f11 � f11 � 1 ¼ f64 f8f29 � f8 þ 1 ¼ f99

ð4, 1, 3, 1, 0, 1, � 2Þ ! 22 ð6, 7, 8, � 1, 1, 1, � 3Þ ! 57 ð26, 12, 27, 0, 0, 1, � 1Þ ! 96

ð8, 1, 1, 1, � 1, � 1, � 3Þ ! 30 ð7, 12, 14, 0, 1, � 1, � 2Þ ! 63 ð31, 5, 8, � 1, 1, 1, � 1Þ ! 97

ð2, 2, 1, � 1, 1, 1, � 2Þ ! 35 ð10, 11, 3, 0, 0, 1, � 1Þ ! 66 ð30, 8, 1, 0, � 1, � 1, � 2Þ ! 100

ð12, 1, 2, 0, 0, 1, � 2Þ ! 35 ð20, 3, 4, � 1, 0, 1, � 1Þ ! 67 ð15, 18, 9, 1, � 1, 1, � 1Þ ! 101

ð11, 1, 11, 1, � 1, 1, � 1Þ ! 37 ð14, 8, 2, � 1, 1, 1, � 1Þ ! 70 ð32, 12, 28, � 1, 1, � 1, � 1Þ ! 104

ð19, 1, 12, 1, � 1, � 1, � 3Þ ! 42 ð43, 1, 21, 1, � 1, � 1, � 3Þ ! 78 ð25, 27, 17, 0, 0, � 1, � 1Þ ! 110

ð19, 1, 11, 1, � 1, � 1, � 1Þ ! 43 ð16, 12, 24, 1, � 1, � 1, � 1Þ ! 84 ð77, 2, 40, 1, � 1, 1, � 1Þ ! 120

ð12, 2, 8, � 1, 1, 1, � 1Þ ! 47 ð21, 8, 12, 0, 0, 1, � 1Þ ! 85 ð30, 37, 28, 1, � 1, 1, � 1Þ ! 123

ð12, 2, 8, 0, 1, 1, � 2Þ ! 48 ð38, 2, 20, 1, � 1, 1, � 1Þ ! 87 ð65, 14, 21, 1, 0, � 1, � 2Þ ! 126

ð22, 1, 25, 1, � 1, 1, � 3Þ ! 49 ð51, 1, 9, 1, � 1, � 1, � 1Þ ! 88 ð52, 24, 1, 0, 0, � 1, � 1Þ ! 128

ð12, 3, 1, 1, 1, � 1, � 1Þ ! 51 ð37, 3, 20, 1, � 1, 1, � 1Þ ! 89 ð72, 14, 23, 1, � 1, � 1, � 1Þ ! 129

ð27, 1, 12, 1, � 1, 1, � 1Þ ! 52 ð20, 13, 7, 1, 0, 1, � 1Þ ! 90 ð58, 31, 59, 1, � 1, � 1, � 1Þ ! 137

ð26, 1, 25, 1, � 1, 1, � 3Þ ! 53 ð20, 14, 10, 1, � 1, 1, � 1Þ ! 92

ð14, 2, 14, 1, � 1, 1, � 1Þ ! 54 ð20, 14, 12, 1, � 1, 1, � 1Þ ! 93
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As to the set of indices of L0 and R0 (using similar sym-
bols as above) we have:

L̂
0 ¼ f1, 2, 3, :::, 26, 27, 28, 30, 31, 32, 37, 38, 40, 43, 51, 52,

58, 59, 65, 72, 77g,
R̂
0 ¼ f22, 30, 35, 37, 42, 43, 47, 48, 49, 51, 52, 53, 54, 57, 63, 66,

67, 70, 78, 84, 85, 87, 88, 89, 90, 92, 93, 96, 97, 100, 101,

104, 110, 120, 123, 126, 128, 129, 137g:

In the present case there are 5 polynomials in common and
they are all generated by elements of L0 n R0: In conclusion,
the set of polynomials we can rule out increases to R [ R0:

In order to further reduce the set of generators of N we
should detect other suitable placenta maps. The many iden-
tities at our disposal can be helpful in finding such maps.
For example—coming back to the first list—the two recursive
ways of generating f150 through the already obtained f122 sug-
gest to consider two further placenta maps, using the polyno-
mials x1x2x3 þ x1x3 � x1x2 � 3x1 � 1 and x1x2x3 � x1x2 � 1:
Actually, we already came across these maps when looking for
general factors, but now the purpose is more specific and the
support of algebra is crucial. For example, taking U ¼
x1x2x3 þ ax1x2 þ b we find two further identities:

f1f19f44 þ f19f44 � 1 ¼ f139
f8f14f40 þ f8f40 þ 1 ¼ f143

Moreover, by Proposition 3 we have f2f8f15f31 � 1 ¼ f156:
There could probably be many ways of obtaining even better
results, but as our main purpose is the presentation of a gen-
eral method, we stop here and draw the expected conclusion.

Proposition 5. Let H be defined as N n ðR [R0 [ ff139,
f143, f156gÞ. The set N is fully generated by polynomials in H;
the polynomials U giving rise to the related maps PU are either
of the form x1x2 þ ax1 þ bx2 þ cx3 þ d or x1x2x3 þ ax1x2þ
b, for some small coefficients a, b, c, d whose absolute value
does not exceed 3 in any case, together with x1x2x3x4 � 1:

Note that the cardinality of H is 80. Note also that if we
allow the presence of Kronecker polynomials in our compu-
tations, then we can easily generate also some polynomials
of very small degree with the aid of other polynomials of
likewise small degree.

The set H contains polynomials which we could regard as
special. We are then led to conclude this section with a conjec-
ture that, we hope, suggests a line of research in the future.

Conjecture 6. Every polynomial in M is fully generated by
polynomials in H:

Clearly, every other subset of generating polynomials pos-
sibly smaller than H is a good candidate for another conjec-
ture of the same kind.

3. Some families of Kronecker polynomials

In this section we are going to express all the relevant poly-
nomials in terms of suitable Chebyshev polynomials. This is
motivated by observations recalled in the Introduction. We

indeed find that several families of polynomials have simple
expression in terms of Chebyshev polynomials.

Consider Chebyshev polynomials as defined in [7] for n> 0:

TnðxÞ ¼ xn þ
Xbn2c
k¼1

ð�1Þk n
k

n� k� 1
k� 1

� �
xn�2k (3–1)

and T0ðxÞ ¼ 1: Notice that these are the Chebyshev polyno-
mials in ½�2, 2� satisfying Tnð2 cos hÞ ¼ 2 cos ðnhÞ:

Let B ¼ ðT0ðxÞ,T1ðxÞ,T2ðxÞ, :::Þ be the ordered basis
made up of these monic polynomials and let m be the
matrix of the change of basis from the standard basis S ¼
ð1, x, x2, x3, :::Þ to B:

The matrix m is infinite, upper triangular with all 1’s on
the main diagonal. Its entries are

m0, 0 ¼ 1, m0, 2jþ1 ¼ 0, j ¼ 0, 1, :::,

m0, 2j ¼ ð�1Þj2, j ¼ 1, 2, :::

m2i, 2j ¼ ð�1Þiþj iþ j� 1

2i� 1

 !
j
i
,

m2i, 2jþ1 ¼ 0, i ¼ 1, 2, :::, j ¼ 0, 1, :::,

m2iþ1, 2j ¼ 0,m2iþ1, 2jþ1 ¼ ð�1Þiþj iþ j

2i

 !
2jþ 1
2iþ 1

,

i ¼ 0, 1, :::, j ¼ 0, 1, :::,

The inverse matrix b ¼ m�1 is also infinite and upper tri-
angular and its entries are

b2i, j ¼ 1þ ð�1Þj
2

j
jþ 2i
2

0
@

1
A, i � 0, j � 0,

b2iþ1, j ¼ 1� ð�1Þj
2

j
j� 2i� 1

2

0
@

1
A, i � 0, j � 0:

In what follows we are going to examine some families of
polynomials whose coordinates in the Chebyshev basis are
particularly simple and regular. In general, for a family of
polynomials we would like to ascertain whether they have
all their roots in the critical interval ½�2, 2� and if not,
whether the span is “small” or not.

As mentioned in the Introduction, we are going to use
the transformation x ¼ z þ z�1, where x 2 R and z 2 C:
Notice that x 2 R implies that either z 2 R, and so jxj � 2,
or z lies on the unit circle and jxj � 2:

Recall that for the Chebyshev polynomials of the first
kind, this transformation gives, for n> 0,

TnðxÞ ¼ Tnðz þ z�1Þ ¼ zn þ z�n:

Notation: Given a function f(x), we shall write ~f ðzÞ ¼
f ðz þ z�1Þ: Obviously, ~T0ðzÞ ¼ 1:

For k, s nonnegative integers, and an integer n> 1, let
PðsÞ
k, nðxÞ be a polynomial with Chebyshev coordinates

0, :::, 0|fflffl{zfflffl}
s

, 1, 0, :::, 0|fflfflfflfflffl{zfflfflfflfflffl}
kþ1

, 1, 0, :::, 0|fflfflfflfflffl{zfflfflfflfflffl}
kþ1

, :::, 1, 0, :::, 0|fflfflfflfflffl{zfflfflfflfflffl}
kþ1

, 1
� �

where n is the number of 1’s.
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Proposition 7. The polynomials PðsÞ
k, nðxÞ, is of Kronecker type.

Moreover, for fixed k and s, as n approaches þ1, the largest
root tends to 2 and the smallest to –2.

Proof. We have

~P
ðsÞ
k, nðzÞ ¼ ~TsðzÞ þ ~Tkþ1þsðzÞ þ � � � þ ~T ðn�1Þðkþ1ÞþsðzÞ

¼
Xn�1

j¼0

zjðkþ1Þþs þ z�ðjðkþ1ÞþsÞ� �
:

Hence

zðn�1Þðkþ1Þþs~P
ðsÞ
k, nðzÞ

¼ zðn�1Þðkþ1Þþsðzs þ z�s þ � � � þ zðn�1Þðkþ1Þþs þ z�ððn�1Þðkþ1ÞþsÞÞ
¼ 1þ zkþ1 þ � � � þ zðn�1Þðkþ1Þ þ zðn�1Þðkþ1Þþ2s þ � � � þ z2ðn�1Þðkþ1Þþ2s

¼ 1þ zðn�1Þðkþ1Þþ2sÞð1þ zkþ1 þ � � � þ zðn�1Þðkþ1Þ� �
¼ 1þ zðn�1Þðkþ1Þþ2sð Þ z

nðkþ1Þ � 1
zkþ1 � 1

:

Then the roots of zðn�1Þðkþ1Þþs~P
ðsÞ
k, nðzÞ are all on the unit

circle. So, translating back to x, PðsÞ
k, nðxÞ is hyperbolic, its

roots are in ½�2, 2� and is therefore of Kronecker type.
Fixing k and s, as n approaches þ1, the roots become

dense in the unit circle and so the largest root of PðsÞ
k, nðxÞ

tends to 2 and the smallest to –2. w

Proposition 8. Let AnðxÞ be a degree n polynomial with
Chebyshev coordinates

2, 2, 2, :::, 2, 2, 1½ �,
B2nðxÞ a polynomial of even degree 2n with Chebyshev coor-
dinates

2, 1, 2, 1, :::, 2, 1, 1½ �,
and B2nþ1ðxÞ, of odd degree, with Chebyshev coordinates

1, 2, 1, 2, 1, :::, 2, 1, 1½ �:
Then AnðxÞ,B2nðxÞ, and B2nþ1ðxÞ are all of Kronecker type
and the largest root tends to 2 and the smallest to –2 as the
degree increases.

Proof. We have

~An zð Þ ¼ 2~T0 zð Þ þ 2~T1 zð Þ þ 2~T2 zð Þ þ � � � þ 2~Tn�1 zð Þ þ ~Tn zð Þ

¼ 2 1þ
Xn�1

j¼1

zj þ z�jð Þ
0
@

1
Aþ zn þ z�n:

Hence

zn~An zð Þ ¼ 2 1þ z þ z2 þ � � � þ z2n�1ð Þ þ z2n � 1

¼ 2
z2n � 1
z � 1

þ z2n � 1 ¼ z2n � 1ð Þ z þ 1
z � 1

,

which again has all roots on the unit circle. It follows that
An xð Þ is a Kronecker polynomial.

Analogously,

~B2n zð Þ ¼ 2~T0 zð Þ þ ~T1 zð Þ þ 2~T2 zð Þ þ ~T3 zð Þþ � � � þ 2~T2n�2 zð Þ
þ ~T2n�1 zð Þ þ ~T2n zð Þ

¼ 2 1þ
Xn�1

j¼1

z2j þ z�2jð Þ
0
@

1
Aþ

Xn
j¼1

z2j�1 þ z� 2j�1ð Þð Þ

þ z2n þ z�2n:

and so

z2n~B2n zð Þ
¼ 2 1þ z2 þ � � � þ z4n�2ð Þ þ z 1þ z2 þ � � � þ z4n�2ð Þ þ z4n �1

¼ 2þ zð Þ z
4n � 1
z2 � 1

þ z4n � 1 ¼ z4n � 1ð Þ z
2 þ z þ 1
z2 � 1

:

Hence B2n xð Þ is a further family of Kronecker
polynomials.

The case B2nþ1 xð Þ, with Chebyshev coordinates

1, 2, 1, 2, 1, :::, 2, 1, 1½ �
is completely analogous.

Also in these cases the largest root tends to 2 and the
smallest to –2 as the degree increases. w

4. Relations with Pisot’s and Salem’s numbers

Let’s recall the following definitions.

Definition 9. A Pisot number is a real algebraic number
greater than 1 all of whose conjugate, except itself, lie inside
the unit circle jzj < 1:

Definition 10. A Salem number is a real algebraic number s
greater than 1 of degree at least 4, conjugate to its inverse
s�1, all of whose conjugates, excluding s and s�1, lie on the
unit circle jzj ¼ 1:

Let P2nþk�1 xð Þ be the family of polynomials of degree
2nþ k� 1 and coordinates

�1, 0, � 1, 0, :::, � 1, 0, :::, 0|fflffl{zfflffl}
k

, 1
� �

,

where n � 1 is the number of –1’s and k a nonnegative inte-
ger.

~P2nþk�1 zð Þ ¼ �~T0 zð Þ � ~T2 zð Þ � ~T4 zð Þ � � � � � ~T2n�2 zð Þ
þ ~T2nþk�1 zð Þ

¼ �ð1þ z2 þ z�2 þ z4 þ z�4 þ � � � þ z2n�2

þ z� 2n�2ð ÞÞ þ z2nþk�1 þ z� 2nþk�1ð Þ,

and so

z2nþk�1 z2 � 1ð Þ~P2nþk�1 zð Þ
¼ � zkþ1 þ zkþ3 þ � � � þ z4nþk�3ð Þ þ 1þ z4nþ2k�2½ � z2 � 1ð Þ
¼ z4nþ2k � z4nþ2k�2 � z4nþk�1 þ zkþ1 þ z2 � 1

¼ z4nþk�1 zkþ1 � zk�1 � 1ð Þ þ zkþ1 þ z2 � 1:
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When k¼ 0 this last step can be rewritten
as z4n�2 z2 � z � 1ð Þ þ z2 þ z � 1:

We now observe that

Proposition 11. For k � 1 the polynomials zkþ1 � zk�1 � 1
and zkþ1 þ z2 � 1 have equal absolute value on the unit cir-
cle. The same happens for z2 � z � 1 and z2 þ z � 1
(case k¼ 0).

Proof. Let k � 1 and set zkþ1 � zk�1 � 1 ¼ f zð Þ and zkþ1 þ
z2 � 1 ¼ g zð Þ, we notice that g zð Þ ¼ �zkþ1f z�1ð Þ: For jzj ¼
1 we have f z�1ð Þ ¼ f �zð Þ: Hence for jzj ¼ 1 we have

jg zð Þj ¼ jzkþ1jjf z�1ð Þj ¼ 1jf �zð Þj ¼ jf zð Þj ¼ jf zð Þj:
A similar argument holds for the two polynomials z2 � z �
1 and z2 þ z � 1: w

In general, given two polynomials f(x), g(x), where
g zð Þ ¼ 6zdegf f z�1ð Þ, f(x) and g(x) have the same absolute
value on the unit circle.

We then have

Theorem 12. For k ¼ 0, 1, 2, 3, 5, 7, the polynomials
P2nþk�1 xð Þ are hyperbolic with all roots in the interval ½�2, 2�
except for one xM > 2, moreover limn!1 xM ¼ z0 þ z�1

0 ,
where z0 is the largest real root of the polynomial zkþ1 �
zk�1 � 1 (z2 � z � 1 for k¼ 0), while the smallest root xm
approaches –2.

Proof. Let

R zð Þ ¼ z2nþk�1 z2 � 1ð Þ~P2nþk�1 zð Þ

¼ z4n�2 z2 � z � 1ð Þ þ z2 þ z � 1, k ¼ 0

z4nþk�1 zkþ1 � zk�1 � 1ð Þ þ zkþ1 þ z2 � 1, k � 1
:

(

(4–1)

For k¼ 0, z2 � z � 1 is the minimal polynomial of a
Pisot number. Since Proposition 11 guarantees that jz2 �
z � 1j ¼ jz2 þ z � 1j on the unit circle, then a standard
result of Salem, [12], Chapter 3, Section 4, (see also [10, 11]
and [14]) implies that, for large enough n, R(z) is the min-
imal polynomial of a Salem number, possibly multiplied by
some cyclotomic polynomials.

It is then clear that the largest root of R(z) approaches, as
n goes to infinity, the largest root z0 > 1ð Þ of z2 � z � 1,
another root approaches 1

z0
, while all the other roots are on

the unit circle, and, as n goes to infinity, they become dense
there. Thus, translating back to x, all roots x are real, the
smallest root tends to –2 and the largest to z0 þ z�1

0 :
For k¼ 2, zkþ1 � zk�1 � 1 ¼ z3 � z � 1 is the minimal

polynomial of a Pisot number and we can repeat the same
argument as above.

For odd k, setting k ¼ 2hþ 1, the polynomial zkþ1 �
zk�1 � 1 ¼ z2hþ2 � z2h � 1 cannot be a minimal polynomial
of a Pisot number, so we set z2 ¼ y and obtain yhþ1 � yh �
1: R(z), as a function of y, is y2nþh yhþ1 � yh � 1

� �þ yhþ1 þ
y� 1: For h ¼ 0, 1, 2, 3 these are minimal polynomials of a
Pisot number so an argument similar to the even cases
k¼ 0, 2 shows that y2nþh yhþ1 � yh � 1

� �
þ yhþ1 þ y� 1 is a

minimal polynomial of a Salem number. Hence R(z) has

pairs of opposite roots on the unit circle except for four on
the real axis, the smallest less than -1, the largest greater
than 1 and two more in the interval �1, 1ð Þ: As n goes to
infinity the largest root tends to the largest root of z2hþ2 �
z2h � 1: Thus, translating back to x, all roots x are real, the
greatest tends to z0 þ z�1

0 (and the smallest to
� z0 þ z�1

0

� �
). w

Remark 13. For k even and greater than 2 and for k odd
and greater than 7 unfortunately zkþ1 � zk�1 � 1 is not the
minimal polynomial of a Pisot number. For even k, besides
having a real root greater than 1, it also has two complex
conjugates roots outside of the unit circle. For k odd, after
setting z2 ¼ y, we have an analogous situation. Thus, Salem
construction in theory is not possible. However, although
the polynomials of the family are not hyperbolic, for even
k> 2, they still have a largest real root that approaches the
largest real root of zkþ1 � zk�1 � 1 and the smallest root
approaches –2 while, for odd k, the largest and smallest
root, that are opposite, approach the largest and smallest,
respectively, of zkþ1 � zk�1 � 1:

Actually, these polynomials are almost hyperbolic, in the
sense that, for even k, they have only a pair of complex con-
jugate roots, and for odd k only two opposite pairs of com-
plex conjugate roots.

4.1. A two-parameter family

In this section, we consider the family of polynomials
P nð Þ

h1, h2ð Þ xð Þ depending on two integer parameters h1, h2 with
1 < h1 � h2, with Chebyshev coordinates

1,�h1, h2, � h1, h2, :::, � h1, h2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
2n

, 1
� �

of degree 2nþ 1 in x. We want to rewrite this polynomial
in a suitable way:

~P
nð Þ
h1, h2ð Þ zð Þ ¼ ~T0 zð Þ � h1~T1 zð Þ þ h2~T2 zð Þ � � � � � h1~T2n�1 zð Þ

þ h2~T2n zð Þ þ ~T2nþ1 zð Þ
¼ 1� h1 z þ z�1ð Þ þ h2 z2 þ z�2ð Þ
þ � � � þ z2nþ1 þ z� 2nþ1ð Þ� �

Add and subtract h2 and multiply by z2nþ1 z2 � 1ð Þ :
z2nþ1 z2 � 1ð Þ~P nð Þ

h1, h2ð Þ zð Þ

¼ z2nþ1 z2nþ1½z2 þ h2z � h1 þ 1ð Þ� � h2 � 1
2

z2 � 1ð Þ
	 


� h2 � 1
2

z2nþ1 z2 � 1ð Þ þ 1þ h1ð Þz2 � h2z � 1

(4–2)

which we rewrite as

z2nþ1 z2 � 1ð Þ~P nð Þ
h1, h2ð Þ zð Þ ¼ z2nþ1Q zð Þ � z2nþ3Q z�1ð Þ (4–3)

where Q zð Þ ¼ z2nþ1½z2 þ h2z � h1 þ 1ð Þ� � h2�1
2 z2 � 1ð Þ: If

Q(z) is the minimal polynomial of a Pisot number then, by
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Salem construction, z2nþ1~P
nð Þ
h1, h2ð Þ zð Þ is, (for sufficiently large

n) the minimal polynomial of a Salem number, possibly
multiplied by some cyclotomic polynomials.

If h2 is even Q(z) does not have integer coefficients and
so it is not the minimal polynomial of a Pisot number.
Given that z2nþ1~P

nð Þ
h1, h2ð Þ zð Þ has integer coefficients, as long as

Q(z) has a root greater than 1 in absolute value and all the
others are inside the unit disc, then the Salem construction
still works.

Set U zð Þ ¼ z2 þ h2z � h1 þ 1ð Þ: Recall that 0 < h1 � h2,
and since U �1ð Þ ¼ �h1 � h2 < 0 while U 1ð Þ ¼ h2 � h1 �
0, we know that U(z) has a real root a < �1 and the other
in �1, 1�:ð So a is the negative of a Pisot number. In the
case h1 ¼ h2 we have U zð Þ ¼ z � 1ð Þ z þ h1 þ 1ð Þ:

Lemma 14. On jzj ¼ 1,

h2 � 1
2

z2 � 1ð Þ
����

���� � jU zð Þj

Proof. For z ¼ aþ ib on the unit circle we have

jU zð Þj2 � h2 � 1
2

z2 � 1ð Þ
����

����2
¼ h1 � h2að Þ2 þ 4h1 þ 2h2 þ 3ð Þb2 � 0:

w

Theorem 15. For every pair of integers (h1, h2), with
0 < h1 � h2, the polynomials of the family with Chebyshev
coordinates

1, � h1, h2, � h1, h2, :::, � h1, h2, 1½ �
are hyperbolic with all roots in the interval ½�2, 2� except for
one xm < �2, moreover limn!1 xm ¼ z0 þ z�1

0 , where z0 is
the smallest real root of the polynomial z2 þ h2z � h1 þ 1ð Þ,
while the largest root xM approaches 2.

Proof. A standard argument, based on Rouch�e’s theorem
and using the previous lemma, shows that Q(z) in (4–3) has
a real root less than –1 and all the others with jzj < 1, in
other words it corresponds to the negative of a Pisot num-
ber (in an extended sense if h2 is even as the coefficients

may not be integers). Therefore z2nþ1 z2 � 1ð Þ~P nð Þ
h1, h2ð Þ zð Þ is

the minimal polynomial of the negative of a Salem number,
possibly multiplied by some cyclotomic polynomials. From
(4–2) one can deduce that as n goes to þ1 the Salem num-
ber approaches the smallest root z0 of z2 þ h2z � h1 þ 1ð Þ
and the other roots become dense on the unit circle.

Translating back to x we see that P nð Þ
h1, h2ð Þ xð Þ is hyperbolic,

with one root less than –2 and all the other in ½�2, 2�, and
as n goes to þ1 the smallest root tends to xm ¼ z0 þ 1

z0
and

the largest xM tends to 2. w

Remark 16. It can be shown that the limit of the span,
namely 2� z0 � z�1

0 , is the largest root of the resultant with
respect to z of z2 þ h2z � h1 � 1 and x� 2� z � z�1ð Þð Þz:

� h1 þ 1ð Þx2 þ 4 h1 þ 1ð Þ þ h1h2ð Þxþ h2 � h1ð Þ2

Remark 17. Elementary calculations also show that
limn!1 xm is the negative root of the polynomial

h1 þ 1ð Þx2 þ h1h2x� h22 þ h1 þ 2ð Þ2
h i

:

4.2. Case of three parameters

Consider the family of polynomials P nð Þ
h1, h2, h3ð Þ xð Þ of degree

6nþ 1 depending on the integer parameters h1, h2, h3,
with 1 < h1 � h2 � h3, excluding the case h1 ¼ h2 ¼ h3
which is included in the previous section, and Chebyshev
coordinates

1, � h1, h2, � h3, h1, � h2, h3, :::, � h1, h2, � h3, h, � h2, h3, 1½ �:

We have

z6nþ1 z3 þ 1ð Þ~P nð Þ
h1, h2, h3ð Þ zð Þ

¼ z6nþ1½z6nþ1 z3 þ h3z
2 � h2z þ h1 þ 1

� �
þ 1� h3 þ h2 � h1ð Þz þ h2 � h1ð Þz2 þ 1� h3ð Þz3�
þ h1 þ 1ð Þz3 � h2z

2 þ h3z þ 1:

(4–4)

Setting

Q zð Þ ¼ z6nþ1 z3 þ h3z
2 � h2z þ h1 þ 1

� �
þ 1� h3 þ h2 � h1ð Þz þ h2 � h1ð Þz2 þ 1� h3ð Þz3

2
(4–5)

one gets

z6nþ1 z3 þ 1ð Þ~P nð Þ
h1, h2, h3ð Þ zð Þ ¼ z6nþ1Q zð Þ þ z6nþ4Q z�1ð Þ:

(4–6)

Lemma 18. The polynomial

U zð Þ ¼ z3 þ h3z
2 � h2z þ h1 þ 1

has a real root a < �1 and the others in the unit disc, so a is
the negative of a Pisot number.

Proof. Notice that the polynomial U(z) computed at
� h1 þ 1ð Þ is certainly nonnegative:

U � h1 þ 1ð Þð Þ ¼ h1 þ 1ð Þ �h21 � 2h1 þ h3h1 þ h3 þ h2
� � � 0

then a real root a must be smaller than � h1 þ 1ð Þ:
Let b, c the other two roots. Then jabcj ¼ h1 þ 1 so that

jbcj ¼ h1 þ 1
jaj < 1: (4–7)

Suppose that c ¼ �b, hence jbj2 ¼ h1þ1
jaj < 1: Next, suppose

b and c are real. From (4–7), it follows that one of the
two, say b, satisfies �1 < b < 1: Now, since U �1ð Þ ¼
h1 þ h2 þ h3 > 0 and U 1ð Þ ¼ 2þ h1 � h2 þ h3 > 0, c as
well must lie between –1 and 1. Therefore, in all cases, b
and c are in the unit disk. w
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Lemma 19. Set

UðzÞ ¼ z3 þ h3z
2 � h2z þ h1 þ 1

and

VðzÞ ¼ 1� h3 þ ðh2 � h1Þz þ ðh2 � h1Þz2 þ ð1� h3Þz3
2

,

then on the unit circle we have jUðzÞj2 � jVðzÞj2:

Proof. Setting z ¼ xþ iy, on the unit circle we have

jUðzÞj2 ¼ aðxÞ ¼ ðx3 � 3xð1� x2Þ þ h3ð2x2 � 1Þ
�h2xþ h1 þ 1Þ2 þ ð1� x2Þð4x2 þ 2h3x� h2 � 1Þ2

and

jVðzÞj2 ¼ bðxÞ
¼ 1

4
ðððh3 � 1Þð4x3 � 3xþ 1Þ þ ðh1 � h2Þð2x2 þ x� 1ÞÞ2

þ ð1� x2Þððh3 � 1Þð4x2 � 1Þ þ ðh1 � h2Þð2xþ 1ÞÞ2Þ

Moreover, setting f ðxÞ ¼ aðxÞ � bðxÞ we must show that
f ðxÞ � 0 for �1 � x � 1: It turns out that f(x) is a third
degree polynomial function, precisely

f ðxÞ ¼ ð�2h23 þ 4h3 þ 8h1 þ 6Þx3

þ 2
�
h2ðh3 � 3Þ þ 2h3 þ h1ðh3 þ 1Þ


x2

þ 1
2

�
� h21 � 2ðh2 þ h3 þ 5Þh1 � h22 þ 3h23 � 2h3

� 2h2ðh3 þ 3Þ � 9

x

þ 1
2

�
h21 þ 2ðh2 � h3 þ 1Þh1 þ h22 þ h23 � 2h2ðh3 � 3Þ

� 2h3 þ 3

:

Reordering the expression according to the powers of the
parameters hi, we get

f ðxÞ ¼ 1
2
ð12x3 � 9xþ 3Þ þ ð8x3 þ 2x2 � 5xþ 1Þh1

þ ð�6x2 � 3xþ 3Þh2
þ ð4x3 þ 4x2 � x� 1Þh3 þ ð�xþ 1Þh1h2
þ ð2x2 � x� 1Þh1h3
þ ð2x2 � x� 1Þh2h3 þ 1

2
ð�xþ 1Þh21 þ

1
2
ð�xþ 1Þh22

þ 1
2
ð�4x3 þ 3xþ 1Þh23:

Now consider 2f ðxÞ: One has:

2f ðxÞ ¼ ð1� xÞðh1 þ h2 � ð1þ 2xÞh3Þ2 þ A0ðxÞ þ A1ðxÞh1
þ A2ðxÞh2 þ A3ðxÞh3

where we set A0ðxÞ ¼ 3� 9xþ 12x3,A1ðxÞ ¼ 2ð1� 5xþ
2x2 þ 8x3Þ, A2ðxÞ ¼ 2ð3� 3x� 6x2Þ, A3ðxÞ ¼ �2ð1� x�
2x2Þð1þ 2xÞ: Since in the interval ½�1, � 1

2� one has AiðxÞ �
0, i ¼ 0, 1, 2, 3, in this same interval 2f � 0: One cannot say
the same thing in the interval ½� 1

2 , 1�: The structure of the
functions AiðxÞ suggests to introduce in the interval ½� 1

2 , 1�
an auxiliary function aðxÞ and to decompose 2f in the fol-
lowing fashion as a sum of positive quantities:

2f ¼ ð1� xÞðh1 þ h2 � ð1þ 2xÞh3 þ aðxÞÞ2
þ R0ðxÞ þ R1ðxÞh1 þ R2ðxÞh2 þ R3ðxÞh3

(4–8)

where we set R0ðxÞ ¼ A0ðxÞ � ð1� xÞaðxÞ2, R1ðxÞ ¼ A1ðxÞ
�2ð1� xÞaðxÞ,R2ðxÞ ¼ A2ðxÞ � 2ð1� xÞaðxÞ,R3ðxÞ ¼ A3ðxÞ
þ2ð1� xÞð1 þ2xÞaðxÞ:

Our task is to decompose the interval ½� 1
2 , 1� in subin-

tervals where for each subinterval we choose a suitable aðxÞ
such that the sum

RðxÞ ¼ R0ðxÞ þ R1ðxÞh1 þ R2ðxÞh2 þ R3ðxÞh3

is greater than or equal to zero.
In the interval ½� 1

2 , 0�, by choosing aðxÞ ¼ 1� 2x, we
have RiðxÞ � 0, i ¼ 0, 1, 2, 3 and therefore RðxÞ � 0:

In the interval ½0, 1
7�, we choose aðxÞ ¼ 2� 4x, and we

have R0ðxÞ � 0,R1ðxÞ < 0,R2ðxÞ > 0,R3ðxÞ > 0 so that

RðxÞ ¼ R0ðxÞ þ R1ðxÞh1 þ R2ðxÞh2 þ R3ðxÞh3
� ðR0ðxÞ þ R1ðxÞ þ R2ðxÞ þ R3ðxÞÞh1

It follows that RðxÞ � 0 since in ½0, 1
7� the function R0ðxÞ þ

R1ðxÞ þ R2ðxÞ þ R3ðxÞ is nonnegative.
In the interval ½17 , 14�, we choose again aðxÞ ¼ 2� 4x:

Now we have R0ðxÞ > 0,R1ðxÞ < 0,R2ðxÞ > 0,R3ðxÞ > 0,
and R1ðxÞ þ R2ðxÞ þ R3ðxÞ � 0: Hence

RðxÞ ¼ R0ðxÞ þ R1ðxÞh1 þ R2ðxÞh2 þ R3ðxÞh3
� R0ðxÞ þ ðR1ðxÞ þ R2ðxÞ þ R3ðxÞÞh1 � 0:

Next, in the interval ½14 , 12�, we choose aðxÞ ¼ 3� 6x, and
we have R0ðxÞ � 0,R1ðxÞ � 0,R2ðxÞ � 0,R3ðxÞ > 0

RðxÞ ¼ R0ðxÞ þ R1ðxÞh1 þ R2ðxÞh2 þ R3ðxÞh3
� ðR0ðxÞ þ R1ðxÞ þ R2ðxÞ þ R3ðxÞÞh1 � 0

since, in ½14 , 12�,R0ðxÞ þ R1ðxÞ þ R2ðxÞ þ R3ðxÞ � 0:
Finally, in the interval ½12 , 1�, by choosing aðxÞ ¼

�3þ 6x, we have R0ðxÞ � 0,R1ðxÞ > 0, R2ðxÞ � 0, R3ðxÞ �
0, R2ðxÞ þ R3ðxÞ � 0:

RðxÞ ¼ R0ðxÞ þ R1ðxÞh1 þ R2ðxÞh2 þ R3ðxÞh3
� R0ðxÞ þ R1ðxÞh1 þ ðR2ðxÞ þ R3ðxÞÞh2 � 0:

w
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Lemma 18 and Lemma 19 and Rouch�e’s Theorem imply
that Q(z) has a real root < �1 and the others in the unit
disc. Therefore by mimicking the case of two parameters,
we have

Theorem 20. For every triple of integers h1, h2, h3ð Þ, with
0 < h1 � h2 � h3, the polynomials P nð Þ

h1, h2, h3ð Þ xð Þ of the family
with Chebyshev coordinates

1, � h1, h2, � h3, h1, � h2, h3, :::, � h1, h2, � h3, h1, � h2, h3, 1½ �

are hyperbolic, with all roots in the interval ½�2, 2�, except for
one, which we denote xm and which is less than –2; moreover
limn!1 xm ¼ z0 þ z�1

0 , where z0 is the smallest real root of
the polynomial z3 þ h3z2 � h2z þ h1 þ 1, while the largest
root xM approaches 2.

Remark 21. It can be shown that the limit of the span,
which is 2� z0 � z�1

0 , is the largest root of the resultant
with respect to z of z3 þ h3z2 � h2z þ h1 þ 1 and
x� 2� z � z�1ð Þð Þz:

�ðh1 þ 1Þx3 þ ½6ðh1 þ 1Þ � h2 þ h1h3 þ h3�x2
�½9ðh1 þ 1Þ � h1h2 � h2 � h2h3 þ h3 � 4ðh2 � h1h3 � h3Þ�x
þðh1 � h2 þ h3 þ 2Þ2

Remark 22. Elementary calculations also show that
limn!1 xm is the negative root of the polynomial

ðh1 þ 1Þx3 þ
�
ðh1 þ 1Þh3 � h2


x2

�
�
ðh1 þ 1Þðh2 þ 3Þ þ ðh2 � 1Þh3


x

þðh2 þ 1Þ2 þ ðh1 � h3 þ 1Þ2

In conclusion, using the methods we illustrated in the
article it is relatively easy to obtain nonmonic polynomials
that are hyperbolic, irreducible with small span. Although
we found no new monic polynomials satisfying these condi-
tions, this seems to confirm our feeling for the scarcity of
such polynomials in high degree.

Appendix A: The set N
The list we present here follows the lexicographic ordering � : The
leading coefficient, 1, is omitted; for example, the first line corresponds
to x2 � x� 3: The choice of representatives maintains Robinson’s cri-
terion: the average of roots has to lie in ½0, 12� (see [8] for further
details).
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Appendix B: Data for the proof of Proposition 2

According to the first line of the list in this Appendix, f15 is a factor of
f7f8 � f2 þ f1 � 1, and similarly with the next lines. In the two lines
having a single asterisk we actually found fi �xð Þ; curiously enough, we
did not find other representatives of the form fi �xð Þ, nor other forms
like fi 1� xð Þ, fi x� 1ð Þ, etc. The double asterisk witnesses the presence
of some Kronecker polynomials. There are 6 such polynomials—we
used Greek letters as symbolic indices:

fa ¼ x6 � x5 � 5x4 þ 4x3 þ 6x2 � 3x� 1:

fb ¼ x3 � 3xþ 1:

fc ¼ x4 � 4x2 þ 1:

fd ¼ x:

fe ¼ x2 � x� 1:

ff ¼ x11 � x10 � 10x9 þ 9x8 þ 36x7 � 28x6 � 56x5 þ 35x4 þ 35x3

� 15x2 � 6xþ 1:

Here follows the list.

Degree 5
7 8 2 1 ! 15
8 3 1 10 ! 16
11 8 2 4 ! 17
6 12 10 12 ! 18
11 2 2 10 ! 19
11 12 8 12 ! 20
8 2 12 8 ! 21
14 8 12 8 ! 22
11 2 7 12 ! 23
14 11 1 14 ! 24
11 3 14 5 ! 25ð	Þ

7 3 2 5 ! 26
8 3 11 5 ! 27
13 2 12 8 ! 28

Degree 6
8 1 3 2 ! 29
6 5 5 1 ! 30
12 8 14 10 ! 31
8 1 4 13 ! 32
12 1 3 2 ! 33
12 2 14 9 ! 34
23 7 11 1 ! 35
14 2 7 10 ! 36
11 8 8 12 ! 37
23 13 7 12 ! 38
22 8 16 8 ! 39
22 23 12 1 ! 40
13 8 12 2 ! 41

Degree 7
30 8 37 30 ! 42
23 6 19 22 ! 43
8 2 14 13 ! 44
11 12 12 10 ! 45
14 11 1 10 ! 46
7 8 2 4 ! 47
17 12 1 8 ! 48
20 23 1 4 ! 49
23 8 23 7 ! 50
12 4 1 3 ! 51
114 3 83 2 ! 126
72 27 37 33 ! 127
96 65 93 37 ! 128
115 51 21 18 ! 129
116 55 48 91 ! 130

Degree 13
63 59 11 8 ! 131
62 47 48 55 ! 132
102 48 10 45 ! 133
117 75 10 11 ! 134

Degree 14
122 5 1 97 ! 135
122 98 4 2 ! 136

24 23 2 14 ! 52
24 23 11 26 ! 53
26 20 23 27 ! 54
37 24 12 20 ! 55
40 13 33 5 ! 56

Degree 8
31 19 2 32 ! 57
29 30 34 21 ! 58
31 8 3 2 ! 59
31 7 1 7 ! 60
27 5 10 53 ! 61
10 8 7 6 ! 62
11 8 14 3 ! 63
11 8 13 2 ! 64
29 37 31 12 ! 65
7 14 22 6 ! 66
17 12 35 30 ! 67
37 7 8 11 ! 68
37 17 32 31 ! 69
37 17 23 20 ! 70
37 11 31 30 ! 71
39 35 37 6 ! 72
13 12 7 6 ! 73
38 2 1 17 ! 74
39 41 22 28 ! 75
37 2 32 30 ! 76
23 27 12 28 ! 77

Degree 9
49 5 50 15 ! 78
58 18 12 8 ! 79
62 8 22 15 ! 80
30 12 31 33 ! 81
39 32 37 30 ! 82
63 11 10 39 ! 83
63 42 64 72 ! 84
63 59 11 61 ! 85
71 2 40 47 ! 86
71 38 48 38 ! 87
37 11 22 6 ! 88
49 23 3 2 ! 89
122 97 59 8 ! 137
131 31 44 31 ! 138
85 59 16 19 ! 139
103 73 2 48 ! 140
107 73 2 39 ! 141
117 40 40 b ! 143ð		Þ

Degree 15
81 29 1 15 ! 144
104 88 64 96 ! 145
119 96 14 13 ! 146
143 37 72 60 ! 147
120 14 c d ! 148ð		Þ

77 52 7 6 ! 149

49 23 4 2 ! 90
37 7 20 11 ! 91
37 23 24 8 ! 92
37 23 17 8 ! 93
75 7 37 34 ! 94
49 27 9 55 ! 95
16 24 7 54 ! 96

Degree 10
30 5 2 3 ! 97
29 31 30 29 ! 98
58 31 21 18 ! 99
62 16 67 62 ! 100
57 33 63 44 ! 101
68 70 71 19 ! 102
19 17 7 15 ! 103
80 2 10 13 ! 104
88 11 48 1 ! 105
88 30 6 5 ! 106
19 23 1 4 ! 107
96 49 1 96 ! 108
96 75 17 24 ! 109
94 26 24 56 ! 110
94 26 40 56 ! 111ð	Þ

Degree 11
102 63 6 7 ! 112
102 63 71 11 ! 113
46 45 48 35 ! 114
43 46 32 2 ! 115
77 11 11 5 ! 116
91 37 44 11 ! 117
107 4 71 89 ! 118
108 2 14 96 ! 119
40 a 39 15 ! 120ð		Þ

94 27 64 29 ! 121

Degree 12
59 29 3 2 ! 122
70 64 72 65 ! 123
69 61 48 17 ! 124
112 47 63 57 ! 125

Degree 16
100 58 4 2 ! 150
100 58 e 122 ! 151ð		Þ

Degree 17
138 104 31 e ! 153ð		Þ

f 96 22 27 ! 155ð		Þ

Degree 18
148 109 28 e ! 158ð		Þ
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