
Doctoral Thesis

Space-Time Adaptive Resolution for Reactive
Flows

Author:
Simone Gemini

Supervisor:
Prof. Mauro Valorani

Department of Mechanical and Aerospace Engineering

Sapienza University of Rome, IT

XXXII Ciclo 2016-2019





iii

SAPIENZA

Abstract
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Space-Time Adaptive Resolution for Reactive Flows

by Simone Gemini

Multi-scale systems evolve over a wide range of temporal and spatial scales. The extent of time
scales makes both theoretical and numerical analysis difficult, mostly because the time scales of
interest are typically much slower than the fastest scales occurring in the system. Systems with
such characteristics are usually classified as being stiff. An adaptive mesh refinement method
based on the wavelet transform and the G-Scheme framework are used to achieve spatial and
temporal adaptive model reduction, respectively, of physical problems described by PDEs. The
combination of the methods is proposed to solve PDEs describing reaction-diffusion systems with
the minimal number of degrees of freedom, for prescribed accuracies in space and time. Different
reaction-diffusion systems are studied with the aim to test the performance and the capability of the
combined scheme to generate accurate solutions with respect to reference ones. Several strategies
are implemented to improve the performance of the scheme, with minimal loss of accuracy.
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CHAPTER 1
Introduction

Numerical simulations of mathematical models describing real-life phenomena involving simul-
taneous contribution of a wide range of spatial and time scales is particularly challenging, despite
of the tremendous progress in computer science. Model order reduction allows to cut down the
computational complexity of such problems through a reduction of the state space dimension,
which is identified by the number of Degrees of Freedom (DoFs). This leads to the concept of
Reduced Order Model (ROM), that can be built on assumptions and simplifications using physical
insight or derived information. If uniform grid algorithms are used to solve the finest spatial scales,
the number of DoFs becomes large with a consequent requirement for expensive computational
resources. A possibility to overcome this limitation is represented by adaptive techniques, that
provide advantages in terms of computational speed and storage over uniform grid algorithms. In
this project a first numerical technique based on the wavelet transform - named WAMR (Wavelet
Adaptive Multiresolution Representation) - is adopted to generate dynamically adaptive grids.
This method is able to capture any desired accuracy and produce automatically verified solutions
for problems described by Partial and Ordinary Differential Equations (PDEs/ODEs). A further
opportunity to reduce the complexity of the problem arises looking at the distribution of the time
scales of the system dynamics. The presence of fast time scales constrains the slow and active
dynamics within an embedding of Slow Invariant Manifolds (SIM). This means that the number
of DoFs to describe the system dynamics is extremely lower than that one required for a DNS
or a LES. The identification of a SIM and the creation of a ROM describing the slow dynamics
constrained to evolve within the SIM is the task of the Computational Singular Perturbation (CSP)
method. In the CSP context, an adaptive model reduction framework - named the G-Scheme - was
created to achieve multi-scale adaptive model reduction along-with the integration of the Differ-
ential Equations (DEs), describing a particular problem. If the gaps between the fast/active and
slow/active time scales are particularly large, this numerical technique allows to obtain a model
reduction with the consequent possibility to integrate only a set of non-stiff DEs, typically much
smaller than the dimension of the original problem. The G-Scheme andWAMR are used and cou-
pled in this work with the aim to propose an innovative idea to solve spatially and temporally stiff
systems with the minimal number of DoFs. Therefore, the coupled scheme is particularly useful
to solve problems having a strong multiscale characteristics in space and time. Improvements of
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the performance of the coupled scheme are proposed and implemented. The techniques are tested
by studying reaction-diffusion systems at increasing level of complexity.

1.1 Literature review and work organization

The tremendous progress in computer science and programming allows to study complex problems
characterized by phenomena having wide ranges of spatial and temporal scales. When a system
of partial differential equations (PDEs) is employed to model such phenomena, high resolution
discretization is required for solving the finest spatial scales, such as steep gradients, singular-
ities or near singularities. Accurate numerical simulation of compressible reactive flows on a
fixed computational grid is particularly challenging in terms of computational resources. Several
techniques providing different degrees of accuracy and simplification have been developed to
overcome this limitation. To reduce the number of DoFs, while maintaining solution accuracy,
adaptive discretization becomes necessary. A possibility is represented by the use of Adaptive
Mesh Refinement (AMR) techniques, that are able to provide advantages in terms of computa-
tional speed and storage over uniform grid algorithms, but they lack of an a-priori error control.
Conversely, the wavelet-based adaptive methods are able to provide a direct measure of the local
error at each grid point, allowing to control spatial grid adaption. The adaptive grid is built
looking at the values of the wavelet amplitudes: if they are lower than an a-priori user-prescribed
error the grid point is simply removed, otherwise it becomes a point requested for the wavelet
representation. The WAMR code [36, 35] is the framework used in this work to create adaptive
grids. It is able to generate dynamically adaptive grids able to capture any desired accuracy,
producing automatically verified solutions. This method has been implemented by Grenga [16]
for massive parallel application on high performance computing and it was also verified [35, 4]
for a wide range of test cases, in particular compressible and incompressible flows described by
reacting Navier-Stokes equations in primitive variables in 1-, 2- and 3-D geometries.

The purpose of the CSP method is to reformulate an original problem as ROM that describes
the slow systems dynamics. The CSP method was first developed by Lam and Goussis [25, 20,
21, 22, 24, 23], and extended with new developments and applications by Goussis, Valorani and
Paolucci [47, 48, 50, 15, 53, 51, 54], as well as other investigators [29, 30, 56, 41, 27, 39]. The
production of a ROM relies on the availability of a suitable decomposition of the dynamics in
slow and fast subspaces. In this context, the G-Scheme framework (developed by Valorani [49])
is considered: it represents an adaptive model reduction framework able to decompose the system
dynamics into active, slow, fast and invariant subspaces. The G-Scheme introduces locally a
curvilinear frame of reference, defined by a set of orthonormal basis vectors with corresponding
coordinates, attached to this decomposition [49]. The evolution of the curvilinear coordinates
associated with the active subspace is described by non-stiff DEs, whereas that associated with
the slow and fast subspaces is accounted for by applying algebraic corrections [49].

The coupling between WAMR and the G-Scheme is proposed to obtain adaptive model
reduction in space and time. The coupled scheme was firstly proposed by Grenga [16] using
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pWAMR, namely the WAMR version able to be used on distributed memory parallel computers
using the Message Passing Interface (MPI) standard [34].

The thesis is organized as follows. Chapter (2) is entirely dedicated to the description of the
basic wavelet theory. Focus is given on the construction of a particular class of wavelet functions
and on the way to obtain adaptive grids. The essential features of the G-Scheme framework are
illustrated in chapter (3), while chapter (4) is dedicated to the coupling between WAMR and the
G-Scheme with the aim to achieve adaptive model reduction in space and time. Operator Splitting
(OS) techniques are also introduced to use the G-Scheme in a more efficient way. The coupling
between WAMR and the G-Scheme is tested in chapter (5), where a simple reaction-diffusion
system is studied: the excellent capability of the coupled scheme to produce accurate solutions
with respect to methods where uniform grids and/or standard time integrators (DVODE) are used
is shown. A more complex reaction-diffusion system, represented by the unsteady flamelets, is
studied in chapter (6). The coupled scheme WAMR/G-Scheme is tested with an OS technique. In
chapter (7) the unsteady flamelets are studied in supercritical conditions and parametric analysis
with respect the some WAMR parameters are proposed. Finally, suggestions for future work are
described. They concern the generation of multi-dimensional tabulated flamelets with WAMR,
using the preliminary results obtained in chapter (7).
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CHAPTER 2
Wavelet Basic Theory

This chapter is intended to explain the basic concepts of the wavelet theory. The wavelets are
multiscale basis functions whose properties can be compared to those ones characterizing the
basis functions used in other approaches: the main differences between the wavelet based method,
the spectral methods and the finite difference, volume and element methods are briefly discussed
in section (2.1). An overview on the wavelet world with the description of some important
properties of the wavelet functions is given in section (2.2). The concept and goal of the Multi-
Resolution Analysis (MRA) is introduced in section (2.3), where formal definitions of wavelet and
scaling functions are also provided together with the role they play in the MRA. The construction
procedure of scaling and wavelet functions is described in detail in section (2.4) for a particular
type of basis functions, namely the Daubechies wavelets. Another important class of scaling and
wavelet functions is represented by the interpolating scaling and wavelet functions. They are
widely used in the current work for the inexpensive workload associated with their construction,
demonstrated in section (2.5). The fast interpolating wavelet transform is described in section
(2.6), while the concept of Sparse Wavelet Representation is shown in section (2.7). Section (2.8)
is dedicated to the description of the adaptive algorithm to solve time dependent PDEs. Finally,
in section (2.9), a brief overview on the parallel implementation of WAMR is given (taken by
Grenga [16]).

Most of the work is taken from the works of Wirasaet [55], Rastigejev [40] and Grenga
[16], where complete details concerning the theory and the adaptive algorithm here cited can be
found. The author’s contribution is provided in the detailed explanations (with examples) of the
some important aspects of the wavelet theory. Further details about the author’s contribution are
explicitly indicated in each section of the chapter.

2.1 Motivation for wavelets

Wavelets are multiscale basis functions that are localized in both physical and spectral spaces.
These good localization properties can be contrasted with other approaches

• Spectral methods: they use infinitely differentiable basis functions that are localized in
spectral space providing exponential convergence rates for smooth functions. The global
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support in physical space leads to full matrices and difficulty in resolving large changes in
physical space.

• Finite-difference, finite-volume and finite-element methods: the basis functions have small
compact support in physical space, leading to sparse matrices and the ability of resolving
large changes in physical space, but the global support in spectral space leads to low-order
(algebraic) convergence rates.

Wavelets appear to combine the advantages of both spectral andfinite-difference/volume/element
basis. One can expect that numerical methods based on wavelets will attain both good spatial and
spectral resolution. In addition, the wavelets provide effective compression and local analysis of
data.

2.2 Overview on wavelet families and most important prop-
erties

This section is intended to show a possible strategy to classify the wavelet functions in different
families. Further details can be found in [14].

A large variety of wavelet families is available in the mathematical literature. The choice of a
particular wavelet family depends on the intended application. Typically, two important properties
must be taken into account to choose a specific wavelet family: the length of the wavelet support
Lw in the space and wavenumber domains and the number of vanishing moments Nw .

1. Wavelets having compact support in space and/or wavenumber domain are nonzero only in
a finite space and/or wavenumber interval. The support is defined quasi-compact in space
and/or wavenumber domain if Lw = ∞ and the wavelet function decays sufficiently fast in
the space and/or wavenumber domain. Wavelets having compact or quasi-compact support
in both space and wavenumber domains are good localized.

2. Each orthogonal wavelet family is characterized by two functions, namely the mother
scaling function φ and the mother wavelet function ψ. The number of vanishing moments
of a wavelet is Nw if and only if the wavelet function is orthogonal to the polynomials up
to degree Nw − 1 (Eq. (2.1)): the scaling function alone can generate polynomials up to
degree Nw − 1. More vanishing moments means that the scaling function can represent
more complex functions.

Figure (2.1a) shows the Mexican Hat wavelet: it is an example of wavelet function having a
quasi-compact support in the space and wavenumber domains, characterized by Nw = 2 vanishing
moments. It is able to encode polynomials with two coefficients, i.e. constant and linear signal
components. Figure (2.1b) represents the Shannon wavelet for which the number of vanishing
moments is Nw = ∞: polynomials with an infinite number of coefficients can be encoded.∫ ∞

−∞

xkψ(x)dx = 0, 0 ≤ k ≤ Nw − 1 (2.1)



2.3. The concept of Multi-Resolution Analysis 7

-4 -2 0 2 4
-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

Space @-D

Ψ
@-
D

(a)

-4 -2 0 2 4 6

-0.5

0.0

0.5

1.0

Space @-D

Ψ
@-
D

(b)

Figure 2.1: Example ofwavelet functions: (a)MexicanHatwavelet: the support is
quasi-compact in the space and wavenumber domain and the number of vanishing
moments is Nw = 2. (b) Shannon wavelet: the length of the wavelet support is
Lw = ∞ in the space domain, while the support is compact in the wavenumber

domain. The number of vanishing moments is Nw = ∞.

2.3 The concept of Multi-Resolution Analysis

The theory described in this section summarizes part of work of Wirasaet [55] and Rastigejev
[40].

TheMulti-ResolutionAnalysis (MRA) ormultiscale approximation (MSA) represents a design
method of discrete wavelet transform (DWT). The MRA of the Lebesgue space L2(R) consists in
a sequence of levels of details/resolution or nested subspaces {Vl}l∈Z ∈ L2(R) such that:

{0} ⊂ . . . ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ ... ⊂ L2(R), (2.2)

+∞⋃
l=−∞

Vl = L2(R). (2.3)

The MRA goal is to expand a function f (x) ∈ L2(R) at various levels of detail, satisfying the
following properties:

f (x) ∈ Vl ⇐⇒ f (2x) ∈ Vl+1, (2.4)

f (x) ∈ Vl ⇐⇒ f (x + 1) ∈ Vl. (2.5)

The basis functions of the sequence of subspaces {Vl} are scaling functions on scale of
resolution l and location k, i.e. {φl,k , k ∈ Z}. They can be written as the dilation and translation
of φ, Eq. (2.6), where φ represents the solution of the dilation equation, (Eq. 2.7)

φl,k(x) = φ(2lx − k), (2.6)
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φ(x) =
K−1∑
k=0

hkφ(2x − k). (2.7)

The K coefficients hk determines the scaling function of the particular wavelet systems [7, 32,
9]. Note that a closed form of φ is unavailable, but it is not necessary since only the coefficients
hk are needed in a practical implementation.

A sequence of subspaces {Wl}l∈Z ∈ L2(R) is now considered. They are defined as the
complement of Vl in Vl+1, Eq. (2.8) and Fig. (2.2),

Vl+1 = Vl ⊕Wl. (2.8)

𝑉𝑙 𝑉𝑙+1𝑉𝑙+2

𝑊𝑙𝑊𝑙+1

Figure 2.2: Relation between the subspaces Wl and Vl , where l is the resolution
level.

The basis functions of {Wl} are called wavelets on scale of resolution l and location k, i.e.
{ψl,k , k ∈ Z}. They can be written as the dilation and translation of ψ, Eq. (2.9), where ψ is the
solution of the relation between ψ(x) and φ(x), Eq. (2.10):

ψl,k(x) = ψ(2lx − k), (2.9)

ψ(x) =
K−1∑
k=0

gkφ(2x − k). (2.10)

The K filter coefficients gk determines the particular wavelet system. They are related to the
coefficients hk :

gk = (−1)khK−k−1, k = 0, . . . , K − 1 (2.11)

The decomposition of Vl until Vl0 , where Vl0 denotes the subspace associated with the coarsest
scale, yields the MRA of Vl,

Vl = Vl0 ⊕
©«

l−1⊕
j=l0

Wj
ª®¬ . (2.12)
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Equation (2.12) implies that a function f l ∈ Vl can be written either in the single scale
representation

f l(x) =
∑
k

cl,kφl,k(x), (2.13)

or, equivalently, in the multiscale scale representation

f l(x) =
∑
k

cl0,kφl0,k(x) +
l−1∑
j=l0

∑
k

dj,kψj,k(x), (2.14)

where {cl,k} and {dl,k} are denoted as scaling function and wavelet coefficients, respectively.
Note that since the collection of {φl0,k} and {ψj,k}

l−1
j=l0

forms a basis of Vl, the coefficients {cl0,k}

and {dj,k}
l−1
j=l0

are determined uniquely.
Let f l ∈ Vl be an approximation of a function f , and consider the difference of the approxi-

mation of f in two successive spaces Vl and Vl+1:

wl = f l+1 − f l =
∑
k

cl+1,kφl+1,k −
∑
k

cl,kφl,k =
∑
k

dl,kψl,k . (2.15)

Properties 1 and 2 imply that the wavelet coefficient dl,k is large when the function ψl,k lies
in the vicinity of a singularity or, near singularity, of f . Therefore, the number of wavelets
required to represent the function f having near singular behaviour, within a prescribed accuracy,
can be substantially reduced if one uses the multiscale representation instead of the single scale
representation.

2.4 Basis functions construction

The procedure to solve Eq. (2.7) and Eq. (2.10) is now described and more details can be found
in e.g. [7, 32, 6, 17]. Focus on the Daubechies wavelets is given: they can be used to build the
interpolating scaling and wavelet functions, as will be explained in section (2.5).

2.4.1 The filter coefficients

The {hk}k=0,...,K−1 filter coefficients of Eq. (2.7) are evaluated considering the following proper-
ties:

• the scaling function should be normalised to unity,∫ ∞

−∞

φ(x)dx = 1, (2.16)

• the translates of the scaling function φ(x) should satisfy the orthonormality property∫ ∞

−∞

φ(x)φ(x − n)dx = δ0,n n ∈ Z. (2.17)

Using Eq. (2.7) in Eq. (2.16) and Eq. (2.17) one obtains
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K−1∑
k=0

hk = 2, (2.18)

k1∑
k=k0

hkhk−2n = 2δ0,n k = 0, 1, ..., K/2 − 1, (2.19)

where k0 =max(0, 2n) and k1 =min(K − 1, K − 1 + 2n). Using Eq. (2.1) and Eqs. (2.10)-
(2.11), Eq. (2.20) is obtained

K−1∑
i=0
(−1)ihiik = 0 k = 0, 1, ..., K/2 − 1. (2.20)

To find the K filter coefficients, the K + 1 Eqs. (2.18)-(2.19)-(2.20) need to be solved. It can
be shown that the real number of equations is K , given that for k = 0 Eq. (2.20) is redundant and
can be omitted. Solving Eqs. (2.18)-(2.19)-(2.20) for K = 4 the filter coefficients of the scaling
function are h0 =

1
4 (1+

√
3), h1 =

1
4 (3+

√
3), h2 =

1
4 (3−

√
3) and h3 =

1
4 (1−

√
3) while, from Eq.

(2.11), the filter coefficients of the wavelet function are found, g0 =
1
4 (1 −

√
3), g1 = −

1
4 (3 −

√
3),

g2 =
1
4 (3 +

√
3) and g3 = −

1
4 (1 +

√
3).

2.4.2 Scaling and wavelet function construction

Once the set of filter coefficients {hk}k=1,...,K−1 is known, the scaling function is easily identified
by solving Eq. (2.7).

Considering again the case of K = 4, Eq. (2.7) becomes

φ(x) =
3∑

k=0
hkφ(2x − k) = h0φ(2x) + h1φ(2x − 1) + h2φ(2x − 2) + h3φ(2x − 3) (2.21)

Equation (2.16) and Eq. (2.21) are used to evaluate the scaling function values at the 4 integer
points x0 = 0, x1 = 1, x2 = 2 and x3 = 3. In particular, from Eq. (2.21) one has:

φ(x0) = h0φ(2x0) + h1φ(2x0 − 1) + h2φ(2x0 − 2) + h3φ(2x0 − 3),

φ(0) = h0φ(0) + h1φ(−1) + h2φ(−2) + h3φ(−3),
(2.22)

φ(x1) = h0φ(2x1) + h1φ(2x1 − 1) + h2φ(2x1 − 2) + h3φ(2x1 − 3),

φ(1) = h0φ(2) + h1φ(1) + h2φ(0) + h3φ(−1),
(2.23)
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φ(x2) = h0φ(2x2) + h1φ(2x2 − 1) + h2φ(2x2 − 2) + h3φ(2x2 − 3),

φ(2) = h0φ(4) + h1φ(3) + h2φ(2) + h3φ(1),
(2.24)

φ(x3) = h0φ(2x3) + h1φ(2x3 − 1) + h2φ(2x3 − 2) + h3φ(2x3 − 3),

φ(3) = h0φ(6) + h1φ(5) + h2φ(4) + h3φ(3),
(2.25)

while from Eq. (2.16) one has:

φ(x0) + φ(x1) + φ(x2) + φ(x3) = 1,

φ(0) + φ(1) + φ(2) + φ(3) = 1.
(2.26)

Property 1 implies that the scaling function values outside the bounded set x ∈ [0, 3] are zero,
namely φ(−1) = φ(−2) = φ(−3) = φ(4) = φ(5) = φ(6) = 0. Therefore, the solution of Eqs.
(2.22)-(2.26) is

φ(0) = 0 φ(1) = 1.366 φ(2) = −0.366 φ(3) = 0 (2.27)

The scaling function values at the 4 integer points are represented in Fig. (2.3).
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Figure 2.3: Daubechies 4 - Scaling function values built at the 4 integer points
x0 = 0, x1 = 1, x2 = 2, x3 = 3.

Once φ(x) is known at 4 integer points x0 = 0, x1 = 1, x2 = 2 and x3 = 3, the function values
at the dyadic points are evaluated using again Eq. (2.7): Figure (2.4) shows the results of four
consecutive evaluations of the function values at the dyadic points. Figure (2.5a) shows the scaling
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function built on a grid composed by 3073 dyadic points. If the procedure is indefinitely repeated,
a continuous function is obtained. The corresponding wavelet function is obtained through Eqs.
(2.10)-(2.11), and it is represented in Fig. (2.5b) on a grid composed by 3073 dyadic points.
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Figure 2.4: Daubechies 4 - Scaling function values built at 7 (a), 13 (b), 25 (c)
and 49 grid points (d).
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Figure 2.5: Daubechies 4 - Scaling function (a) and wavelet function (b) built at
3073 grid points.

The whole procedure to build the scaling and wavelet functions is summarized in Fig. (2.6):
once the filter coefficients defining the scaling function are known, the scaling and wavelet
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functions are uniquely identified.

𝑔𝑘

𝜙 𝑥 = ∑ℎ𝑘𝜙(2𝑥 − 𝑘)

ℎ𝑘 = 2

ℎ𝑘ℎ𝑘−2𝑛 = 2δ0,𝑛

 −1 𝑖ℎ𝑖𝑖
𝑘 = 0

ℎ𝑘

𝜓 𝑥 = ∑𝑔𝑘𝜙(2𝑥 − 𝑘)

Figure 2.6: Solving the system of algebraic equations (2.18)-(2.19)-(2.20), the
filter coefficients hk and gk are found. They are used to build the scaling function

φ(x) and wavelet function ψ(x).

2.5 One-dimensional interpolating scaling and wavelet
functions

The interpolating scaling and wavelet functions represent elementary basis functions. Different
strategies are at the base of their construction: they can be found considering the translation and
dilation of the auto-correlation of the Daubechies scaling functions [7]. Another approach is
the recursive interpolation: starting from the knowledge of functional values on a base grid, the
functional values at the midpoints are found through the polynomial interpolation. The procedure
can be repeated until a continuous function is obtained. Section (2.5.1) and the first part of section
(2.5.2) are dedicated to a rigorous description of the interpolation subdivision scheme, entirely
taken by the work of Wirasaet [55]. The example application of the interpolation subdivision
scheme in the second part of section (2.5.2) is inserted by the author. The interpolating scaling
function properties are described in section (2.5.3) (Wirasaet [55]), while the interpolating wavelet
functions are introduced in section (2.5.4) Wirasaet [55].

2.5.1 Interpolation subdivision scheme

The so-called interpolating scaling function that yields the multiresolution analysis on the interval
arises naturally from the interpolation subdivision scheme introduced by [8] for data defined for x

on an interval. Let p̄ be an even positive integer, l an integer such that l ≥ log2(p̄), and

Vl = {xl,k = k2−l : k ∈ k0
l }, k0

l = {0, 1, . . . , 2l − 1, 2l} (2.28)

be a grid of dyadic points at scale level l. In addition, let { fl,k ≡ f (xl,k) : xl,k ∈ Vl, k = 0, · · · , 2l}
be a set of function values at the dyadic points of a given function f (x) defined on x ∈ [0, 1].
The interpolation subdivision scheme is a process to interpolate from a given data { fl,k}k∈k0

l
to
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obtain a function f̃ (x) defined on x ∈ [0, 1], such that f̃ (xl,k) = fl,k . The scheme begins with
determining the interpolated values on the grid Vl+1. This is accomplished by computing the
interpolated values at odd grid points xl+1,2k+1 by means of polynomial interpolation. For the even
grid points, since xl+1,2k = xl,k , the function values remain unchanged, i.e. f̃l+1,2k = fl,k . More
specifically, the determination of f̃l+1,2k+1 is computed by fitting a polynomial πl,k of degree p̄− 1
to the function values at points in Xl,k :

Xl,k = {xl,m : m ∈ Xl,k}, (2.29)

where the index set Xl,k is defined by

Xl,k =


{0, . . . , p̄ − 1} for 0 ≤ k ≤ p̄/2 − 2,

{k − p̄/2 + 1, . . . , k + p̄/2} for p̄/2 − 1 ≤ k ≤ 2l − p̄/2,
{2l − p̄ + 1, . . . , 2l} for 2l − p̄/2 + 1 ≤ k ≤ 2l − 1,

(2.30)

and the polynomial πl,k is given by

πl,k(x) =
max Xl,k∑

m=min Xl,k

fl,mLk
l,m(x), (2.31)

where Lk
l,m is the Lagrange polynomial defined by

Lk
l,m ≡

max Xl,k∏
r=min Xl,k ,r,m

(x − xl,r )
(xl,m − xl,r)

, (2.32)

so that
f̃ (xl+1,2k+1) ≡ πl,k(xl+1,2k+1). (2.33)

Since the function values { f̃j+1,k}k∈k0
l+1

are now known, the interpolated values on Vl+2 can
be calculated using the same scheme with { f̃j+1,k}k∈k0

l+1
for the starting data. By applying this

scheme iteratively, one obtains the interpolation function f̃ (x) for x ∈ [0, 1] in the limit l → ∞.
For p̄ = 2, the subdivision scheme yields linear interpolation. For higher p̄, the interpolation
subdivision scheme defines a function whose continuity increases with p̄ [9], i.e. with the order
of the polynomial used in the interpolation process.

2.5.2 One-dimensional interpolating scaling functions

Let φl,k(x) for k ∈ {0, · · · , 2l} denote a function resulting from applying the subdivision scheme
of order p̄ to the Kronecker data {δr ,k : r ∈ k0

l
} (a set of function values whose entries are zeros

except at the point xl,k). As discussed above, the function φl,k is continuous and its continuity
increases as a function of p̄.

It can be noticed that the subdivision scheme is linear. Consequently, the interpolation function
f̃ (x) resulting from applying the scheme to { fl,k}k∈k0

l
is equivalent to a superposition of those
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interpolation functions of the data sets { fl,rδr ,k : r = k0
l
}, k = 0, . . . , 2l. More precisely, the

interpolation function f̃ is a linear combination of φl,k(x),

f̃ (x) =
2l∑
k=0

fl,kφl,k(x) (2.34)

The function φl,k(x) is known as the interpolating scaling function [3, 9] (they are linearly
independent and hence form a basis).

The interpolating procedure is applied to the Kronecker data. First, the integer p̄ is set equal
to 4: the scale level has to be larger than l ≥ log2(p̄) = log2(4) = 2. Setting l = 3, it follows from
Eq. (2.28):

V3 = {x3,k = k2−3 : k ∈ k0
3}, k0

3 = {0, 1, . . . , 23 − 1, 23} = {0, 1, . . . , 8},

V3 = {x3,k = k/8 : k ∈ k0
3} = {x3,0, x3,1, . . . , x3,8} = {0, 1/8, . . . , 1}.

(2.35)

This means that the grid at the scale level l = 3 is composed of 9 points. The Kronecker
delta function values at the 9 dyadic points are { f3,k ≡ f (x3,k) : x3,k ∈ V3, k = 0, · · · , 8} =
{ f3,0, f3,1, . . . , f3,8} = {1, 0, . . . , 0}, as Fig. (2.7a) shows, where also the grid points index set
associated with the third resolution level is represented. The first step is to find the interpolated
values at the new grid points associated with the scale level l + 1 = 4, showed in Fig. (2.7b) with
the black triangular symbols.

Kronecker delta Grid points at l=3

0.0 0.2 0.4 0.6 0.8 1.0
-1.0

-0.5

0.0

0.5

1.0

x @-D

∆
@-
D

(a)

ò New Grid Points

ò ò ò ò ò ò ò ò

0.0 0.2 0.4 0.6 0.8 1.0
-1.0

-0.5

0.0

0.5

1.0

x @-D

∆
@-
D

(b)

Figure 2.7: Kronecker delta values at the dyadic points for the scale level l = 3
(a) and l = 4 (b).

The procedure described in section (2.5.1) is applied. From the definition of the index set (Eq.
(2.30)) the stencils to build the local interpolating polynomials are found:
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X3,k =



{0, 1, 2, 3} for k = 0→ {x3,0, x3,1, x3,2, x3,3}

{0, 1, 2, 3} for k = 1→ {x3,0, x3,1, x3,2, x3,3}

{1, 2, 3, 4} for k = 2→ {x3,1, x3,2, x3,3, x3,4}

{2, 3, 4, 5} for k = 3→ {x3,2, x3,3, x3,4, x3,5}

{3, 4, 5, 6} for k = 4→ {x3,3, x3,4, x3,5, x3,6}

{4, 5, 6, 7} for k = 5→ {x3,4, x3,5, x3,6, x3,7}

{5, 6, 7, 8} for k = 6→ {x3,5, x3,6, x3,7, x3,8}

{5, 6, 7, 8} for k = 7→ {x3,5, x3,6, x3,7, x3,8}.

(2.36)

Therefore, Eqs. (2.31)-(2.32) allow to build the local interpolating polynomials (Eq. (2.31)):

π3,0(x) =
max X3,0∑

m=min X3,0

f3,mL0
3,m(x) =

=

3∑
m=0

f3,mL0
3,m(x) = f3,0L0

3,0(x) + f3,1L0
3,1(x) + f3,2L0

3,2(x) + f3,3L0
3,3(x),

L0
3,m(x) ≡

max X3,0∏
r=min X3,0,r,m

(x − x3,r )

(x3,m − x3,r)
=

3∏
r=0,r,m

(x − x3,r )

(x3,m − x3,r)
, m = 0, . . . , 3

(2.37)

π3,1(x) =
max X3,1∑

m=min X3,1

f3,mL1
3,m(x) =

=

3∑
m=0

f3,mL1
3,m(x) = f3,0L1

3,0(x) + f3,1L1
3,1(x) + f3,2L1

3,2(x) + f3,3L1
3,3(x),

L1
3,m(x) ≡

max X3,1∏
r=min X3,1,r,m

(x − x3,r )

(x3,m − x3,r)
=

3∏
r=0,r,m

(x − x3,r )

(x3,m − x3,r)
, m = 0, . . . , 3

(2.38)

π3,2(x) =
max X3,2∑

m=min X3,2

f3,mL2
3,m(x) =

=

4∑
m=1

f3,mL2
3,m(x) = f3,1L2

3,1(x) + f3,2L2
3,2(x) + f3,3L2

3,3(x) + f3,4L2
3,4(x),

L2
3,m(x) ≡

max X3,2∏
r=min X3,2,r,m

(x − x3,r )

(x3,m − x3,r)
=

4∏
r=1,r,m

(x − x3,r )

(x3,m − x3,r)
, m = 1, . . . , 4

(2.39)
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π3,3(x) =
max X3,3∑

m=min X3,3

f3,mL3
3,m(x) =

=

5∑
m=2

f3,mL3
3,m(x) = f3,2L3

3,2(x) + f3,3L3
3,3(x) + f3,4L3

3,4(x) + f3,5L3
3,5(x),

L3
3,m(x) ≡

max X3,3∏
r=min X3,3,r,m

(x − x3,r )

(x3,m − x3,r)
=

5∏
r=2,r,m

(x − x3,r )

(x3,m − x3,r)
, m = 2, . . . , 5

(2.40)

π3,4(x) =
max X3,4∑

m=min X3,4

f3,mL4
3,m(x) =

=

6∑
m=3

f3,mL4
3,m(x) = f3,3L4

3,3(x) + f3,4L4
3,4(x) + f3,5L4

3,5(x) + f3,6L4
3,6(x),

L4
3,m(x) ≡

max X3,4∏
r=min X3,4,r,m

(x − x3,r )

(x3,m − x3,r)
=

6∏
r=3,r,m

(x − x3,r )

(x3,m − x3,r)
, m = 3, . . . , 6

(2.41)

π3,5(x) =
max X3,5∑

m=min X3,5

f3,mL5
3,m(x) =

=

7∑
m=4

f3,mL5
3,m(x) = f3,4L5

3,4(x) + f3,5L5
3,5(x) + f3,6L5

3,6(x) + f3,7L5
3,7(x),

L5
3,m(x) ≡

max X3,5∏
r=min X3,5,r,m

(x − x3,r )

(x3,m − x3,r)
=

7∏
r=4,r,m

(x − x3,r )

(x3,m − x3,r)
, m = 4, . . . , 7

(2.42)

π3,6(x) =
max X3,6∑

m=min X3,6

f3,mL6
3,m(x) =

=

8∑
m=5

f3,mL6
3,m(x) = f3,5L6

3,5(x) + f3,6L6
3,6(x) + f3,7L6

3,7(x) + f3,8L6
3,8(x),

L6
3,m(x) ≡

max X3,6∏
r=min X3,6,r,m

(x − x3,r )

(x3,m − x3,r)
=

8∏
r=5,r,m

(x − x3,r )

(x3,m − x3,r)
, m = 5, . . . , 8

(2.43)
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π3,7(x) =
max X3,7∑

m=min X3,7

f3,mL7
3,m(x) =

=

8∑
m=5

f3,mL7
3,m(x) = f3,5L7

3,5(x) + f3,6L7
3,6(x) + f3,7L7

3,7(x) + f3,8L7
3,8(x),

L7
3,m(x) ≡

max X3,7∏
r=min X3,7,r,m

(x − x3,r )

(x3,m − x3,r)
=

8∏
r=5,r,m

(x − x3,r )

(x3,m − x3,r)
, m = 5, . . . , 8.

(2.44)

The interpolated function values at the new grid points introduced with the resolution level
l = 4 can be evaluated from Eq. (2.33), Fig. (2.8). By repeating the whole procedure in the limit
l → ∞, the function φ3,0(x) is obtained, Fig. (2.9). Figure (2.10) shows the interpolating scaling
functions φ3,k(x), k = 1, . . . , 4 built on a infinite number of resolution levels.

Figure 2.8: Interpolated function values at the grid points introduced by the
resolution level l = 4. The values are evaluated from Eq. (2.33).
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Figure 2.9: Interpolating scaling function φ3,0(x).
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Figure 2.10: Interpolating scaling function φ3,k(x), with k = 1 (a), k = 2 (b),
k = 3 (c) and k = 4 (d).

2.5.3 Interpolating scaling functions properties

The interpolating scaling function φ j,k(x) properties are summarized in the following points:
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i) φl,k satisfied the interpolation property on the dyadic grid Vl, i.e. φl,k(xl,r ) = δk,r .

ii) The support of φ j,k is compact: |supp φl,k | = O(2−l), or more precisely,

supp φl,k = [max(0, 2−l(k − p̄ + 1)), min(2−l(k + p̄ − 1), 1)] (2.45)

iii) The function φl,k is the solution of the two-scale relation

φl,k(x) =
r=2l+1∑
r=0

hl,kr φl+1,r (x), (2.46)

where hl,kr are the so-called filter coefficients. For r ∈ {min(0, 2k − p̄ + 1), . . . , max(2k +

p̄ − 1, 2l+1)}, the filter coefficients are given by

hl,kr = φl,k(xl+1,r ) =

{
δr−2k for r even,

L(r−1)/2
l,k (xl+1,r ) for r odd,

(2.47)

and all other hl,kr are zero. Note that Lm
l,k is the Lagrange polynomial defined by (2.32).

iv) Polynomials on [0, 1] of degree less than p̄ can be written as linear combinations of {φl,k :
k = 0, . . . , 2l}. More precisely,

xi =
k=2l∑
k=0

(
2−lk

) i
φl,k(x), i = 0, 1, . . . , p̄ − 1. (2.48)

It is the property i) that distinguishes the interpolating scaling function from other non-
interpolating scaling functions. This property implies that they are linearly independent and thus
form a basis. Properties i), iii), and iv) are obvious from the subdivision scheme. Property ii)
can be verified using the fact that, for a nonzero data set with finite support on Vl, one iteration
of the subdivision scheme adds nonzero layers of size 2−j−1(p̄ − 1) on both side. Therefore, with
infinite iterations, starting with the Kronecker data on Vl with nonzero element at the point xl,k ,
the layer of total width

∑∞
i=1 2−l−i(p̄ − 1) = (p̄ − 1)/2l is added to both sides of the point at 2−lk.

Since the subdivision scheme is restricted to the interval [0, 1] (i.e. for an interpolated point near
a boundary, a set of points participating in the construction of πj,k is adjusted accordingly), one
observed that (2.45) holds.

2.5.4 One-dimensional interpolating wavelet functions

Let Vl denotes the span of {φl,k(x) : k ∈ k0
l
}. Here the symbol Vl is overloaded to a space of

functions. The specific meaning should be clear from the context. Owing to the interpolation
property of the scaling functions, the interpolation operator Il maps a given function f (x) defined
for x ∈ [0, 1] to the space Vl:
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(Il f )(x) ≡
k=2l∑
k=0

fl,kφl,k(x) (2.49)

where fl,k = f (xl,k). Now, consider the complement space

Wl = Vl+1 	 Vl. (2.50)

In this particular setting, interpolating wavelets which form a basis of Wl can be simply chosen as
[9]:

ψl,k(x) = φl+1,2k+1(x), k ∈ k1
l = {0, 1, . . . , 2l − 2, 2l − 1}. (2.51)

With wavelets defined as above, there exists a fast transform (to be described later) that maps
function values to wavelet coefficients and vice versa.

Further decomposition of the space Vl until reaching Vl0 yields results similar to (2.12).
Therefore, the interpolation function Il f can be written in the multi-scale representation

(Il f )(x) =
2l0∑
k=0

fl0,kφl0,k(x) +
l−1∑
j=l0

2 j−1∑
k=0

dj,kψj,k(x), (2.52)

where dj,k are wavelet coefficients. For a large classes of functions, [9] has shown that
f = lim

l→∞
Il f , i.e.

f (x) =
2l0∑
k=0

fl0,kφl0,k(x) +
∞∑
j≥l0

2 j−1∑
k=0

dj,kψj,k(x), (2.53)

which represents the decomposition of f into a superposition of contributions from levels
l ≥ l0. Information of these contributions is contained in the coefficients { fl0,k}k∈k0

l0
(the function

values at the coarsest level) and wavelet coefficients on the finer scales {{dl,k}k∈k1
l
}l≥l0 .

Note that in the context of interpolating wavelets, each basis function is associated with one
grid point. To be more specific, the scaling function φ j,k(x) is associated with the grid point xj,k
of Vj and the wavelet function ψj,k is associated with the grid point x1

j,k of

Wj = {x1
j,k = xj+1,2k+1 : k ∈ k1

j }, (2.54)

the complement grid of Vj in Vj+1. It is obvious that the grid Vl is equivalent to Vl0 ∪Wl0 ∪

· · · ∪Wl−1. Due to this decomposition of the grid and the notation used in (2.54), it can be seen
that for any given dyadic point xq,k < Vl0 , there is a unique index j, k, where j < q, such that
x1
j,k = xq,k . In this way, an action on the grid, e.g. discarding and including grid points, also

implies an appropriate action on the index of the basis functions and vice versa.
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2.6 Fast interpolating wavelet transform

For notational simplicity, lets denote (2.52) by f l. Consider the difference of the approximation
of f between the two consecutive space Vl and Vl+1:

wl = f l+1 − f l =
2l+1∑
k=0

fl+1,kφl+1,k −

2l∑
k=0

fl,kφl,k =
2l−1∑
k=0

dl,kψl,k(x). (2.55)

From (2.51), (2.47), and the interpolation property (property i)), the wavelet coefficients obtained
by evaluating wj(x) at x1

j,k are given by

dl,k = fl+1,2k+1 −

2l∑
r=0

φl,r (x1
l,k)︸    ︷︷    ︸

= hl,r
2k+1

fl,r . (2.56)

It can be verified that, for each k, there are only p filter coefficients hl,r2k+1 having non-zero values
and they are those with r ∈ Xl,k (see (2.30) for the definition of the index set Xl,k). From (2.47),
(2.32) and (2.31), it can be shown that

2l∑
r=0

hl,r2k+1 fl,r =
max Xl,k∑

r=min Xl,k

Lk
l,r (x

1
l,k) fl,r = πl,k(x

1
l,k)πl,k(xl+1,2k+1) (2.57)

Notice that to compute dl,k , one requires only fl+1,2k+1 and those fl,r for r ∈ Xl,k (see figure 2.11
for illustration). In addition, it is evident that the wavelet coefficient indicates how large fl+1,2k+1

deviates from the value predicted by the local interpolation polynomial.

(a)
k = 0 k = 1

s s s s s sc c c c c c c crx1
j,0 s s s s s sc c c c c c c crx1

j,2

(b)

2 ≤ k ≤ 2l − 2

s s s s s sc c c c c c c c c crx1
j,k

Figure 2.11: Points required in the calculation of wavelet coefficients dj,k repre-
sented by the small filled circles for p̄ = 6 (a) k = 0, 1, (b) k = 2, . . . , 2l−1 − 2.
Note that the larger circles denote the points in Vl . The filled circles represent

points participating in the calculation of dj,k .

By applying (2.56) until reaching the coarsest level, one obtains an algorithm for determining
the wavelet coefficients of f l of any given f . The interpolating wavelet transform mapping the
function values to the wavelet coefficients is summarized in the Algorithm 1. Notice that the
scaling function coefficients fj,k are not altered by the wavelet transform (they correspond to the
function values at their associated points.). Thus, it is not necessary to perform the the wavelet
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transform in a top-to-bottom manner (i.e. from level j = l − 1 down to l0). This feature is unique
to this particular wavelet basis and useful in particular for compression of functional information.
The transform being done in the top-to-bottommanner has the advantage in that one can overwrite
in place fj+1,2k+1 by dj,k and hence require only one vector for storage. For a given set of wavelet

Algorithm 1 1DFWT
Given function values { fl,k}k∈k0

l

for j = l − 1 to l0 do
for k = 0 to 2j−1 − 1 do

m = 2l−j−1(2k + 1)

fl,m = fl,m −
2 j∑
r=0

h j,r
2k+1 fl,r2l− j

end for
end for

coefficients, one can obtain the associated function values using the inverse wavelet transform.
The procedure starts from the coarsest level j = l0 to obtain fj+1,2k+1 by adding dj,k to the value
predicted by the local polynomial, i.e.

fj+1,2k+1 = dj,k +

2l∑
r=0

hl,r2k+1 fl,r . (2.58)

By applying (2.58) recursively until reaching level j = l − 1, one obtains the function values on
the grid level l. It is important to note that the inverse wavelet transform must be performed
strictly in the bottom-to-top order since the data { fj,k}k∈k0

l
must be available before fj+1,2k+1 can

be computed. Algorithm 2 summarizes the inverse wavelet transform procedure. Note that this
algorithm assumes that the wavelet coefficient dj,k is stored in the entry fl,2l− j−1(2k+1) of the input
data.

Algorithm 2 1DIWT
Given wavelet coefficients { fl,k}k∈k0

l

for j = l0 to l − 1 do
for k = 0 to 2j − 1 do

m = 2l−j−1(2k + 1)

fl,m = fl,m +
2 j∑
r=0

h j,r
2k+1 fl,2l− jr

end for
end for

It can be seen that the calculation of one wavelet coefficient requires p̄ operations. The number
of operations required for the transform or its inverse at the level j is of order p̄2j and thus the

total number of operations is of order p̄
l−1∑
j=l0

2j = p̄(2l − 1) ∼ O(2l). This indicates that the cost

of the wavelet transform or its inverse is proportional to the total number of data values. The
proportionality constant varies linearly with the order of basis.
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2.6.1 Remarks

The calculation of wavelets coefficients dl,k requires the associated nonzero filter coefficients
hl,r2k+1, r = minXl,k , . . ., maxXl,k . Since the grid is composed of equally distant points, the
values of filter coefficients are independent of the level l. For p̄/2 − 1 ≤ k and m ≤ 2l − p̄/2,
the filter coefficients {hl,r2m+1}r ∈k0

l
are just the shifted versions of {hl,r2k+1}r ∈k0

l
. Furthermore, the

filter coefficients associated with 2l − p̄/2 ≤ k ≤ 2l − p̄/2 − 2 correspond to those of 2l − k

with reverse-order entries. Thus, it is sufficient to calculate the filters {hl,r2k+1} associated with
k = 0, 1, · · · , p̄ − 1. Table 2.1 lists, for example, the non-zero filter coefficients hl,r2k+1, r ∈ Xl,r ,
needed for the calculation of wavelet coefficients for p̄ = 6.

Table 2.1: The vector of nonzero filter coefficients hl,r2k+1 For p̄ = 6.

r 0 1 2 3 4 5
k = 0 63/256 315/256 −105/128 63/128 −45/256 7/256
k = 1 7/256 105/256 105/128 −35/128 21/256 −3/256
k = 2 3/256 −25/256 75/128 75/128 −25/256 3/256

2.7 Sparse Wavelet Representation

Using the one-dimensional interpolating scaling and wavelet functions basis, the one-dimensional
wavelet transform of a continuous function f (x), given by Eq. (2.52), is now rewritten identifying
J0 and J as the minimum and maximum resolution levels, respectively,

f (x) ≈ f J (x) =
2J0∑
k=0

fJ0,kφJ0,k(x) +
J−1∑
j=J0

2J−1∑
k=0

dj,kψj,k(x). (2.59)

Because of the basis functions have to satisfy the interpolation property i), the scaling function
coefficients fJ0,k correspond to function values at the associated grid points, fJ0,k = f (xJ0 , k).
The maximum index of the coarsest grid level is N0 ≥ p̄ + 1. Therefore, each basis function is
related to a single point in a regular grid VJ with locations {xk = k(N02J )−1 : k ∈ k0

J }, with
k0
J = {0, . . . , N02J }.

The wavelet coefficients provide a direct measure of the local approximation error at each grid
point. Equation (2.59) is rewritten introducing a user-defined accuracy, called wavelet threshold
parameter ε:

f (x) ≈ f J (x) =
2J0∑
k=0

fJ0,kφl0,k(x) +
J−1∑
j=l0

∑
{k : |d j ,k | ≥ε }

dj,kψj,k(x) +
J−1∑
j=l0

∑
{k : |d j ,k |<ε }

dj,kψj,k(x)︸                           ︷︷                           ︸
RJ
ε

.

(2.60)
Discarding the RJ

ε yields the sparse wavelet representation (SWR) of f , f Jε , with the local
approximation error being no greater than ε at any point. In this manner any function can be
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represented using a minimal number of basis functions while maintaining a prescribed accuracy
for a resolution J sufficiently large.

Note that in the context of interpolating wavelets, each basis function is associated with one
grid point. To be more specific, the scaling function φ j,k(x) is associated with the grid point
xj,k of Vj and the wavelet function ψj,k(x) is associated with the grid point x1

j,k of Wj = {x1
j,k =

xj+1,2k+1 : k ∈ k1
j }, which is the complement grid of Vj in Vj+1. The grid VJ is equivalent

to VJ0 ∪WJ0 ∪ . . . ∪WJ−1. Due to this decomposition of the grid, it can be seen that for any
given dyadic point xq,k not belonging to VJ0 , there is a unique index j, k, where j < q, such that
x1
j,k = xq,k . In this way, an action on the grid, e.g. discarding and including grid points, also

implies an appropriate action on the index of the basis and vice versa.

2.7.1 Grid adaption strategy

The grid points associated with wavelet amplitudes larger than the wavelet threshold parameter
are called essential points:

VE = {x0,k ⊕
⋃
j>0

xj,k : k ∈ κ0
j }, κj = {k ∈ k j : |dj,k | ≤ ε}. (2.61)

The total number of essential points is NE . To accommodate the possible advection and
sharpening of solution features in time, the neighboring grid points are considered:

VB =
⋃
j

Nj,k j , k j = {0, . . . , N02J }, (2.62)

with the total number of neighboring points defined as NB. The neighbors Nj,k j of a grid
point xj,k j are defined by

Nj,k j = {xj+ñs ,ki−ñl2ñs , . . . , xj+ñs ,ki+ñl2ñs }, (2.63)

with ñs and ñl are the extent of neighbors in scale and location, respectively. The refinement
strategy (2.63) creates a 1-dimensional uniform refinement around a point, with spacing according
to scale level j + ñs and extending to ñl points on scale level j. One level in scale and one
neighbor in space are typically used, that is ñs = ñl = 1. Note this strategy is conservative, albeit
quite robust. Alternative definitions which use solution information are possible and may provide
additional reduction in the number of neighboring points used compared to (2.63).

The sparse gridVA consists of the union of essential points and neighboring points

VA = VE ∪VB. (2.64)

The solution is advanced only at points in VA, which are considered to be active. The total
number of active points is the sum of essential and neighboring point counts, NA = NE + NB.
To complete stencils needed in various operations on the sparse grid, extra non-essential points
are included and their values are determined purely from interpolation. Non-essential points are
associated with wavelet coefficients of zero. The number of non-essential points is NN , making
the total number of points NT = NA + NN .
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Classical finite difference schemes are used to evaluate the derivatives on the adaptive irregular
grid. The following procedure is used:

1. the irregular gridV must be found: it is composed also by the points required to complete
the stencils at the different resolution levels to use the classical finite difference schemes.
This means that, typically, the grid V is larger than the irregular grid associated with the
SWR;

2. using the fast inverse interpolating wavelet transform, the function values are found on all
the points belonging toV;

3. through classical finite difference schemes, the derivatives of order n are evaluated at each
grid point of the irregular sparse grid. The ith derivative approximation with respect to x is
indicated as ∂i f

∂xi
;

4. the interpolating wavelet transform is applied to the result to obtain the corresponding
wavelet coefficients d(i)

j,k .

By defining h as the minimum of the spacings between two consecutive stencil points, it can be
demonstrated that the finite difference approximation performed in the step 3) is O(hn). Thus, at a
grid point in which its associated stencil has no missing points, the truncation error of the scheme
is approximatively O(hn). Note that, sometimes, the stencil to use the chosen finite difference
scheme need to be completed, step 1). For a grid point in which its associated stencil contains
points that do not belong to the irregular grid produced by the SWR, an additional error associated
with the wavelet interpolation must be taken into account: it is roughly O(ε/hi). Estimate shows
that the pointwise error of the derivative approximation has the following bound [55] that the
following relation holds: ������∂i f

∂xi
− D(i)x f Jε

������ ≤ CN−min((p̄−i),n)/d, (2.65)

where C is a constant depending on f , d (the problem dimension), p̄, and mildly on the
threshold value ε. The above result suggests that in order not to lose accuracy, a finite difference
of order n ≤ p̄ − i should be employed.

In the project, wavelet functions of fourth and sixth order are used and first and second
derivatives are evaluated. To satisfy the last inequalities, difference schemes of order n = 2 are
employed.

2.8 Dynamically adaptive algorithm to solve time depen-
dent PDEs

The problem described by the following PDE is considered:

∂u
∂t
= F(t, u, ux , uxx , . . .), (2.66)
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where u is the dependent variable, while t and x are the independent variables (time and space,
respectively). The initial condition ut0 is built on the initial sparse grid V0. The dynamically
adaptive algorithm consists in the following steps:

1. Equation (2.66) is integrated in time and the approximate solution at the time instant tn+1

(u(tn+1)) is found on the irregular sparse grid Vn by using the solution from the previous
steps u(tn−q), q = 0, . . . , n;

2. the new sparse grid (Vn+1) is based on the thresholding of the magnitudes of wavelet
amplitudes of the current solution, u(tn+1);

3. assignVn+1 →Vn and u(tn+1−q) → u(tn−q), q = 0, . . . , n and go to step 1.

This thesis uses theWavelet AdaptiveMulti-Resolution Representation (WAMR) code to build
dynamically adaptive grid. WAMR is written in Fortran 90: it has been extracted from the parallel
version of the algorithm (pWAMR) able to solve the system of Navier-Stokes equations modelling
continuum reactive and compressible flows on distributed memory parallel computers using the
Message Passing Interface (MPI) standard [34].

One of the most important features of WAMR is the structure of the wavelet threshold param-
eter. It is defined considering that,

• all the dependent variables of a problem described by PDEs need to be built on the same
adaptive grid;

• the order of magnitude of the dependent variables could be extremely different.

Therefore, the wavelet threshold parameter needs to be scaled as follows:

ε = εr f̄ + εa, f̄ = |max( f (x))|, (2.67)

where εr and εa are user assigned relative and absolute wavelet threshold parameters, while
f̄ represents the maximum value of the single variable defined along the x axis. In this sense, if
nv is the total number of variables, one has a vector of nv scaled wavelet threshold parameters to
be used in Eq. (2.60).

2.9 Parallel implementation

The wavelet theory in the multi-dimensional context and the main features of the pWAMR algo-
rithm are described in the work of Grenga [16]. However, making reference to Fig. (2.12), the
structure of the pWAMR implementation (taken by Grenga [16]) is briefly described. On the top
of Fig. (2.12) there are the routines that describe the problem that need to be solved including
partial differential equations, initial and boundary conditions and the problem parameters. These
routines may change substantially from a problem to another. The next lower level contains the
core of code. It is divided in three parts: (i) the pWAMR source code that includes all the routines
needed to create the dynamically adaptive grid and discretize the equations, and the external
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libraries for (ii) the time integration method, and (iii) chemistry and thermal-physical properties.
All the above layers use the parallelization specifically realized to allow the usage of massive
parallel computation. This level contains the routine that performs the grid synchronization and
builds all the communications of data, and the one for load balancing. At the lowest level there is
the MPI standard over which all the code is built.

Figure 2.12: Structure of the pWAMR implementation [16].
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CHAPTER 3
The G-Scheme Framework

The content of this chapter summarizes from the work of Valorani and Paolucci [49] about the
G-Scheme as a tool for numerical integration of reactive mixture, where further details can be
found. The G-Scheme was created with the aim to try to reduce the complexity related to the
integration of the system dynamics developing a wide range of time scales. The idea at the base
of the G-Scheme algorithm is that the system dynamics can develop very fast and very slow time
scales, separated by a range of active time scales. In the algorithm, the dynamics is supposed to be
decomposable into active, slow, fast and invariant (when applicable) subspaces. The G-Scheme
introduces locally a curvilinear frame of reference, defined by a set of orthonormal basis vectors
with corresponding coordinates, attached to this decomposition. The numerical integration of
the dynamics is accomplished by solving a number of non-stiff DEs typically much smaller than
the dimension of the original problem. The direct consequence is a saving in computational
work. Section (3.1) is dedicated to the description of the main mathematical features behind
the G-Scheme algorithm: the G-Scheme decomposition of the system dynamics is introduced in
section (3.1.1), while the whole algorithm is presented in section (3.1.2).

One of the problematic of the G-Scheme is the large computational cost related to the eigen-
problem evaluation: as will be shown in chapters (5)-(6), the largest part of the workload is due
to the basis vectors and Jacobian matrix calculation. This negative aspect of the algorithm was
also underlined by Grenga in several works [44, 46, 45]. In particular, with the aim to develop a
multiscale adaptive reduction chemistry solver for computationally efficient modeling of a reactive
flow, a comparison between an Hybrid Multi-Timescale method and the G-Scheme algorithm was
proposed in [44] to study homogeneous autoignition and 1-D premixed spherical propagating
flame calculations with detailed chemical kinetics. Grenga [44] underlined that the workload
increases significantly when the number of species involved in a detailed chemical mechanism is
larger. To overcome the limitations related to the calculation of the eigenproblem, Valorani [31]
identified a criterion to decide if and when the reuse of the basis vectors is feasible. The reuse
concept allows to increase significantly the computational efficiency of the G-Scheme solver with
minimal accuracy losses. In the same work [31], the reuse strategy was tested for autoignition test
cases of a methane/air mixture in a constant pressure batch reactor using different mechanisms of
increasing size and complexity. As a result, it was proved that the basis reuse makes the solver



30 Chapter 3. The G-Scheme Framework

2 ÷ 5 times faster, depending on the mechanism. The main features of the reuse concept are
summarized in section (3.2).

A tool to identify unambiguously and easily the most energetic scale at a given space location
and time instant is represented by the Tangential Stretching Rate (TSR). Valorani [52] constructed
a TSR parameter by combining the concepts of stretching rate with the decomposition of the local
space in eigen-modes. Section (3.3) shows the guidelines to evaluate the TSR.

Finally, a comparison between the G-Scheme framework and the Approximate Inertial Mani-
fold (AIM) approach (Akram and Raman [2]) is illustrated in section (3.4). The AIM approach is
an alternative attempt with respect to the G-Scheme to represent the system dynamics in a subspace
smaller than the entire state-space, with the similar goal to produce a considerable simplification
in the study of the dynamics of an original systems. The difference and similarities of the two
strategies are summarized in section (3.4.1).

3.1 Theory

A Cauchy problem defined by a set of autonomous ODEs is considered:

d ®x(t)
dt
= ®f (®x(t)), ®x(0) = ®xt0 , (3.1)

where t ∈ (t0, t f ] ⊂ R is the time, ®x ∈ RN is the state vector (where N is the dimension of
the system), and ®f : E ⊂ RN → RN is the nonlinear vector field. Considering an arbitrary time
tn, the state vector ®x(t) can be always expressed as the sum of ®x(tn) and a perturbation vector
∆®x (τ), ®x(t) = ®x(tn) + ∆®x (τ). The component-wise representation of the perturbation vector can
be written in terms of curvilinear coordinates ∆®x (τ) = ∆ξi (τ) ®ai (τ) = ∆ξj (τ) ®a j (τ) related to
the sets of orthonormal covariant and contravariant basis vectors ®ai (τ) and ®a j (τ). This expansion
allows to write Eq. (3.1) in terms of curvilinear coordinates:

d∆ξk

dτ
= ®ak(τ) · ®f

(
®x(tn) + ∆ξi(τ) ®ai(τ)

)
− ®ak(τ) ·

d ®ai(τ)
dτ

∆ξi(τ),

∆ξk(0) = 0.
(3.2)

To write the system (3.2) in the more convenient vector form, the matrices A(τ), B(τ) and the
vector ∆ξ(τ) are introduced and defined as

A(τ) ≡ [®a1(τ) · · · ®ai(τ) · · · ®aN (τ)] , B(τ) ≡



®a1(τ)

· · ·

®a j(τ)

· · ·

®aN (τ)


, ∆ξ(τ) ≡



∆ξ1(τ)

· · ·

∆ξ j(τ)

· · ·

∆ξN (τ)


, (3.3)

where ®ai(τ) are column vectors, ®a j(τ) are row vectors. The matrices A(τ) and B(τ) satisfy
the property A(τ) B(τ) = B(τ) A(τ) = I, where I is the identity matrix. Therefore, the Cauchy
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problem (3.1) becomes:

d∆ξ/dτ = B(τ) ®f (®x(tn) + A(τ)∆ξ(τ)) − B(τ) (dA(τ)/dτ)∆ξ(τ),
∆ξ(0) = ®0.

(3.4)

3.1.1 The G-Scheme decomposition

In the G-Scheme theory, the sets of orthonormal covariant and contravariant basis vectors ®ai (τ)
and ®a j (τ) are equal to the right and left eigenvectors of the Jacobian matrix J ®f of the nonlinear
vector field, respectively. The characteristic time scales are the reciprocal of the eigenvalues λi of
J ®f . The modes are ordered according to the magnitude of the complex eigenvalues of J ®f :

0 = λ1 = · · · = λE < |λE+1 | ≤ · · · ≤ |λH−1 | � |λH | ≤ · · · ≤ |λT | � |λT+1 | ≤ · · · ≤ |λN |,

where

0 = λ1 = · · · = λE identify the NE time scales in the invariant subspace E,

|λE+1 | ≤ · · · ≤ |λH−1 | identify the NH slow time scales in the slow subspace (head) H,

|λH | ≤ · · · ≤ |λT | identify the NA active time scales in the active subspace (heart) A,

|λT+1 | ≤ · · · ≤ |λN | identify the NT fast time scales in the fast subspace (tail) T.

(3.5)

Through this decomposition, the tangent space Tx is given by the direct sum of four subspaces:

Tx = E ⊕H ⊕A ⊕T, (3.6)

where the active subspace A contains all the intermediate, currently active (dynamic) time
scales, all scales slower/faster than the active ones are confined in the subspaces H/T, and, if
the system possesses E invariants, E is the subspace spanned by the directions associated with
them. The number of modes in each subspace is defined as NE = dim(E) = E , NH = dim(H) =
H − E − 1, NA = dim(A) = T − H + 1, and NT = dim(T) = N − T . Note that, because of this
ordering, (possibly complex) eigenvalues with both negative and positive real parts can be found
in H and A, whereas we expect the eigenvalues in T to have dominant negative real part. Indeed,
this is the distinguishing feature of the class of problems for which the G-Scheme is expected to
perform most effectively. The ratio εH is a measure of the spectral gap between the slow and
active subspaces, while the ratio εT is a measure of the spectral gap between the active and fast
subspaces. The are defined as:

εH ≡
|λH−1 |

|λH |
� 1 εT ≡

|λT |

|λT+1 |
� 1, (3.7)

Since the G-Scheme approximates the contributions of the very-slow and very-fast time scales
with asymptotic corrections, it is expected that the accuracy and efficiency of the scheme will be
higher for larger spectral gaps.
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The controlling (driving) time scale of the dynamics is the fastest of the active time scales
present in A, and will be of the order of the reciprocal of |λT |. The G-Scheme in fact consists of
an effective implementation of the merging of slow and fast reduced models. In general, for any
arbitrary but fixed accuracy, there are slow and fast time scales whose dynamics are negligible and
thus these modes are not dynamically active. Nevertheless, these near-frozen and near-equilibrium
modes cannot be ignored since they play crucial roles, and thus their influence couple with those
of the active modes.

The basic expression of the state vector ®x(t) = ®x(tn) + ∆®x (τ) can be rewritten noting that the
system may have E invariant quantities, represented by ξc, with c = 1, . . . , E . In this case the
contributions to ∆®x(τ) lying in the invariant subspace C = E spanned by the vectors ®ac can be
isolated from those in the orthogonal complement NC to C (RN = NC ⊕ C) spanned by the
vectors ®a′c, where c′ = E + 1, . . . , N:

®x(t) = ®x(tn) + ∆®x(τ) = ®x(tn) + A(τ)∆ξ(τ) = ®x(tn) + ∆ξc
′

(τ) ®ac′(τ) + ∆ξc(τ) ®ac(τ). (3.8)

The last term of Eq. (3.8) is equal to zero because ξc is invariant. The term ∆ξc′(τ) ®ac′(τ) can
be seen as the sum of slow, active and fast contributions.The final form of state vector is:

®x(t) = ®x(tn) + ∆ξh(τ) ®ah(τ) + ∆ξa(τ) ®aa(τ) + ∆ξ
t (τ) ®at (τ), (3.9)

where ∆ξh(τ), ∆ξa(τ) and ∆ξ t (τ) are the amplitudes of the perturbation vector along the slow,
active and fast directions, ®ah(τ), ®aa(τ) and ®at (τ), respectively. The decomposition (3.9) induces
a partitioning of (3.4) that, after a linearization, is rewritten as:

d
dτ

©«
∆ξh(τ)

∆ξa(τ)

∆ξ t (τ)

ª®®¬ =
©«

Bh(τ)

Ba(τ)

Bt (τ)

ª®®¬ ®f (®x(tn)) + Λ
©«
∆ξh(τ)

∆ξa(τ)

∆ξ t (τ)

ª®®¬ , (3.10)

©«
∆ξh(0)
∆ξa(0)
∆ξ t (0)

ª®®¬ =
©«
®0h
®0a
®0t

ª®®¬ , (3.11)

where the matrix Λ is

Λ =
©«
Λh
h
(®x(tn), τ) Λa

h
(®x(tn), τ) Λt

h
(®x(tn), τ)

Λh
a (®x(tn), τ) Λa

a (®x(tn), τ) Λt
a (®x(tn), τ)

Λh
t (®x(tn), τ) Λa

t (®x(tn), τ) Λt
t (®x(tn), τ)

ª®®¬ , (3.12)

with Λy
x = By J ®f Ax y, x = h, a, t.
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3.1.2 The G-Scheme algorithm step-by-step

The G-Scheme algorithm is presented in Fig. (3.1). At any time step, the G-Scheme estimates
the contribution of the fastest modes with the aim of finding the size of the fast subspace, T, by
comparing the contribution of these modes with the magnitude of the state variables.

The magnitude of the time step used by the G-Scheme is one of the major features and
originalities of this method, defined as ∆t = γ/|λT ( ®x(tn)) |, γ ≤ 1. It can be several order of
magnitude larger than the fastest time scale of the system. This means that, for stiff problems,
the time step used by the G-Scheme would be several orders of magnitude larger than that one
required by other numerical integration methods. The specific time step used by the G-Scheme
depends on the state variables and it can sweep over a wide range of order of magnitude during
the time evolution of the process. Indeed, in order to preserve the required accuracy, the used time
step is of the same order of the fastest scale of the problem only at the stage of the process wherein
the variation of the state variables occurs at the fastest scale.

Once the dimension of T is determined, the size of the other subspaces can be also evaluated.
The near-invariant subspace, E, contains the modes having a ratio between the driving time
scale and the time scale smaller than the machine precision. Therefore, their contributions are
negligible, or rather are smaller than the machine precision.

The slow modes are identified using the same criteria of the fast modes. The contribution of
these modes is compared with the magnitude of the state variables in order to satisfy the required
accuracy. It also depends on ∆t used.

The set of identified active modes constitutes a set of non-stiff ODE’s that is solved for
τ ∈ Ω = (0,∆t]:

d∆ξa

dτ
= Ba(tn) ®f (®x(tn) + Aa(tn)∆ξa(τ)) , ∆ξa(0) = ®0a. (3.13)

Equation (3.13) is integrated using the RK4 scheme. Then, the state vector is updated:

®xa(tn+1) = ®x(tn) + Aa(tn)∆ξa (∆t) ; (3.14)

the head correction is estimated:

∆ξhFF(∆t) = ∆t Bh(tn)
[
I +

1
2
Λ
h
h (®x(tn), tn)∆t

]
®f (®x(tn)) ; (3.15)

the state vector is updated:

®xh(tn+1) = ®xa(tn+1) + Ah(tn)∆ξhFF(∆t). (3.16)

The tail correction is estimated:

∆ξ tSIM(tn)(∆t) = −
(
Bt (tn)J(®x(tn))At (tn)

)−1 Bt (tn) ®f (®xh(tn)); (3.17)

Then, it is applied to project the solution onto the subspace obtained using the bases at tn:
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®xt (tn+1) = ®xh(tn+1) + At (tn)∆ξ tSIM(tn)(∆t), (3.18)

The integration time step can be considered completed. Therefore, the Jacobian matrix
J(®xt (tn+1)), the eigenvalues λi(tn+1) = λi(®xt (tn+1)), and the set of new basis vectors A(tn+1) =

A(®xt (tn+1)) and B(tn+1) = B(®xt (tn+1)) are calculated. If is was necessary (i.e., if the fast subspace
changes) the bases rotation correction must be applied to find the state ®x(tn+1). This is done by
projecting ®xt (tn+1) located on the manifold evaluated at tn onto the manifold evaluated at tn+1:

®x(tn+1) = ®xt (tn+1) + A(tn+1)∆ξSIM(tn+1)(∆t), (3.19)

where the basis rotation correction is estimated as:

∆ξSIM(tn+1)(∆t) = −
(
Bt (tn+1)J(®xt (tn+1))At (tn+1)

)−1 Bt (tn+1) ®f (®xt (tn+1)). (3.20)

The new state is reached and a new integration time step can start with the definition of the
subspaces.

The parameters rtolhead, rtoltail, atolhead and atoltail are introduced to define the relative
and absolute values of the total variation of the state variables over the time interval admitted
for the tail and head corrections. They are used to form a threshold vector which allows the
identification of the subspaces A, H and T.

3.2 The basis vectors reuse

To avoid a frequent update of the CSP basis Valorani et al. [31] observed that an effective
and computationally inexpensive sensor of the CSP basis rotation is the norm of the directional
derivative of the vector field ®f evaluated at the state vector ®y along a ®p direction that perturbs
all the entries of the state vector itself. Hence, during the numerical integration of a set of DEs
using the G-Scheme, it is tempting to update the CSP basis only when the norm of ®f ®p(®y) is larger
that a prescribed threshold (typically 35%). This strategy allows to have a temporal update of
the CSP basis only when rotations of the CSP basis are significant, namely when the effects of
nonlinearities are relevant.

3.3 Tangential Stretching Rate

The Tangential Stretching Rate (TSR) represents a useful tool to identify unambiguously and
easily the most energetic scale at a given space location and time instant. The complete theory
behind the construction of this parameter can be found in [52], while the main features are reported
in this Section.

The Cauchy problem (3.1) is again considered and the small perturbation vector ®v(t) is
introduced:

®v(t) := lim
|ε̂ |→0

®x2(t) − ®x1(t)
|ε̂ |

(3.21)
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Figure 3.1: The G-Scheme step-by-step [49] starting from a given state ®x(tn) on
a subspace of dimension evaluated at tn: orange stars denote intermediate new
states before the application of head or tail corrections, the blue circle denotes
the new state after head and tail corrections onto the subspace evaluated at tn and
where the basis vectors are subsequently updated to tn+1, orange circle denotes the
new state ®x(tn+1) and the location where the subspace dimension possibly changes.
Note that in reality the orange circles are not exactly on the SIM; we’re actually
calculating the Approximate SIM (ASIM), identified by the eigenvectors (and not
ideal basis vectors) of the Jacobian of the vector field. We do not show both the

SIM and ASIM so as not to make the figure unduly complex.

It represents the scaled difference between the two trajectories ®x1(t) and ®x2(t) with respect to
ε̂ = ®x2(0) − ®x1(0). The dynamic of ®v(t) evolves approximatively as the following linear dynamic
system shows:

d®v(t)
dt
= J ®f ( ®x1(t)) · ®v(t), ®v(0) = 1 (3.22)

where J ®f ( ®x1(t)) is the Jacobian of the vector field ®f evaluated along the trajectory ®x1(t) and 1
is a unit vector at t = 0 taken along any direction. By introducing the norm of ®v(t) and the unit
vector ũ(t) := ®v(t)/v(t), the Eq. (3.22) is rewritten as:

dv(t)
dt
=

(
®v(t) · J ®f ( ®x1(t)) · ®v(t)

v(t)2

)
v(t) = (ũ(t) · J ®f ( ®x1(t)) · ũ(t))v(t) = ωũ(t)v(t), v(0) = 1 (3.23)

The parameter ωũ(t) is the local stretching rate of the dynamics at time t, evaluated along the
direction identified by ũ(t): it represents the rate at which the perturbation is amplified (positive
value of ωũ(t)) or damped (negative value of ωũ(t)) with time. By setting the unit vector τ̃
spanning the vector field direction, the Tangential Stretching Rate (TSR) is introduced [1] and
written as
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ωτ̃(t) := τ̃(t) · J ®f ( ®x1(t)) · τ̃(t). (3.24)

By combining the TSR definition with the eigen-decomposition of the Jacobian matrix of the
vector field one has:

ωτ̃(t) =
H−1∑

s=E+1

(gs
f

)2
λs +

T∑
a=H

(ga
f

)2
λa +

N∑
r=T+1

(gr
f

)2
λr (3.25)

where the labels s, a and r denote the slow, active and fast modes, respectively.

3.4 Approximate Inertial Manifolds

The model reduction obtained through the G-Scheme allows to solve a number of DEs typically
much smaller than the dimension of the original problem, by integrating only the active DoFs.
With the similar goal to represent the system dynamics in a subspace smaller than the entire
state-space producing a considerable simplification in the study of the dynamics of the original
system, an alternative approach is proposed by Akram and Raman [2]: it is based on the attempt
to identify and build an Approximate Inertial Manifold (AIM) to study canonical flows. They can
be described by PDEs of the form

d®v(t)
dt
+A®v(t) + F (®v(t)) = 0 ®v(t = 0) = ®v0, (3.26)

whereA and F are a linear and nonlinear operator, respectively, and ®v0 is the initial condition.
Inertial Manifolds (IM) are finite-dimensional, invariant manifolds and attract exponentially all
solutions of Eq. (3.26). A projection operator P is introduced to partition the state-space into
resolved ®u(t) and unresolved variables ®w(t)

®u(t) = P®v(t), ®w(t) = (I − P)®v(t) = Q®v(t), ®v(t) = ®u(t) + ®w(t). (3.27)

The projection operator P is defined by considering the first m eigenfunctions of the linear
operator A. Applying the projection operator to the discrete governing equation, the evolution
equations for the resolved and unresolved fields are obtained, respectively:

d ®u(t)
dt
+A®u(t) + PF (®v(t)) = 0, ®u(t = 0) = P®v0, (3.28)

d ®w(t)
dt
+A ®w(t) + QF (®v(t)) = 0, ®w(t = 0) = Q®v0. (3.29)

The IM approximation is formulated to solve the resolved and unresolved fields: the dynamics
of ®w(t) are directly determined by the dynamics of ®u(t), i.e. the unresolved ®w(t) state variables are
slaved to the resolved ®u(t) through the algebraic constrain obtained by imposing d ®w(t)/dt = 0 in
Eq. (3.29), namely

®w(t) = −A−1QF (®u(t) + ®w(t)). (3.30)
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Equation (3.30) is solved iteratively. The reduced order model described by Eqs. (3.28)-(3.30)
is so obtained.

3.4.1 Comparison with the G-Scheme

The AIM plays a similar role of the active subspace of the G-Scheme. Both the approaches have
the main goal to simplify the system dynamics, by representing it in a smaller subspace. Some
relevant features of the two approaches can be compared.

• The G-Scheme is able to find the active subspace by evaluating the eigensystem associated
with the Jacobian matrix of the full nonlinear vector field. On the contrary, the AIM is
found with respect to the sole linear part of the vector field;

• no a-priori criterion are available to identify the dimension of the AIM. This dimension is
constant in time (quite so near to the steady state) and it is given by m. In the G-Scheme
framework the dimension of the active subspace is time varying (far from steady state) and
must be such that contribution of the fast subspace over the driving time scale is negligible;

• in the G-Scheme the eigenmodes are related to physical space, while in AIM approach they
are related to Fourier space.
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CHAPTER 4
Space-Time Adaptive Resolution

In this chapter the coupling between the non-parallel version of WAMR and the G-Scheme is
proposed and introduced by the author. The basic coupling of the two algorithms is illustrated
and described in section (4.1). During the time integration of PDEs describing a particular
physical problem, WAMR can be used to represent the solutions at each time instant on a grid
composed by a reduced number of points, that is built by deleting the points where the wavelet
functions having an amplitude lower than a prescribed parameter are localized. The efficiency
of the WAMR data compression is quantified through the wavelet compression ratio, defined in
section (4.1.1). In the proposed coupled scheme, the DoFs generated by WAMR are analysed at
each time instant by the G-Scheme with the goal to identify only a few number of DoFs - namely
the active DoFs - to be integrated in time. The G-Scheme capability to select only a few number
of active DoFs is quantified though a second index, introduced in section (4.1.1). The most
important factors affecting the G-Scheme performance from the computational point of view are
summarized in section (4.2): this part of the work is taken by the work of Valorani [31]. Section
(4.3) is dedicated to the description of the main strategies implemented in this thesis to improve
the G-Scheme performance. The coupling between WAMR and the G-Scheme, that is the core of
the present thesis, is proposed also as a possible useful idea to reach this goal. Improvements of
the performance are obtained through the reuse of the G-Scheme basis vectors. Moreover, further
advantages can be obtained if the G-Scheme is used in classical Operator Splitting techniques. The
implementation of the G-Scheme in a simple splitting technique is described in section (4.3.1).

4.1 Coupling of WAMR and the G-Scheme

To describe the coupling between WAMR and the G-Scheme, a nonlinear autonomous system of
PDEs is considered

∂ ®y

∂t
= ®f (®y(x, t)), ®y(t0) = ®yt0 , ®y ∈ RN (4.1)

where t is the time, x is the space variable, ®f is a nonlinear vector field, ®y(x,t) is the state
vector where the nv dependent variables are stored and ®y(t0) = ®yt0 is the initial condition. The
basic coupling is represented in Fig. (4.1):
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1. The wavelet analysis allows to obtain a compressed state vector built on an adaptive grid
composed by NT number of points (®yNTnew

(tn)), where NT is given by the sum of the
essential, neighbouring and non-essential points. Note that, as just specified in chapter (2),
the non-essential points are temporarily used to locally complete the stencils to compute
spatial derivatives. This means that they are not integrated in time. The new grid, generated
by WAMR, is identified with the subscript NTnew , while the old one is NTold ;

2. the compressed state vector is analysed by the G-Scheme: the slow, fast, active and invariant
subspaces are identified and only the active DoFs are integrated in time with an explicit
Runge-Kutta method;

3. the solution at t = tn+1, namely ®yNTnew
(tn+1), is again analysed by WAMR to perform a

new data compression;

4. the compression in space and the G-Scheme model reduction is repeated until a particular
convergence criterion for the time integration is satisfied. For instance, if the system steady
state is looked for, the loop can be broken by requiring that the RMS of the equations (4.1)
RHS is lower than a prescribed value.

WAMR
(Data Compression)

G-Scheme
(Model Reduction & 

Time Integration)

yNTnew(tn)yNTold(tn)
yNTnew(tn+1)

NTold = NTnew

Step 1 Step 2

Figure 4.1: Basis coupling between WAMR and the G-Scheme framework.

4.1.1 The compression ratios

To quantify the capability of WAMR ant the G-Scheme to reduce the number of DoFs, some
indices are introduced.

A useful tool to evaluate the efficiency of the wavelet compression is represented by the
compression degree πw , defined as

πw = 1 − ηw = 1 −
NT

Nre f
, (4.2)

where ηw is the ratio between the total number of grid points of the adaptive mesh and a
reference uniform grid having the same minimal spacing. Largest values of πw correspond to
largest data compression. In the same way, the G-Scheme efficiency can be evaluated by the index
πgs:

πgs = 1 − ηgs = 1 −
NA

Ndofw

, (4.3)
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where ηgs represents the ratio between the number of DoFs integrated by the G-Scheme (NA,
the active DoFs) and generated by WAMR (Ndofw = NT × nv). Largest values of πgs correspond
to larger G-Scheme efficiency: a few number of active modes are generated and integrated. The
combined overall compression efficiency is:

πO = 1 − ηwηgs = 1 − ηO = 1 −
NA

Ndofre f

, (4.4)

where Ndofre f = Nre f × nv is the number of DoFs associated with the reference uniform grid.

4.2 The G-Scheme performance

The G-Scheme performance can be evaluated in terms of computational time (CPU time) required
to perform the model reduction and integration. As explained by Valorani [31], the most important
contributions in the model reduction process are:

• the time to evaluate the Jacobian matrix of the vector field CPUJac;

• the time to diagonalize the Jacobian matrix CPUDiag;

• the time to calculate the basis vectors CPUBasis;

• the time associated with the tail and head evaluation, CPUTail and CPUHead, respectively.

By adding the time to integrate the set of non-stiff DEs produced by the G-Scheme (the active
equations), the total CPU time is given by the following relation:

CPUtot ≈ CPUJac +CPUDiag +CPUBasis +CPUHead +CPUTail +CPUInt (4.5)

The largest contribution is typically due to the basis vectors and Jacobian matrix evaluation.
The workloads are proportional to the number of DoFs identified by N , given by the product
between the number of dependent variables nv and the number of total grid points NT : in
particular one has ' N1.5−2.0 for the Jacobian matrix and ' N2.5−3.0 for the basis vectors, Fig.
(4.2).

The next section is dedicated to the description of several strategies studied and implemented
by the author to try to reduce the workload associated with the Jacobian matrix and basis vectors
evaluation.
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Figure 4.2: Theworkloads due to the Jacobianmatrix and basis vectors evaluation
are represented as functions of the problem dimension. The dashed lines are
associated with the maximum exponents, while the continuous lines with the
minimum exponents. The number of DoFs (N) is given by the product of the
number of dependent variables (nv) and the number of total grid points (NT ).

4.3 Improvement of the G-Scheme performance

The possible solutions to improve the G-Scheme performance can be summarized in the following
points, summarized in Fig. (4.3):

• looking at Fig. (4.2), it is clear that the reduction of the number of total grid points allows
to decrease the computational time associated with the Jacobian matrix and basis vectors
evaluation. This goal can be easily carried out through the mesh refinement made by
WAMR: the coupling between WAMR and the G-Scheme (following the scheme (4.1))
represents a basic solution allowing to improve the G-Scheme performance;

• another smart strategy is represented by the reuse of the basis vectors. As explained in
section (3.2), the calculation of the basis vectors can be avoided if the effects of the system
nonlinearities are not important;

• OS techniques can be used to build the Jacobianmatrix locally. In this case it has dimensions
equal to nv × nv. The Jacobian matrix must be calculated at each grid point. Deep details
of this strategy are explained in section (4.3.1);

• further improvements of the performance are obtained if WAMR and the reuse option are
used at the same time or if the G-Scheme, used in OS techniques, is coupled with WAMR.



4.3. Improvement of the G-Scheme performance 43

Improvement of the 
G-Scheme

performance
coupling with WAMR

reuse (if possible) of 
the basis vectors

O.S. techniques

reuse
+

WAMR

WAMR
+

O.S.

First improvement Further improvement

Figure 4.3: G-Scheme performance improvement.

4.3.1 Operator Splitting technique

A classical operator splitting technique shown by Sportisse [42] is employed to illustrate how
the G-Scheme, coupled with WAMR, can be locally used. The idea is to decompose the system
of PDEs (4.1) into simpler subproblems and treat them individually using specialized numerical
algorithms. For this purpose, the system of PDEs (4.1) is rewritten as

∂ ®y(x, t)
∂t

= L1®y(x, t) + L2®y(x, t), (4.6)

where L1 and L2 are linear differential operators representing physical phenomena. In this
context, L1 is associated with the source term (chemistry) while L2 with the diffusive term
(diffusion). To describe how the splitting technique can be used with the G-Scheme, the scheme
(4.1) is modified as shown in Fig. (4.4). The splitting technique is a first-order scheme, that
consists in two steps, Step A and Step B, described in the following sections, respectively.

WAMR
(Data Compression)

OS Technique
(Step A + Step B)

yNTnew(tn)yNTold(tn)
yNTnew(tn+1)

NTold = NTnew

Figure 4.4: Coupling between WAMR and the OS technique. The OS technique
consists in two parts, namely Step A and Step B.

Step A - Operator Splitting

Looking at Fig. (4.4), the output of WAMR is represented by the state vector
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®yNTnew
(tn) = {®y1(tn), . . . , ®yNT (tn)}, (4.7)

where each component is a vector built on the i-th grid point, having dimensions 1 × nv and
enclosing the nv dependent variables of the problem,

®yi(tn) = {y1
i (tn), . . . , y

nv
i (tn)}, i = 1, . . . , NT . (4.8)

The structure of the vectors (4.8) is represented in Fig. (4.5).

Grid composed by 𝑁𝑇 points

x

Ԧ𝑦1 𝑡𝑛 = {𝑦1
1 𝑡𝑛 , 𝑦1

2 𝑡𝑛 , … , 𝑦1
𝑛𝑣−1 𝑡𝑛 , 𝑦1

𝑛𝑣 𝑡𝑛 }

Ԧ𝑦𝑁𝑇
𝑡𝑛 = {𝑦𝑁𝑇

1 𝑡𝑛 , 𝑦𝑁𝑇

2 𝑡𝑛 , … , 𝑦𝑁𝑇

𝑛𝑣−1 𝑡𝑛 , 𝑦𝑁𝑇

𝑛𝑣 𝑡𝑛 }

Ԧ𝑦1 𝑡𝑛 Ԧ𝑦2 𝑡𝑛 Ԧ𝑦𝑁𝑇
𝑡𝑛Ԧ𝑦𝑁𝑇−1 𝑡𝑛Ԧ𝑦3 𝑡𝑛 Ԧ𝑦𝑁𝑇−2 𝑡𝑛

Ԧ𝑦2 𝑡𝑛 = {𝑦2
1 𝑡𝑛 , 𝑦2

2 𝑡𝑛 , … , 𝑦2
𝑛𝑣−1 𝑡𝑛 , 𝑦2

𝑛𝑣 𝑡𝑛 }

Ԧ𝑦𝑁𝑇−1 𝑡𝑛 = {𝑦𝑁𝑇−1
1 𝑡𝑛 , 𝑦𝑁𝑇−1

2 𝑡𝑛 , … , 𝑦𝑁𝑇−1
𝑛𝑣−1 𝑡𝑛 , 𝑦𝑁𝑇−1

𝑛𝑣 𝑡𝑛 }

Figure 4.5: Structure of the vectors (4.8).

The Step A of the first order scheme is considered and it is described in Fig. (4.6). The
chemistry is locally analysed and integrated with the G-Scheme: in this way the G-Scheme is
able to build local Jacobian matrices - namely, at each grid point - having the minimum possible
dimension, equal to nv × nv. In this type of OS scheme the source term of the governing equations
is firstly integrated between the time instants t = tn and t = tn+1 = tn + ∆t

∂ ®y∗i (t)
∂t

= L1®y
∗
i (t) with ®y∗i (tn) = ®yi(tn) for t ∈ [tn, tn+1] i = 1, . . . , NT , (4.9)

where ®y∗i (t) represents an intermediate state (between Step A and Step B, identified with the
superscript *) evaluated at the i-th grid point. The solution at t = tn+1 is

®y∗NT new
(tn+1) = {®y

∗
1(tn+1), . . . , ®y∗NT

(tn+1)}. (4.10)
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G-Scheme
Model Reduction & Time Integration of Eq. (4.9) (the source term)

y∗
NTnew

tn = {y1
∗ tn , … , yNT

∗ (tn)}

y1
∗ tn

yNT

∗ (tn)

y∗
NTnew

tn = yNTnew
tn

G-Scheme
Model Reduction & Time Integration of Eq. (4.9) (the source term)

The G-Scheme is used to solve NT subproblems, described by Eq. (4.8):

y1
∗ tn+1

yNT

∗ (tn+1)

y∗
NTnew

tn+1 = {y1
∗ tn+1 , … , yNT

∗ (tn+1)}

The initial condition is defined:

The state vector is decomposed:

Each component has dimensions 1 × 𝑛𝑣 and the total number of components is NT.

The state vector is reconstructed:

Step A

Figure 4.6: Operator Splitting - Step A.

Step B - Operator Splitting

The state vector solution of the Step A represents the initial condition for the integration of the
diffusive term of the governing equations between the time instants t = tn and t = tn+1 = tn + ∆t:

∂ ®y∗∗NT new
(t)

∂t
= L2®y

∗∗
NT new

(t) with ®y∗∗NT new
(tn) = ®y∗NT new

(tn+1) on t ∈ [tn, tn+1]. (4.11)

After the time integration of Eq. (4.11) with a classical Runge-Kutta method characterized by
an order compatible with the order of the operator splitting technique, the solution of the scheme
is found,

®y∗∗NT new
(tn+1) = {®y

∗∗
1 (tn+1), . . . , ®y∗∗NT

(tn+1)} = ®yNT new
(tn+1). (4.12)
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y∗∗
NTnew

tn = y∗
NTnew

tn+1

Runge-Kutta Method
Time Integration of Eq. (4.11) (the diffusive term)

y∗∗
NTnew

tn y∗∗
NTnew

tn+1

Step BThe initial condition is defined:

Time integration:

Figure 4.7: Operator Splitting - Step B.

Remarks

As explained by Sportisse [42], such scheme is a first-order scheme with respect to the splitting
time step ∆t. For instance, the local error for the A-B splitting described above is given by

le = (exp(B∆t))exp(A∆t)) − exp((A+ B)∆t))®yNTnew
(tn) (4.13)

The usual study of this error is performed by asymptotic expansion ald leads straightforwardly
to

le =
BA− AB

2
∆t2®yNTnew

(tn) +O(∆t3). (4.14)

The global error is then a first-order error with respect to ∆t. Note that, in order to improve the
accuracy, the previous splitting scheme could be symmetrize. This would lead to a second-order
scheme, proposed by Strang [43]. The use of second-order schemes is not the goal of the project.
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CHAPTER 5
A Reaction-Diffusion Model

As a typical simple reaction-diffusion system exhibiting a rich dynamic structure, the Elezgaray-
Arneodomodel is considered. Thismodel is able tomimic the sustained stationary and periodically
oscillating "front structures" observed in an experiment conducted in the Couette flow reactor [10,
11]. It is described by two PDEs, where the parameters can be properly set to study different
system behaviours.

The first goal of the chapter is to test the good implementation of WAMR. This is done by
studying the steady state solutions of the system, obtained through a standard time integrator
(DVODE): an error analysis is performed with the aim to check if the adaptive steady state
solutions are at least accurate as prescribed by the wavelet threshold parameter. Different values
of the wavelet order are also taken into account.

The governing equations parameters are set to study the periodic bursting behaviour of the
system. The time evolution of the Arneodo variables is obtained over one limit cycle using
adaptive and uniform grids, and the G-Scheme as time integrator. The main goal is to show that
the coupling between WAMR and the G-Scheme (as proposed in Fig. (4.1)) is able to generate
time varying solutions that well capture the reference ones. Furthermore, a large improvement of
the performance evaluated in terms of computational time is expected using the solver WAMR/G-
Scheme with respect to the cases where the G-Scheme is used on uniform grids. To decrease
the computational time associated with the basis vectors evaluation, the reuse technique (section
(3.2)) is also employed. The periodic bursting behaviour of the Arneodo model was also studied
by Grenga [16] in pWAMR, with the aim to check if the solution obtained using the G-Scheme
was sufficiently close to that one obtained with a standard Runge-Kutta-Fehlberg (RKF45) time
integrator. The main differences between Grenga’s approach and that one proposed here can be
summarized in the following points: (i) in the present thesis the non parallel version of the adaptive
algorithm based on the wavelet transform is tested and used, (ii) a detailed performance evaluation
is proposed and (iii) the basis vectors reuse technique is employed to improve the performance
and check if accurate solutions are obtained with respect to the reference ones.

The third part of the chapter is dedicated to a parametric study of the performance of the solver
WAMR/G-Scheme, made by changing the relative wavelet threshold parameter and, correspond-
ingly, the G-Scheme relative tolerances.
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In the last part of the chapter the comparison between the AIM approach described in chapter
(3) and suggested by Akram and Raman [2] is shown. The importance to have a time varying tail
dimension, as proposed in the G-Scheme theory, is strongly stressed and proved.

5.1 Arneodo-Elezgaray reaction-diffusion model

TheArneodo-Elezgaray reaction-diffusionmodel is considered [10]. It is described by two coupled
nonlinear PDEs (5.1) (neq = 2), where the reaction term is a two-variable Van der Pol-like system,
while the diffusion term is given by a Fick law [11]. The dependent variables u(x, t) and v(x, t)

(with x ∈ [x0, x1] = [0, 1] and t ∈ [t0, t f ) = [0,∞)) represent the concentrations of two chemical
species with an isothermal explosive kinetics. Setting properly the equations parameters α, β and
D, different system behaviours can be studied. In particular, the parameters α and β are taken
constant for all cases and equal to α = β = 10−2, while the coefficient D must be changed to obtain
the steady state and the periodic bursting behaviour of the system. In particular, it is equal to
D = 3.300× 10−2 and D = 3.224× 10−2, respectively. The PDEs are solved imposing symmetric
Dirichlet boundary conditions, namely u(x0, t) = u(x1, t) = −2 and v(x0, t) = v(x1, t) = −4.{

∂u
∂t = D ∂2u

∂x2 + β
−1(v2 − (u2 + u3))

∂v
∂t = D ∂2v

∂x2 − u + α
(5.1)

5.2 Study of the steady state solutions using WAMR

The scheme represented in Fig. (4.1) is proposed to solve the governing equations (5.1). The
steady state of the system is reached using DVODE as time integrator, with absolute and relative
tolerances equal to atol = 10−12 and rtol = 10−10, respectively. Four tests are performed using
WAMR to generate adaptive grids, varying the relative value of the wavelet threshold parameter
of one order of magnitude from εr = 10−1 to εr = 10−4, while the absolute value, εa, is equal to
10−8 in all cases. Fourth-order wavelets are used in all the tests where WAMR is employed.

The first step is represented by finding the adaptive steady state solutions, associated with
the four values of the relative wavelet threshold parameters. Starting from the parabolic initial
conditions represented in Fig. (5.3), the PDEs are integrated in time. The integration time step ∆t

is assigned knowing the minimum grid size (∆xmin) (i.e. the maximum resolution level) through
a CFL-like condition, as Eq. (5.2) shows: in these tests the CFL is chosen equal to K = 0.9. The
convergence to the steady state is checked looking at the root mean square (RMS) of the system
RHS. Its limit value is set lower than the minimum relative wavelet threshold parameter by 4 orders
of magnitude, namely 10−8, as Eq. (5.3) shows. To check if the four adaptive steady state solutions
are accurate in space as prescribed by the wavelet threshold parameters, four reference steady state
solutions built on uniform grids are required. Each uniform grid is characterized by a resolution
in space (∆x) given by the minimal grid spacing reached in the corresponding test where WAMR
is used to perform adaptive mesh refinement (∆xmin). The procedure to build the reference
and adaptive steady state solutions is summarized in Figs. (5.1): the blue block, representing
a modified version of the scheme (4.1) (to which reference is made for the adopted symbols),

Simone Gemini
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describes the basic coupling between WAMR and DVODE, while the red block is associated with
the procedure to build the reference solutions. The four simulations where WAMR is adopted
differ only in the value of the relative wavelet threshold parameter (εr ), as indicated in Fig. (5.2):
the figure stresses the fact that to know the spacing characterizing the uniform grids (∆x), the
simulations where WAMR is adopted need to be done first.

Reference steady 
state solution

Solutions comparison
through an error analysis

WAMR
𝜀𝑟, 𝜀𝑎, ҧ𝑝 are 

assigned

DVODE
(Time Integrator)

yNTnew (tn)

NTold = NTnew

yNTnew (tn+1)yNTold
(tn)

Adaptive steady 
state solution

Reference steady 
state solution

DVODE
(Time Integrator)

yNT(tn)

n = n + 1

yNT(tn+1)

n = n + 1

Reference steady 
state solution

What is the 
grid type?

Adaptive

Uniform The minimum 
space resolution
reached in time 

is Δxmin

Δx = Δxmin

First 
Step

Second 
Step

Figure 5.1: Procedure to build and compare the reference and adaptive steady
state solutions. The scheme represented in the blue block is similar to the scheme
(4.1), but now DVODE is used as time integrator. The scheme represented in the
red block is a simplified version of the scheme where WAMR is used: the number
of mesh points do not change. The minimum spacing reached in the simulations
where WAMR is adopted are used to build the uniform grids for the reference

tests.

𝜀𝑟 = 10−1, 𝜀𝑎 = 10−8, ҧ𝑝 = 4

𝜀𝑟 = 10−2, 𝜀𝑎 = 10−8, ҧ𝑝 = 4

𝜀𝑟 = 10−3, 𝜀𝑎 = 10−8, ҧ𝑝 = 4

𝜀𝑟 = 10−4, 𝜀𝑎 = 10−8, ҧ𝑝 = 4

Δxminεr=10
−1

Δxminεr=10
−2

Δxminεr=10
−3

Δxminεr=10
−4

Δx = Δxminεr=10
−1

Δx = Δxminεr=10
−2

Δx = Δxminεr=10
−3

Δx = Δxminεr=10
−4

Figure 5.2: ∆x assignment for the reference tests, for which uniform grids are
used. The colours of the blocks correspond to those ones associated with Fig.

(5.1).

Table (5.1) summarizes the results of the four WAMR/DVODE simulations in terms of to-
tal number of grid points (NT ), maximum resolution level (J) and minimum grid size (∆xmin)
characterizing the steady state solutions: as expected, a decrease of the relative wavelet threshold
parameter corresponds to an upward trend of the number of grid points and maximum resolution
level. Indeed, higher resolution levels have to be added in order to obtain more accurate repre-
sentations in space of the solution. Examples of reference steady state solutions are represented
with continuous lines in Fig. (5.4), where also the initial conditions are shown with dashed lines:
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these steady state solutions are obtained for the case of uniform grid characterized by a grid
spacing equal to the minimum one reached in the WAMR/DVODE test where εr = 10−3, namely
∆x = 2.041 × 10−2, Tab. (5.1).

Figure 5.3: Arneodo model - parabolic initial conditions u(x, t0) = −4x2 + 4x − 2
and v(x, t0) = −16x2 + 16x − 4.

D ×
∆t
∆x2

min

≤ K = 0.9 → ∆t ≤ K ×
∆x2

min

D
(5.2)

RMSlim =

√∑neq
i=1 RHS2(i)

neq
= 10−8 (5.3)

Figure 5.4: Arneodo model - steady state solutions. The continuous lines repre-
sent the reference steady state solutions: these solutions are obtained for the case
of uniform grid characterized by a ∆x associated with the WAMR/DVODE test
where εr = 10−3, namely ∆x = 2.041× 10−2, Tab. (5.1). The dashed lines are the

parabolic initial conditions.
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εr J NT ∆xmin

10−1 1 33 3.030 × 10−2

10−2 2 41 2.439 × 10−2

10−3 3 49 2.041 × 10−2

10−4 4 69 1.449 × 10−2

Table 5.1: Relative wavelet threshold parameter, maximum resolution level, total
number of grid points and minimum grid spacing with respect to the threshold

parameters - the wavelet order is p̄ = 4.

To check if the maximum error introduced by the SWR of the steady state solutions is at
most of the same order of magnitude as the threshold parameters, the L∞-norm is chosen as error
evaluation tool. It is evaluated as shown by Eqs. (5.4)-(5.5): the reference solutions are indicated
with ure fss and v

re f
ss , while the adaptive solutions are uεss and vεss. Note that the L∞-norm is only

evaluated at the essential points (indicated with the symbol xess in Eqs. (5.4)-(5.5)) given by
the wavelet analysis, because of the neighbouring and non-essential points are not required to
represent the solutions with the user prescribed accuracy in space.

‖u‖∞ = Max

�����ure fss (xess) − uεss (xess)

ure fss (xess)

����� (5.4)

‖v‖∞ = Max

�����vre fss (xess) − vεss (xess)

v
re f
ss (xess)

����� (5.5)

The errors are expected to be of the same order of magnitude of the wavelet threshold
parameters associated with the two variables u and v, namely εu and εv, respectively. They are
calculated as shown in Eq. (2.67) and they are compared to the errors evaluated in terms of
L∞-norms in Tab. (5.2). Note that the evaluation of εu and εv requires the knowledge of f̄ , as
indicated in Eq. (2.67): f̄ is here represented by ū and v̄, calculated at the steady state condition.
In particular, one has ū = |max(u(x))| = 6 × 10−1 and v̄ = |max(v(x))| = 10−1.

εr εa εv ‖v‖∞ εu ‖u‖∞
10−1 10−8 ≈ 10−2 1 × 10−4 ≈ 6 × 10−2 1.5 × 10−3

10−2 10−8 ≈ 10−3 4 × 10−5 ≈ 6 × 10−3 2 × 10−4

10−3 10−8 ≈ 10−4 1.5 × 10−5 ≈ 6 × 10−4 1.5 × 10−4

10−4 10−8 ≈ 10−5 1 × 10−5 ≈ 6 × 10−5 1 × 10−5

Table 5.2: The first two columns represent the assigned relative and absolute
wavelet threshold parameters, the third and fifth columns represent the wavelet
threshold parameters evaluated as indicated by Eq. (2.67), while the fourth and

last columns are the errors, calculated in terms of L∞-norms.

The errors are lower than the estimations given by εu and εv. This is due to the presence of
the neighbouring and non-essential grid points in the SWR of any function adapted by WAMR:
these additional points make the steady state solution more accurate than expected. Figure (5.5)
shows that the slope of log-log plots of errors versus the number of points is approximatively −4,
as predicted by the theory: it can be proved that the following relation holds [55],
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| | f − f lε | |∞ ≤ CN−p̄/d, (5.6)

where f lε is the SWR of a given function f (in this problem it is u or v) at the scale level l, p̄ is
the wavelet order and d is the dimension of the problem (it is equal to 1 for the Arneodo model),
while C is a constant depending on f , d, p̄ and mildly on the threshold value ε [55]. The dashed
lines of Fig. (5.5) represent the theoretical slope of the curves: the slope is simply given by the
ratio between the wavelet order and the dimension of the problem.

The tests are repeated using sixth-order wavelets, and the results of the four WAMR/DVODE
simulations are summarized in Tab. (5.3) in terms of number of grid points, maximum resolution
level and minimum grid size characterizing the steady state solutions: a comparison with Tab.
(5.1) confirms that by increasing the order of the Lagrange interpolating polynomials through
the wavelet order, the maximum resolution levels are lower than the case for which p̄ = 4. This
means that, for the same relative and absolute wavelet threshold parameters, a lower number of
grid points is required in the case of p̄ = 6.

εr J NT ∆xmin

10−1 1 33 3.030 × 10−2

10−2 1 33 3.030 × 10−2

10−3 2 45 2.222 × 10−2

10−4 3 57 1.754 × 10−2

Table 5.3: Relative wavelet threshold parameter, maximum resolution level, total
number of grid points and minimum grid spacing with respect to the threshold

parameters - the wavelet order is p̄ = 6.

Figure 5.5: Arneodo model - L∞ norm with respect to the total number of grid
points; the dashed line represents the theoretical slope of the curves, equal to

−p̄/d = −4 - the wavelet order is p̄ = 4.
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5.3 Periodic bursting behaviour

The periodic bursting behaviour of theArneodo-Elezgaraymodel is obtained setting the parameters
of Eqs. (5.1) as sec. (5.1) shows. With the sole purpose to display the limit cycles structure, the
governing equations are integrated in time with DVODE (with absolute and relative tolerances
equal to atol = 10−12 and rtol = 10−10, respectively) on a uniform grid composed by 8193 points.
The limit cycles structure is represented in Fig. (5.6), where the time variation of u and v is shown
in two and three dimensions. A single limit cycle is described in a period equal to Tpb = 4.73 s.
This time interval is considered for the next tests.

(a) Iso-contours of u(x, t) - 2D. (b) Iso-contours of u(x, t) - 3D.

(c) Iso-contours of v(x, t) - 2D. (d) Iso-contours of v(x, t) - 3D.

Figure 5.6: Limit cycles structure of the reaction-diffusion system (5.1) for the
model parameters α = 10−2, β = 10−2 and D = 3.224× 10−2: (a) u(x, t) variation
in the time-space plan, (b) u(x, t) variation in three-dimensional view, (c) v(x, t)
variation in the time-space plan, (d) v(x, t) variation in three-dimensional view.

5.3.1 Time varying solutions comparison using WAMR and the
G-Scheme with respect to reference solutions

Following the scheme (4.1), the coupling between WAMR and the G-Scheme is proposed to study
the periodic bursting behaviour of the Arneodo model. The goal is twofold:
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1. to check if the time varying solutions of the system (5.1) are sufficiently accurate in space
and time with respect to reference time varying solutions;

2. to study the performance evaluated in terms of computational time as described by Eq.
(4.5).

Five tests are made over one limit cycle (Tpb = 4.73 s) and their main features are summarized
in Tab. (5.4): the time varying solutions are built on uniform or adaptive grids (produced by
WAMR), using DVODE (for the reference test) or the G-Scheme as time integrators. Note that the
reuse of the basis vectors is also tested when the G-Scheme is used, given that better performance
is expected. The tests features and goals are also summarized in Fig. (5.7).

Test Name Grid Type Time Integrator Reuse Basis

Test R - Ref. Uniform DVODE -
Test A Uniform G-Scheme Deactivated
Test B Uniform G-Scheme Activated
Test C Adaptive (WAMR) G-Scheme Deactivated
Test D Adaptive (WAMR) G-Scheme Activated

Table 5.4: Tests structure: the simulations aremade over one limit cycle described
in a period equal to Tpb = 4.73 s, using uniform or adaptive grids (generated by
WAMR) and the G-Scheme or DVODE as time integrators. Whenever the G-
Scheme is adopted, the reuse of the basis vectors is activated (Test B and Test D)

or not (Test A and Test C).

Tests comparison in 
terms of:

• Solutions accuracy
with respect to Test R

• How the performance 
changes

Uniform Grid + G-Scheme

Uniform Grid + G-Scheme + Basis Reuse

Adaptive Grid + G-Scheme

Adaptive Grid + G-Scheme + Basis Reuse

Uniform Grid + DVODETest R

Test A

Test B

Test C

Test D

REFERENCE TEST

Figure 5.7: Tests structure and goals.

Simulations parameters setting

The uniform grids are built looking at the maximum resolution and the minimum grid size
reached in the tests where WAMR is used. The maximum resolution level and the minimum
grid size reached in the Test C and Test D are the same regardless of the reuse or not of the
basis vectors. In particular, one has J = 5 and ∆xmin = 1.9553125 × 10−3. Therefore, the
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corresponding number of grid points of the uniform grids associated with Test R, Test A and Test B
are NT = 513. The DVODE absolute and relative tolerances are set atol = 10−12 and rtol = 10−10,
respectively, while the G-Scheme absolute and relative tolerances are atolhead = atoltail = 10−8

and rtolhead = rtoltail = 10−3, respectively. The relative value of the wavelet threshold parameter
is εr = 10−3 (with a corresponding absolute value εa = 10−8) and fourth order wavelet functions
are adopted.

The reference solution - Test R

The reference solution is built. The time evolution of the dependent variables at x = 0.5 is shown
in Fig. (5.8), while the phase plan is represented in Fig. (5.9). The red dot of Fig. (5.9) is the
initial condition, while the red arrows show the direction to follow along the limit cycle.
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Figure 5.8: Time evolution of the dependent variables u(x, t) and v(x, t) at x = 0.5.
The time integration is performed with DVODE.

Figure 5.9: Arneodo model - periodic bursting behaviour - limit cycle at x = 0.5.
The red dot is the initial condition.
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Test A and Test B

Test A and Test B are considered. The time evolution of the two dependent variables u(x̄, t) and
v(x̄, t) at x̄ = 0.5 is compared to the reference trends (Test R) in Fig. (5.10): the G-Scheme
capability to produce excellent approximations of the reference solutions can be appreciated. The
comparison is also proposed choosing as error evaluation tools the following ratios:

Log10

����ure f (x̄, t) − u#(x̄, t)
ure f (x̄, t)

���� , Log10

����vre f (x̄, t) − v#(x̄, t)
vre f (x̄, t)

���� , (5.7)

where ure f (x̄, t) and vre f (x̄, t) are the reference trends at x̄ = 0.5, while the superscript # refer
to the other tests of Tab. (5.4). The results are shown in Fig. (5.11). As expected, the errors
are typically lower if the reuse of the basis vectors were not considered (Test A). However, the
advantage to reuse the basis becomes evident if the G-Scheme performance is evaluated. The
results are summarized in Figs. (5.12)-(5.13). In both cases (Test A and Test B) the time associated
with the basis vectors evaluation represents the largest contribution in the total computational time:
it is 98.984 % for Test A and 95.829 % for Test B, while the percentage contribution of the other
times is always below 3%. The basis evaluation time associated with Test A is 1397.523 s, while
it is 145.284 s for the Test B and the ratio is approximatively equal to 10. This numerical result,
coupled with the excellent accurate results of Fig. (5.10), underlines significantly the importance
to reuse the basis vectors.

Figure 5.10: Time evolution of the dependent variables at x = 0.5. The solutions
obtained with the G-Scheme - reusing or not the basis vectors - on uniform grids

are compared to the reference solutions.

Figure 5.11: Time evolution of the errors defined in Eqs. (5.7).
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Figure 5.12: Performance evaluation for Test A in terms of computational times.

Figure 5.13: Performance evaluation for Test B in terms of computational times.

Test C and Test D

As explained in section (4.2), the workloads associated with the basis and Jacobian matrix eval-
uation are strongly dependent on the number of DoFs, given by the product of the number of
dependent variables (nv = 2 for the Arneodo model) and the total number of grid points NT .
Therefore, it is expected to obtain better G-Scheme performance (namely lower workloads) if
WAMR is used to make adaptive mesh refinement. This is done in Test C and Test D. Figure
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(5.14) shows the variables time evolution for Test C and Test D, at x = 0.5. The excellent capability
of the coupling between WAMR and the G-Scheme to produce solutions extremely near to the
reference ones can be appreciated. The comparison with the reference solutions is also proposed
through error evaluation tools proposed in Eq. (5.7), and the results are shown in Fig. (5.15). As
expected, the errors are larger is the basis reuse is activated (Test D). The performance associated
with Test C and Test D are represented in Figs. (5.16)-(5.17): one of the first things to note is the
significant decrease of the total computational time, with respect to the cases of uniform grid (Test
A and Test B): one has 6.142 s for Test C (' 230 times lower than Test A) and 3.571 s for Test D ('
42 times lower than Test B). The time requested to evaluated the basis vectors represents again the
most important contribution (91.064% for Test C and 89.035% for Test D), while the percentages
associated with other calculations are always below the limit value 7%.

Figure 5.14: Time evolution of the dependent variables at x = 0.5. The solutions
obtained with the G-Scheme - reusing or not the basis vectors - on adaptive grids

(WAMR) are compared to the reference solutions.

Figure 5.15: Time evolution of the errors defined in Eqs. (5.7).
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Figure 5.16: Performance evaluation for Test C in terms of computational times.

Figure 5.17: Performance evaluation for Test D in terms of computational times.

Tests comparison

Comparing Test B and Test D for which the reuse option is activated, the reuse percentage of the
basis vectors is extremely different: it is 91.604% for Test B and 32.941% for Test D. This extreme
difference can be explained considering that when WAMR is used (Test D) the grid dimension is
modified in time: whenever a grid change occurs, the eigenproblem at the base of the G-Scheme
needs to be mandatorily evaluated and the reuse of basis is not allowed. Figure (5.18) shows the
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time evolution of the number of grid points for the Test B and Test D: the red points are associated
with time instants where the basis vectors are effectively calculated.

As explained in section (3.2), the reuse strategy allows to have a temporal update of the basis
vectors only when rotations of the basis are significant, namely when the effects of nonlinearities
are relevant. Looking at the straight line associated with Test B of Fig. (5.18), the system
nonlinearities seem to be particularly included in the time interval t ∈ (1.0, 2.5) s. Note that
if the system is characterized by a linear behaviour, the basis vectors shapes at different time
instants do not change significantly. Figure (5.19) shows the eigenvalues time evolution in terms
of order of magnitude for Test B. The active, slow and fast subspaces are clearly indicated, while
the dashed orange line is associated with the time evolution of a selected eigenvalue, namely the
sixth eigenvalue of the Jacobian matrix (the eigenvalues are ordered as shown in Eq. (3.1.1)). The
Arneodo model is characterized by 4 null eigenvalues corresponding to the conserved modes of
the G-Scheme: they are obtained because of the imposition of the Dirichlet boundary conditions.
Figure (5.19) shows also eleven time instants whose values are explicitly indicated in Tab. (5.5).
These are the selected time instants where the right eigenvectors of the Jacobian matrix are
explicitly calculated for the sixth eigenvalue. It is expected to have a slight variation in time of the
modes shapes if the selected eigenvalue has a quite constant trend in time. Figure (5.20) shows the
modes shapes at the different time instants of Tab. (5.5). The expectations are clearly confirmed:
the modes shapes do not change significantly when the system behaviour is quite linear, namely
when the time is t ≥ t9, while for t ∈ [t1, t8] the effects of nonlinearities are relevant. These
effects are extremely important for t ∈ (1.0, 2.5) s. Figure (5.21) shows the time evolution of u

and v at x = 0.5, while Fig. (5.22) represents the limit cycle: the zone where the system has a
nonlinear/linear behaviours are indicated with the red/blue colours, respectively.

Figure 5.18: Time evolution of the number of grid points for Test B and Test D.
The red dots are associated with updates of the basis vectors.
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Figure 5.19: Eigenvalue time evolution in terms of order of magnitude. The
red/blue lines are associated with the boundary between the fast/active and
slow/active subspaces, respectively. The dashed orange line correspond to the
time evolution of the sixth eigenvalue of the Jacobian matrix, according to the
proposed eigenvalues arrangement of Eq. (3.1.1). Eleven time instants are indi-
cated: at these points the right eigenvectors of the Jacobian matrix are plotted for

the selected eigenvalue.

t1 [s] t2 [s] t3 [s] t4 [s] t5 [s] t6 [s] t7 [s] t8 [s] t9 [s] t10 [s] t11 [s]

0.527 1.159 1.289 1.419 1.530 1.631 1.850 2.190 2.745 3.734 4.723

Table 5.5: Time instants where the eigenvectors of the Jacobian matrix are
evaluated for the selected eigenvalue of Fig. (5.19).
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(a) (b)

(c) (d)

(e) (f)

Figure 5.20: Modes shapes associated with the selected eigenvalue of Fig. (5.19).
Different time instants are considered, whose values are shown in Tab. (5.5). The
system behaviour is quite linear for the time instants equal to t9, t10 and t11, for

which the modes shapes is quite unchanged.
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(a) (b)

Figure 5.21: Time evolution of u (a) and v (b) at x = 0.5 for Test B. The red/blue
lines are associated with the nonlinear/linear behaviour of the system, respectively.

Figure 5.22: Limit cycle for Test B. The red/blue lines are associated with the
nonlinear/linear behaviour of the system, respectively.

Figure (5.23) summarizes the results in terms of performance, for all the five tests. Two
important things to note are that

• the total computational time increase if the G-Scheme is used on uniform grid without the
reuse of the basis vectors;

• the best performance is obtained with the reference solver, namely 0.330 s.

Figure (5.24) shows the order of magnitude of the ratio between the total computational times
associated with Test A, Test B, Test C and Test D, and the total computational time of the reference
test, Test R. From the bar chart it is clear that the coupling between WAMR and the G-Scheme
with the basis vectors reuse allows to extremely reduce the gap between the computational times:
for Test D the gap is approximatively equal to 1 order of magnitude, while for Test A it is 3.63.

Figure (5.25) summarizes the results in terms of performance considering only the heaviest
contribution, given by the basis vectors evaluation. It is clear that:
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• regardless of the grid type (uniform or adaptive), the reuse of the basis vectors allows always
to obtain better performance in terms of total computational time;

• when WAMR is used (Test C and Test D) the number of DoFs drops and the computation
times are reduced with respect to the cases of uniform grids;

• the best performance are obtained using WAMR and the G-Scheme with the reuse of the
basis vectors (Test D).

Uniform Grid + G-Scheme

Uniform Grid + G-Scheme + Basis Reuse

Adaptive Grid + G-Scheme

Adaptive Grid + G-Scheme + Basis Reuse

Uniform Grid + DVODETest R

Test A

Test B

Test C

Test D

1411,867 s

151,606 s

6,142 s

3,571 s

0,330 s

This is the objective performance
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Figure 5.23: Total computational time variation from Test R to Test D. The
objective performance is represented by the CPU time associated with Test R.

Figure 5.24: Order of magnitude of the ratio between the total computational
time associated with Test A, Test B, Test C and Test D, and the total computational
time associated with the reference test, namely Test R. Better performance are

obtained moving from Test A to Test D.
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Figure 5.25: Performance comparison in terms of computational times. Note that
only the most important contribution to the total computational time is considered.
Better performance (lower computational times) are obtained using adaptive grids,

the G-Scheme and the reuse of the basis vectors.

5.3.2 Parametric study with respect to the relative tolerances of
WAMR and the G-Scheme

In the previous section it has been shown that excellent performance and accurate solutions are
obtained for Test D, whereWAMR is coupled with the G-Scheme and the reuse of the basis vectors
is activated. The same test is now repeated with the aim to study the performance of the adaptive
scheme (4.1) varying the relative wavelet threshold parameter of one order of magnitude from
εr = 10−3 to εr = 10−6, as Fig. (5.26) shows. All the simulations are again made over one limit
cycle described in a period equal to Tpb = 4.73 s, using WAMR, the G-Scheme and the reuse
of the basis vectors. The relative and absolute tolerances of the G-Scheme are simultaneously
modified with respect to the wavelet threshold parameters, as Tab. (5.6) shows. Note that in
all tests the absolute tolerances for WAMR and the G-Scheme are the same and equal to 10−8.
What is expected is to observe worse performance if the relative tolerances (εr , rtolhead, rtoltail)
are lower because of the requirement of more accurate solutions. The logic of the tests and the
expectations are summarized in Fig. (5.27): the choice of lower relative tolerances will mainly
bring to larger dimension of the eigenproblem at the base of the G-Scheme. Focus is given on
this aspect because, as just explained (section (5.3.1)), it is expected that the performance of
the scheme (5.27) are mainly affected by the basis vectors evaluation: it will be shown that the
workload associated with the mesh refinement performed by WAMR, the computation and the
diagonalization of the Jacobian matrix, the integration of the PDEs (5.1), the evaluation of tail
and head play minor roles.
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Uniform Grid + G-Scheme

Uniform Grid + G-Scheme + Basis Reuse

Adaptive Grid + G-Scheme

Adaptive Grid + G-Scheme + Basis Reuse

Uniform Grid + DVODETest R

Test A

Test B

Test C

Test D

Test E

Test F

Test G

𝜀𝑟 = 10−4

𝜀𝑟 = 10−5

𝜀𝑟 = 10−6

Figure 5.26: Tests structure: starting from the excellent results obtained for Test
D, new simulations are performed with the aim to check how the performance and
the solutions accuracy change with respect to the relative WAMR and G-Scheme

tolerances.

Test Name εr εa rtolhead rtoltail atolhead atoltail

Test D 10−3 10−8 10−3 10−3 10−8 10−8

Test E 10−4 10−8 10−4 10−4 10−8 10−8

Test F 10−5 10−8 10−5 10−5 10−8 10−8

Test G 10−6 10−8 10−6 10−6 10−8 10−8

Table 5.6: Tests structure: the wavelet threshold parameters are simultaneously
modified with respect to the G-Scheme relative tolerances. The G-Scheme and

WAMR absolute tolerances are taken constant.
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WAMR
(Data Compression)

G-Scheme
(Model Reduction & 

Time Integration)

yNTnew
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𝜀𝑟 𝜀𝑎 ҧ𝑝
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NEGATIVE ASPECT: Larger computational time

POSITIVE ASPECT: The solutions accuracy increases

The relative tolerances of the G-Scheme and WAMR decrease in the 4 tests

Direct effect: 
more grid points

Direct effect: 
larger dimension

of the active
subspace

Figure 5.27: Decreasing the G-Scheme and WAMR relative tolerances it is ex-
pected to obtain better solutions in terms of accuracy with respect to the reference
test, but also worse performance because of the larger dimension of the eigen-
problem (mainly). This scheme is a modified version of the scheme (4.1) at which

reference is made for the meaning of the unknown symbols.

To check how the solution accuracy variesmoving from εr = 10−3 (rtoltail = rtolhead = 10−3)
to εr = 10−6 (rtoltail = rtolhead = 10−6), the chosen error evaluation tool is simply given by:

|uεr=10−3(x̄, t) − uεr=10−4(x̄, t)| |vεr=10−3(x̄, t) − vεr=10−4(x̄, t)|

|uεr=10−4(x̄, t) − uεr=10−5(x̄, t)| |vεr=10−4(x̄, t) − vεr=10−5(x̄, t)|

|uεr=10−5(x̄, t) − uεr=10−6(x̄, t)| |vεr=10−5(x̄, t) − vεr=10−6(x̄, t)|,

(5.8)

where x̄ = 0.5. To evaluate the errors as indicated in (5.8), the Arneodo variables need to be
built as continuous functions with respect to time: this is simply done through an interpolation
procedure. The results are summarised in Fig. (5.28) for both the Arneodo variables: it is clear
that the error becomes lower if the G-Scheme and WAMR relative tolerances are decreased.
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Figure 5.28: Time evolution of the absolute error of u(x̄, t) and v(x̄, t), with
x̄ = 0.5, for different relative tolerances of the G-Scheme and WAMR.

Figure (5.1) shows the variation of the number of DoFs generated byWAMR in the four cases.
More accurate time varying solutions are produced decreasing the tolerances from Test D to Test
G as indicated in Tab. (5.6): the maximum number of generated DoFs increases from 298 (Test
D) to 1906 (Test G).

Figure 5.29: Number of DoFs generated by WAMR for the four tests of Tab.
(5.6). The maximum values are 298 (Test D), 1330 (Test E), 1746 (Test F) and

1906 (Test G).

Figure (5.30) shows the time evolution of the number of DoFs produced by WAMR (red line),
integrated by the G-Scheme (blue line) and associated with reference uniform grids for the all
tests of Tab. (5.6). The reference uniform grids are characterized by a spacing equal to minimum
grid size (maximum resolution level) reached in the correspondingWAMR/G-Scheme simulation,
indicated in Tab. (5.7). One thing that clearly stands out is that the G-Scheme is able to perform
a strong model reduction in time: only a few number of DoFs generated by WAMR are typically
integrated. The tools to evaluate the efficiency of the wavelet and the G-Scheme compression are
represented by the compression degrees introduced in section (4.1.1). Figure (5.31) shows the time
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evolution of the compression degrees πw , πgs and πO for εr going from εr = 10−3 to εr = 10−6.
The G-Scheme compression degree πgs is typically above the percentage 90% for all cases, with
the exception of some time instants where the system behaviour is strongly nonlinear: in this case
the efficiency drops and reaches the minimum value. The G-Scheme efficiency is particularly low
around t ≈ 1.7 s for Test F and Test G (πgs ≈ 10% for Test F and πgs ≈ 20% for Test G): this
means that, at this time instants, the number of active equations is extremely near to the number
of DoFs generated by WAMR. This is confirmed looking again at Fig. (5.30): at t ≈ 1.7 s the blue
curves of Figs. (5.30c)-(5.30d) (representing the time evolution of the dimension of the active
subspace) are quite near to the red curves (representing the number of DoFs generated through the
adaptive mesh refinement).

The performance are again studied through the evaluation of all the computational times
associated with the solver WAMR/G-Scheme. Looking at Tab. (5.8) and the pie chart (5.32), it
is clear that regardless of the relative tolerance, the most negative contribution for the workload
is always represented by the time associated with the basis vectors evaluation. The orders of
magnitude of this important contribution are also shown in the bar chart of Fig. (5.33): it is
clear that the calculation of the basis vectors becomes extremely expensive decreasing the relative
tolerances ofWAMR and the G-Scheme (one has that the order of magnitude goes from 0.5 for Test
D to ≈ 3.2 for Test G). This result shows that the workload is extremely worse if the requirement
of more accurate solutions is imposed.

(a) (b)

(c) (d)

Figure 5.30: Time evolution of the number of DoFs for the tests of Tab. (5.6):
(a) Test D - (b) Test E - (c) Test F - (d) Test G.
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Test Name Max. Resol. Lev. (J) Min. Grid Size (∆xmin)

Test D 5 1.9553125 × 10−3

Test E 7 4.8828125 × 10−4

Test F 7 4.8828125 × 10−4

Test G 8 2.4414063 × 10−4

Table 5.7: Maximum resolution level and associated minimum grid size for the
tests of Tab. (5.6). The reference uniform grids are characterized by a spacing

equal to the minimum grid size.

(a) (b)

(c) (d)

Figure 5.31: Time evolution of the compression degrees for the tests of Tab.
(5.6): (a) Test D - (b) Test E - (c) Test F - (d) Test G.
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εr [-] Time WAMR [s] Time Basis [s] Time Other [s] Total Time [s]

10−3 0.076 3.179 0.316 3.571
10−4 1.298 287.454 5.481 294.233
10−5 5.578 1235.058 20.477 1261.113
10−6 7.676 1878.047 33.406 1919.129

Table 5.8: Performance in terms of computational time as function of the relative
wavelet threshold parameter. Time Other is given by the sum of the time to
evaluate the Jacobian matrix, to diagonalize the Jacobian matrix, to integrate the

PDEs (5.1), to find the tail and the head.

Figure 5.32: Percentages of the different contributions in the total computational
time. The exact values are indicated in Tab. (5.8).

Figure 5.33: Order of magnitude of the computational time associated with the
basis vectors evaluation. The basis vectors evaluation becomes more expensive

when the relative tolerances become lower.
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5.3.3 Parametric study with respect to the tail dimension - motiva-
tion

As explained in section (3.4) the AIM approach is an alternative attempt with respect to the
G-Scheme to represent the system dynamics in a subspace smaller than the entire state-space,
with the goal to generate a considerable simplification in the study of the dynamics of the original
systems. However, as underlined in section (3.4.1), there are strong differences between the two
strategies:

• following the Akram and Raman [2] approach, the state vector ®v of Eq. (3.26) is split into
resolved ®u and unresolved ®v components: a projection operator P is defined to obtain ®u (Eq.
(3.27)), while the complement of P (namely Q = I − P) defines ®w (Eq. (3.27)). There is a
lack of an a-priori criterion to identify the dimension of P: it is taken constant in time and
it is given by the first eigenfunctions of the linear operator A (Eq. (3.26)). In this sense,
the resolved dynamics of the flow lie in this m-dimensional space, where m � ng [2] with
ng equal to the product between the number of dependent variables and the number of grid
points;

• in the G-Scheme approach the dynamics is decomposed into active, slow, fast and, when
applicable, invariant subspaces [49]. The G-Scheme introduces locally a curvilinear frame
of reference, defined by a set of orthonormal basis vectors with corresponding coordinates,
attached to this decomposition [49]. The evolution of the curvilinear coordinates associated
with the active subspace is described by non-stiff DEs, whereas that associated with the
slow and fast subspaces is accounted for by applying algebraic corrections derived from
asymptotics of the original problem [49]. The dimension of the lower-dimensional manifold
- the active subspace - is time varying and must be such that the contribution of the fast
subspace over the driving time scale is negligible. This means that, at the base of the
G-Scheme approach, there is a rigorous criterion to choose the dimension of the subspace
in which the system dynamics are represented.

With the sole purpose to reproduce a similar idea at the base of Akram and Raman approach
[2], the periodic bursting behaviour of the Arneodo model is again studied using the G-Scheme
with forced constant fast subspace dimensions. Several tests are made with different constant
dimensions of the fast subspace. The results are compared in terms of solution accuracy and
performance to those ones obtained for a reference test, where the dimension of the fast subspace
is not forced to be constant in time, but it is produced by the rigorous criterion at the base of the
G-Scheme. The chosen reference test could be Test D or Test C (illustrated in section (5.3.1)),
where adaptive grids are generated byWAMR and the reuse of the basis vectors is/is not activated,
respectively. The good capability of Test C and Test D to generate accurate solutions with respect
to those ones generated by DVODE and uniform grid (Test A) has been shown in section (5.3.1)
(Figs. (5.14)-(5.15)). With the purpose to avoid errors introduced by the reuse of the basis vectors,
Test C is chosen to be the reference test for the solutions comparisons.
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Time varying and constant tail dimension

To understand the importance to have a time varying fast subspace dimension, the tests showed
in Tab. (5.9) are considered: the reference case is Test H = Test C, where the fast subspace
dimension is modified in time as prescribed by the G-Scheme, while it is constant in the other
cases. Note that only cases where WAMR is used are considered: this choice lies on the just
known capability to generate accurate solutions and better performance with respect to the cases
where uniform grids are used. The tolerances are set equal to εr = 10−3 and εa = 10−8 for
WAMR, rtolhead = rtoltail = 10−3 and atolhead = atoltail = 10−8 for the G-Scheme.

Test Name Grid Type Time Integrator Tail Dimension Reuse Basis Vectors

Test H = Test C Adaptive (WAMR) G-Scheme Time Varying Deactivated
Test I Adaptive (WAMR) G-Scheme To be Defined Deactivated
Test J Adaptive (WAMR) G-Scheme To be Defined Deactivated
Test K Adaptive (WAMR) G-Scheme To be Defined Deactivated
Test L Adaptive (WAMR) G-Scheme To be Defined Deactivated
Test M Adaptive (WAMR) G-Scheme To be Defined Deactivated
Test N Adaptive (WAMR) G-Scheme To be Defined Deactivated

Table 5.9: Tests structure: the reference case is Test H = Test C, where the fast
subspace dimension varies in time. In the other cases, the fast subspace dimension

is taken constant.

The reference test (Test H) is considered: the time evolution of the eigenvalues order of
magnitude is shown in Fig. (5.34), where the red and blue lines are associated with the boundary
between the active/fast subspace and active/slow subspace, respectively. The lack of DoFs and
of the corresponding eigenvalues due to adaptive mesh refinement performed by WAMR can
be clearly appreciated looking at Zone A and Zone B: this means that no grey points (namely
eigenvalues) are here detected.
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Figure 5.34: Time evolution of the eigenvalues order ofmagnitude of the Jacobian
matrix of the Arneodo model (5.1). The red and blue lines represent the boundary

between the active/fast subspace and active/slow subspace, respectively.

Figure (5.35) shows the time evolution of the tail dimension (black line) for the reference test
(Test H): it is evaluated to achieve the largest degree of reduction satisfying a user-prescribed
accuracy tolerance. The six dashed lines are associated with constant tail dimensions chosen to
perform the simulations from Test I to Test N, whose numerical values are shown in Tab. (5.10).
They are above the mathematical average (red line), approximatively equal to 19. By fixing the
time instant, if the value of the chosen tail dimension is above that one indicated by the black
curve, the requirement of the largest degree of reduction is not satisfied: the degree of reduction
satisfies a tolerance lower than that one prescribed by the user. This means that it is expected to
obtain better solutions when the tail dimension rises from 23 (Test I) to 73 (Test N). In this sense,
Test N represent the most conservative case, where the tail dimension is constantly larger than that
one prescribed by the G-Scheme (black line), with the exception of a sole time instant (t ≈ 1.58
s) where the tail dimension is exactly equal to that one predicted by the G-Scheme: this point is
identified by the intersection of the black curve with the blue dashed curve.
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Figure 5.35: Time evolution of the tail dimension. The case of time varying
tail dimension (Test H) is represented by the black curve, while the red line is
associated with its mathematical average. The dashed lines are related to the six

imposed values of the tail dimension.

Test Name Grid Type Time Integrator Tail Dimension Reuse Basis Vectors

Test H = Test C Adaptive (WAMR) G-Scheme Time Varying Deactivated
Test I Adaptive (WAMR) G-Scheme 23 Deactivated
Test J Adaptive (WAMR) G-Scheme 33 Deactivated
Test K Adaptive (WAMR) G-Scheme 43 Deactivated
Test L Adaptive (WAMR) G-Scheme 53 Deactivated
Test M Adaptive (WAMR) G-Scheme 63 Deactivated
Test N Adaptive (WAMR) G-Scheme 73 Deactivated

Table 5.10: Tests structure: the reference case is Test H = Test C, where the fast
subspace dimension varies in time. In the other cases, the fast subspace dimension

is taken constant.

The time evolution of the dependent variables at x = 0.5 is represented in Fig. (5.36) for
all the cases listed in Tab. (5.10), while Fig. (5.37) shows the limit cycles: solutions getting
closer and closer to the reference one (Test H - black curves of Figs. (5.36)-(5.37)) are obtained
increasing the tail dimension from 23 to 73. The results are confirmed looking at Fig. (5.38),
where the errors calculated as defined in Eqs. (5.7) are shown. Note that in Fig. (5.37) the limit
cycle associated with the tail dimension T = 23 is not represented, because of the strong deviation
from the reference limit cycle.
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Figure 5.36: Time evolution of the dependent variables at x = 0.5 for all the tests
listed in Tab. (5.10).

Figure 5.37: Limit cycles for all the tests listed in Tab. (5.10). Note that the case
of T = 23 is not shown because of the strong deviation from the reference cycle

(black dashed line), as can be appreciated looking at Fig. (5.36).

Figure 5.38: Time evolution of the errors defined in Eqs. (5.7).
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The time variation of the eigenvalues order of magnitude associated with the tail are shown
in Fig. (5.39) for all tests listed in Tab. (5.10): when the fast subspace dimension rises from 23
to 73, the eigenvalues order of magnitude associated with the boundary between the fast/active
subspace increase. This means that also the integration time steps calculated by the G-Scheme
algorithm (∆ts ≈ 1/|λT |) rise. The results shown in Fig. (5.40) confirm the expectations: the
number of integration time steps required in the different tests fall gradually from 2739 (Test N)
to 356 (Test I). The minimum number of integration time steps is obtained with a time varying
tail dimension (T = 101). The advantage to have a time varying tail dimension as prescribed
by the G-Scheme algorithm is also confirmed looking at the performance evaluated as shown by
Eq. (4.5), Fig. (5.41): the most important contribution, represented by the time to evaluate the
basis vectors, drops from 87.684 s (Test N) to 16.261 s (Test I). However, the best performance
are again obtained for Test H: the computational time to calculate the basis is 5.593 s. The sum
of the time to evaluate the Jacobian matrix, to diagonalize the Jacobian matrix, to calculate the
tail and the head and to integrate the PDEs (5.1), that is called Other in Fig. (5.41), represents a
minimal contribution. However, also this contribution decreases when the integration time steps
increase (from 14.754 s for Test N to 16.261 s for Test I). Its minimum value (that is 0.472) is
again obtained for the reference test (Test C = Test H).

Figure 5.39: Time evolution of the eigenvalues order of magnitude associated
with the tail for all the tests listed in Tab. (5.10).
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Figure 5.40: Integration time steps evaluated by the G-Scheme for all the tests
listed in Tab. (5.10).

Figure 5.41: Workload associated with the tests listed in Tab. (5.10). The sum
of the time to evaluate the Jacobian matrix, to diagonalize the Jacobian matrix, to
calculate the tail and the head and to integrate the PDEs (5.1) is called Other.
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CHAPTER 6
The Unsteady Flamelets Model

As a more complex reaction-diffusion system, the unsteady flamelet model for non-premixed
combustion is studied. Section (6.1) is dedicated to a brief description of this model and the
governing equations are presented. In section (6.2) the comparison between the time evolution of
adaptive solutions and reference solutions is presented. Finally, in section (6.3) the performance
of the coupling between WAMR and the G-Scheme are analysed, using the G-Scheme in the OS
technique described in section (4.3.1).

6.1 The unsteady flamelet model for non-premixed com-
bustion

In non-premixed combustion the fuel and the oxidizer are non-mixed before they enter the com-
bustion chamber. Looking at the model represented in Fig. (6.1), the fuel and oxidizer are injected
from the left hand side and right hand side, respectively. They diffuse towards the reaction zone,
where they burn and generate heat. In this region the temperature is maximum and diffuses away
from the flame front towards the oxidizer and fuel streams.

YO

YF

T

Reaction zone Diffusion zoneDiffusion zone

Abscissa

Figure 6.1: Flame structure: the black curve represents the temperature variation
along the abscissa, while the red and blue curves the fuel and oxidizer mass
fractions, respectively. The temperature peak is reached in the reaction zone.
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The unsteady flamelet equations taken by Pitsch and Peters [38] are considered for the adiabatic
case, at constant pressure and unity Lewis number,

∂Yi
∂t
=
χ

2
∂2Yi
∂z2 +

Ûωi

ρ
i = 1, . . . , Ns (6.1)

∂T
∂t
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χ

2
1
cp

∂2h
∂z2 −

χ

2
1
cp

Ns∑
k=1

hk
∂2Yk
∂z2 −

1
ρcp
ÛωT (6.2)

where t is the time, Yi represents the mass fractions of the i-th chemical species, χ is the scalar
dissipation rate, z is the mixture fraction variable, Ûωi is the production rate for the i-th species
due to chemical reactions, ρ is the density, T is the temperature, cp is the specific heat at constant
pressure, h is the enthalpy of the mixture, Ns is the total number of mixture components, hk is the
enthalpy of the k-th species, and ÛωT =

∑Ns

k=1 hk Ûωk is the rate of enthalpy production due to the
variation in the composition of the mixture. The scalar dissipation rate is expressed as a function
of the mixture fraction as shown by Girimaji [13], χ = χ0

maxexp(−2erfc−1(2z))2.

6.2 Comparison between adaptive and reference time vary-
ing solutions

The flamelet equations (6.1)-(6.2) are integrated for pressure p = 20 atm and scalar dissipation
rate χ0

max = 200 s−1. The kinetic mechanism for CO, CH2O and CH3OH combustion [28] is
considered, taking into account 12 chemical species, namely CO2, H2O2, HO2, O2, HCO, CO,
H2O, OH, O, H2, H and N2. The thermodynamic properties of the fluid are evaluated with the
ideal gas Equation of State (EoS). The initial conditions are represented in Fig. (6.2) in terms of
mass fractions with respect to the mixture fraction. The initial temperature is taken constant along
the mixture fraction and equal to 1200 K.
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Figure 6.2: Initial conditions in terms ofmass fractionswith respect to themixture
fraction.
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6.2.1 Tests structure and parameters setting

To describe the structure of the tests, Fig. (6.3) is considered. It represents an extended version of
the basic scheme (4.1), to which reference is made for the meaning of the symbols. The adaptive
solutions are built using the coupling between WAMR and the G-Scheme. Fourth order wavelet
functions are adopted, fixing the relative and absolute wavelet threshold parameters equal to
εr = 10−3 and εa = 10−8, respectively, while the relative and absolute tolerances of the G-Scheme
are set equal to rtolt ail = rtolhead

= 10−3 and atolt ail = atolhead
= 10−8, respectively.

The reference solution is built on a uniform grid characterized by a grid spacing corresponding
to the finest resolution required in the WAMR/G-Scheme simulation. The time integration is
carried out through DVODE and the integration time steps are assigned with the aim to compare
the time evolution of the temperature and concentrations along the mixture fraction variable with
respect to the results of the simulation where WAMR and the G-Scheme are employed. In this
sense, the integration time step trend is assigned from the simulation where WAMR/G-Scheme
are used. The steady state is supposed to be reached when the RMS of the RHS of equations
(6.1)-(6.2) becomes lower than a fixed prescribed minimum value (equal to 10−7). The absolute
and relative tolerances of DVODE are atol = 10−12 and rtol = 10−10, respectively.
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Figure 6.3: Procedure to build and compare the reference and adaptive steady
state solutions. The scheme represented in the blue block is an extension of the
scheme (4.1), to which reference is made for the unknown symbols. The scheme
represented in the red block is a simplified version of the scheme where WAMR is
used: the number of mesh points do not change. The minimum spacing reached
in the simulations where WAMR is adopted is used to build the uniform grid for

the reference tests.
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6.2.2 The model validation

The steady state is reached in a time interval equal to tss ≈ 1.5× 10−3 s. The comparison between
the time evolution of the reference and adaptive solutions is represented in Fig. (6.4) in terms of
temperature with respect to the mixture fraction at five time instants, while in Fig. (6.5) the mass
fraction of the molecular oxygen (as example of relevant concentration) is traced with respect to
the mixture fraction: the solid lines show the reference transient solutions, while the markers are
associated with the simulation whereWAMR and the G-Scheme are employed. The comparison is
not proposed for t > t5, because significant time variations of the temperature and concentrations
are not visibly detected for t5 < t < tss: in this time interval the system is quite near to the steady
state. The excellent level of accuracy produced by the G-Scheme and WAMR can be clearly
appreciated: the time evolution of the reference solutions for the temperature and concentration
of O2 are well captured by the adaptive scheme.
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Figure 6.4: Solutions comparison in terms of temperature with respect to z for
five values of t - in theWAMR/G-Scheme simulation the relative wavelet threshold
parameter is εr = 10−3; the dashed lines represent the reference curves, while the
triangles are associated with the results of the WAMR/G-Scheme simulation.
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Figure 6.5: Solutions comparison in terms of YO2 with respect to z for five values
of t - in theWAMR/G-Scheme simulation the relative wavelet threshold parameter
is εr = 10−3; the dashed lines represent the reference curves, while the triangles

are associated with the results of the WAMR/G-Scheme simulation.

6.2.3 Time evolution of the number of DoFs and compression de-
grees

Figure (6.6) shows the time evolution of the number of DoFs produced by WAMR (green line),
integrated by the G-Scheme (blue line) and associated with the reference uniform grid (red line).
The number of DoFs generated by WAMR is significantly lower than that one associated with the
reference uniform mesh: the maximum value reached during the transient of the system is 845
for WAMR at t ' 8.2 × 10−4 s, because here higher resolution levels are required to well capture
the gradients of the variables. At the same time instant, the number of active equations is also
maximum and equal to NA = 671. For t ≥ 10−4 s significant variations of the number of DoFs
generated by WAMR are not observed and the trend is quite flat (DoFs WAMR = 661): this result
confirms that for t ≥ 10−4 s the system is quite near to the steady state and strong variations of the
solutions are not longer detected by WAMR.

Figure (6.7) shows the time evolution of the compression ratios πw , πgs and πO with respect
to time. They are evaluated as shown in Eqs. (4.2)-(4.3)-(4.4), respectively. Looking at the
Fig. (6.7), one thing that clearly stands out is that the WAMR compression degree remains fairly
constant (πw ' 82%) during the approach to the steady state (from t ' 8.2 × 10−4 s to tss s). On
the contrary, in the same time interval, the G-Scheme compression increases significantly from
the minimum πgs ' 20% (at t ' 8.2 × 10−4 s) to the maximum πgs ' 100% (at t ' 1.5 × 10−3

s): this means that the steady state is approached with only one active mode. Finally, it can be
observed that the overall efficiency of the adaptive scheme is always up to the minimum value
πOmin = 80% detected at t ' 8.2 × 10−4 s.
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Figure 6.6: Number of DoFs with respect to time generated by WAMR (green
line), integrated by the G-Scheme (blue line) and associated with the reference

uniform grid (red line).

Figure 6.7: Time evolution of the compression ratios - the compression degrees
associated with WAMR (πw) and the G-Scheme (πgs) are represented with the
green and blue lines, respectively, while the the total compression ratio (πO) is

identified with the black curve.

6.2.4 Time scales evolution

Figure (6.8) represents the time evolution of the Jacobian matrix eigenvalues, in terms of orders of
magnitude. The active DoFs integrated by the G-Scheme are included between the red and blue
lines. The TSR curve, represented with a green continuous line shows that the most energetic scale
is not always included in the active subspace. The dimension of the active subspace is strongly
time varying until the steady state is approached. As expected, at this condition the number of
active equations is exactly equal to NA = 1. Figure (6.9) shows the modes shapes along the
mixture fraction associated with the selected eigenvalue in Fig. (6.8) (yellow dot at the steady
state), belonging to the active subspace and detected at the steady state.
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Looking at the Fig. (6.7), the WAMR efficiency is maximum and equal to πw ' 87% in the
time interval t ∈ [0, 10−4] s: a few number of DoFs (approximatively constant and equal to ' 429,
Fig. (6.6)) are required to describe the time evolution of the variables along z. This means that, in
this time interval, the coupling between WAMR and the G-Scheme results in a lack of DoFs and
the corresponding eigenvalues, as Fig. (6.8) shows: no grey points are detected in the upper part
of the plot. The time evolution of the integration time step produced by the G-Scheme is shown
in Fig. (6.10): it is represented by the reciprocal of the eigenvalues associated with the red line
(the tail) of Fig. (6.8). The minimum integration time steps is detected at t ≈ 10−4 s, where the
tail dimension is maximum and the G-Scheme efficiency is minimum (πgs ≈ 20%).

Figure 6.8: Time evolution of the Jacobian matrix eigenvalues in terms of orders
of magnitude - the active subspace is included between the blue and red lines.

Figure 6.9: Modes shapes associated with the eigenvalue detected at the steady
state (yellow point of Fig. (6.8)).
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Figure 6.10: Time evolution of the integration time steps generated by the G-
Scheme.

6.3 Performance evaluation

Tests are made with the aim to evaluate the performance of the coupled scheme (4.1) for the
flamelet problem. The tests structure is shown in Tab. (6.1) and Tab. (6.2): the performance are
firstly calculatedwithout andwith the basis vectors reuse technique, Test A and Test B, respectively.
Therefore, the OS technique described in section (4.3.1) is also employed. The parameters setting
for WAMR and the G-Scheme are shown in Tab. (6.3).

Whenever the OS technique is used, the integration time step (∆t) needs to be imposed. It
is assigned knowing the minimum grid size (∆xmin) (i.e. the maximum reached resolution level)
through a CFL-like condition, as made for the Arneodo model with the procedure described in
Eq. (5.2): the parameter K is now assigned looking at the last column of Tab. (6.2), while D is
represented by the coefficient of the diffusive term of the flamelet equations (6.1)-(6.2).

The performance for Test A and Test B are summarized in Figs. (6.11)-(6.12), respectively. As
expected, the basis vectors evaluation is less expensive if the G-Scheme basis vectors are reused:
the total computational time goes from ≈ 40000 s to ≈ 36000 s. The strong drop of the workload
due to the use of the splitting technique by the scheme (4.3.1) can be clearly appreciated looking
at Fig. (6.14): the total CPU time drops approximatively of 1.5 order of magnitude with respect
to the Test A and Test B.

Test Name Grid Type Time Integrator Reuse CSP Basis

Test A Adaptive (WAMR) G-Scheme Deactivated
Test B Adaptive (WAMR) G-Scheme Activated

Table 6.1: Tests structure: Test A and Test B are made using adaptive grids
generated by WAMR and the G-Scheme, activating or not the reuse of the G-

Scheme basis vectors.
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Test Name Grid Type Time Integrator CFL

Test C Adaptive (WAMR) G-Scheme with O.S. 0.35
Test D Adaptive (WAMR) G-Scheme with O.S. 0.40
Test E Adaptive (WAMR) G-Scheme with O.S. 0.45
Test F Adaptive (WAMR) G-Scheme with O.S. 0.50

Table 6.2: Tests structure: the OS technique described in section (4.3.1) is
employed to build local Jacobian matrices. It is expected to obtain a strong
reduction of the computational cost associated with the use of the G-Scheme.

εr εa rtolhead rtoltail atolhead atoltail

10−3 10−8 10−3 10−3 10−8 10−8

Table 6.3: Parameters setting for the tests listed in Tab. (6.1) and Tab. (6.2).

Figure 6.11: Performance evaluation for Test A in terms of computational times.
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Figure 6.12: Performance evaluation for Test B in terms of computational times.

Figure 6.13: Total computational time associated with Test C, Test D, Test E and
Test F.
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Figure 6.14: Performance comparison in terms of total computational times
(orders of magnitude). Better performance are obtained using the G-Scheme to
integrate the source term of the flamelet equations with the OS technique described

in section (4.3.1).
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CHAPTER 7
Unsteady Flamelets: Supercritical Thermody-
namic Conditions

The requirement of high performance in liquid rockets and diesel engine combustion can be
achieved by increasing the pressure in the combustion chamber. This could lead to the injection of
oxidizer and/or fuel at pressure and temperature exceeding the critical point. Beyond this point the
fluid is in supercritical thermodynamic conditions. In this context a study of the unsteady flamelets
for non-premixed combustion at high pressure conditions is proposed. Their behaviour have been
fully investigated by Kim et al. [18, 19] using a direct approach, where the solution is given
in the mixture fraction space. By following this approach, they performed steady state analysis
for kerosene/LOx rocket combustion [18] and hydrogen/liquid oxygen [19] in supercritical states.
Unsteady effects of non-premixed methane/oxygen flame structures at supercritical pressures have
been instead explored by Lapenna et al. [26], choosing an arbitrary non-uniform grid suitably
compressed towards the oxidizer side. Themain purpose of the work is to overcome this limitation,
by using WAMR to build a dynamically adaptive grid able to reach higher resolution to capture
the steep gradients characterizing the solution.

Using the WAMR algorithm to determine the dynamically adaptive grid for the flamelet
problem, the computational cost is expected to be largely reduced: because in trans-critical and
near-critical conditions the thermodynamic and transport properties are characterized by abrupt
variations, steep gradients are expected to bewell captured by the algorithm, with a relative reduced
number of grid points and a consequent large reduction of the computational cost. Therefore,
accurate chemical kinetic mechanisms involving a large number of chemical species and reactions
can be used to solve flamelet problems. Furthermore, more complex and expensive EoS can
be adopted to better describe the fluid behaviour in non-ideal conditions. These features allow
the generation of flamelet databases for high-pressure combustion devices which usually operate
under supercritical conditions.

The first part of the work is dedicated to the description of the main features of the real
gas EoS used in this context. The strategy to calculate the parameters involved in the EoS is
described for pure chemical species and multi-components mixture. Through the knowledge of all
the parameters characterizing the EoS, the thermodynamic properties are evaluated and validated
for specific chemical species. The theory described in section (7.1) and section (7.2) is taken by
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[18]. Finally, the thermodynamic properties are used to solve particular flamelet problems under
supercritical conditions, using WAMR to generate adaptive grids. The last part of the chapter is
dedicated to suggestions for a possible future work, the generation of multi-dimensional tabulated
flamelets using WAMR. This work will allow to obtain a multi-dimensional table with the defined
accuracy.

7.1 Real gas Equation of State

Figure (7.1) represents a phase diagram of a generic substance: single phase regions are separated
by lines where phase transitions occur. The three phases (gas, liquid, and solid) coexist in
thermodynamic equilibrium at the triple point, while for temperature and pressure values larger
than the critical temperature and pressure (Tc and pc, respectively) the supercritical state is reached.
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condensation
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vaporization
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SUPERCRITICAL
FLUID

fusion

Figure 7.1: Phase diagram - the triple and critical points are identified with the
blue and red points, respectively. The fluid is in supercritical thermodynamic

conditions if T ≥ Tc and p ≥ pc .

In this work the three-parameters Redlich-Kwong/Peng-Robinson (RK-PR) [5] EoS is used to
evaluate the thermodynamic properties of the fluid in supercritical conditions: this choice allows
to have an accurate representation of the real fluid properties in an efficient way [18]. It takes the
form

p =
ρRuT

Mw − bρ
−

aα(T)ρ2

(Mw + δ1bρ)(Mw + δ2bρ)
. (7.1)

where p is the pressure, ρ is the density, T is the temperature, Ru is the universal gas constant
and Mw is the molecular weight. Through the parameters a and b the effects of the attractive
and repulsive van der Waals forces are considered in the model, respectively; these parameters
are functions of the thermodynamic variables at critical conditions and of the third parameter δ1.
They can be found also in the two-parameter cubic SRK (Soave-Redlick-Kwong) EoS and PR
(Peng-Robinson) EoS, where δ1 is instead an assigned costant. The additional DoF of RK-PR EoS
introduced by [5], δ1, (note that δ2 = f (δ1)) leads to a better description of the fluid behaviour
in terms of density, with respect to the two-parameter cubic SRK EoS and PR EoS usually used.
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Finally, α(T) is a temperature correction factor taking into account the polarity of the species. It
depends on the reduced temperature (defined as T/Tc) and the acentric factor ω.

7.1.1 Parameters evaluation for pure chemical species

To evaluate the parameters a, b, δ1 and δ2 of Eq. (7.1), the critical properties of the individual
chemical species and their acentric and compressibility factor Zc must be evaluated. In particular,
for each chemical species, the critical properties and the acentric factor are assigned and taken
by the National Institute of Standard and Technology (NIST) database [12]. For instance, for the
CH4 and O2 one has:

CH4 O2

Tc [K] 190.564 154.581
pc [bar] 45.9920 50.4300
ρc [kg/m3] 162.660 463.100
ω [-] 0.01142 0.02220

Table 7.1: Critical properties and acentric factor for CH4 and O2.

where ρc is the critical density. Knowing also the molecular weight Mw of the chemical
species, the compressibility factor is calculated:

Zc =
pc ×Mw

ρc × Ru ×Tc
, (7.2)

Considering again the chemical species CH4 and O2 for which the molecular weight are
Mw,CH4 ' 16g/mol and Mw,O2 ' 32g/mol, respectively, one has:

Zc,O2 = 0.271, Zc,CH4 = 0.286 (7.3)

All the parameters involved in the RK-PR EoS can be evaluated (more details can be found in
Cismondi et al. [5]) following the procedure illustrated in Fig. (7.2).
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Figure 7.2: Flow diagram - RK-PR EoS parameters evaluation for pure chemical
species.

The procedure shown in Fig. (7.2) is here briefly described (see Cismondi et al. [5] for
details).

δ1 = d1 + d2(d3 − 1.168Zc)
d4 + d5(d3 − 1.168Zc)

d6 , (7.4)

where

d1 d2 d3 d4 d5 d6

0.428363 18.496215 0.338426 0.660000 789.723105 2.512392

δ2 =
1 − δ1
1 + δ1

, (7.5)

a =
3y2 + 3yd + d2 + d − 1
(3y + d − 1)2

( R2
uT2

c

pc

)
, (7.6)

b =
1

3y + d − 1

( RuTc

pc

)
, (7.7)

α(T) =
( 3
2 +T/Tc

)k
, (7.8)

d =
1 + δ2

1
1 + δ1

, (7.9)

y = 1 +
(
2(1 + δ1)

) 1
3 +

( 4
1 + δ1

) 1
3 , (7.10)

k = (1.168ZcA1 + A0)ω
2 + (1.168ZcB1 + B0)ω + (1.168ZcC1 +C0), (7.11)
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where

A1 A0 B1 B0 C1 C0

-2.44070 0.00170 7.45130 1.96810 12.5040 -2.72380

The results are shown for the chemical species CH4 and O2 in Tab. (7.2).

CH4 O2

δ1 0.915475 1.95992
δ2 0.0441273 −0.324306
a 0.232625 0.146396
b 2.99 × 10−5 2.06 × 10−5

α(T) 5.243
(

1
2+5.245×10−3T

)1.50825
4.318

(
1

2+6.469×10−3T

)1.33147

d 0.959603 1.63561
y 3.8429 3.91458
k 1.50825 1.33147

Table 7.2: Evaluation of the parameters involved in the RK-PR EoS for the
chemical species CH4 and O2.

7.1.2 Extension to multi-component mixture

For a multi-components mixture the parameters involved in the RK-PR EoS (7.1) are defined using
conventional mixing rules

aα =
N∑
i=1

N∑
j=1

XiXjai jαi j , (7.12)

b =
N∑
i=1

Xibj , (7.13)

δ1 =

N∑
i=1

Xiδ1,i, δ2 =

N∑
i=1

Xiδ2,i, (7.14)

where Xi is the species molar fraction, while δ1,i, δ2,i and bj are calculated for each chemical
species as illustrated in Eqs. (7.4)-(7.5)-(7.7), respectively. The first and second derivatives with
respect to temperature of the term aα are directly used for the derivation of the thermodynamic
properties, as will be explained in section (7.2),

∂aα
∂T
=

N∑
i=1

N∑
j=1

XiXj

∂ai jαi j
∂T

=

N∑
i=1

N∑
j=1

XiXjai j
∂αi j

∂T
, (7.15)
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∂2aα
∂T2 =

N∑
i=1

N∑
j=1

XiXj

∂2ai jαi j
∂T2 =

N∑
i=1

N∑
j=1

XiXjai j
∂2αi j

∂T2 . (7.16)

The parameter ai j of Eqs. (7.15)-(7.16) is calculated as shown in Eq. (7.6), where the critical
pressure is now replaced with the pseudo-critical parameter pc,i j (introduced by Miller et al. [33])

pc,i j = Zc,i j
RuTc,i j

νc,i j
with νc,i j =

1
8
(ν

1/3
c,i + ν

1/3
c,j )

3, (7.17)

where νc,j represents the critical specific volume of pure chemical species, given by the ratio
between the molecular weight and the critical density. The pseudo-critical parameters Tc,i j , Zc,i j

and ωi j (again introduced by Miller et al. [33]) are defined as

Tc,i j =
√

Tc,iTc,j , Zc,i j =
1
2
(Zc,i + Zc,j), ωi j =

1
2
(ωi +ωj). (7.18)

The first and second derivatives of αi j with respect to temperature are calculated taking the
first and second derivatives of α(T) from Eq. (7.8), where Tc, Zc and ω are replaced with Tc,i j ,
Zc,i j and ωi j , respectively.

7.2 Thermodynamic properties evaluation

The mixture density ρ is calculated solving the cubic EoS (7.1), given the thermodynamic state
(T , p) and all the mixture parameters. By differentiating Eq. (7.1) with respect to T , ρ and ρi, the
following differential expressions are obtained( ∂p

∂T

)
ρ j
=

ρRu

Mw − bρ
−

(∂aα
∂T

) ρ2

(Mw + δ1bρ)(Mw + δ2bρ)
, (7.19)

( ∂p
∂ρ

)
T ,Yj

=
MwRuT
(Mw − bρ)2

−
aαρMw(2Mw + (δ1 + δ2)bρ)
(Mw + δ1bρ)2(Mw + δ2bρ)2

, (7.20)

( ∂p
∂ρi

)
T ,ρ j,i

=
MwRuT

Mw,i(Mw − bρ)2
(Mw + ρ(bi − b)) −

2ρMw
∑

j Xjai jαi j
Mw,i(Mw + δ1bρ)(Mw + δ2bρ)

+

+
aαρ2Mwbi

Mw,i(Mw + δ1bρ)2(Mw + δ2bρ)2
((δ1 + δ2)Mw + 2δ1δ2bρ).

(7.21)

Equations (7.19)-(7.20)-(7.21) are repeatedly used in the derivation of all the thermodynamic
properties involved in the solution of the flamelet problem described by Eqs. (6.1)-(6.2). In
particular, focus is given on the derivation of the quantities directly involved in Eqs. (6.1)-(6.2),
namely the partial-mass enthalpy of the species hi, the specific enthalpy of the mixture h and the
constant-pressure specific heat cp,

hi = ẽi −

( ∑
j Yj ẽj − e − p

ρ

)(
∂p
∂ρ

)
T ,Yj

( ∂p
∂ρi

)
T ,ρ j,i

, (7.22)
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h =
N∑
i=1

Yihi, (7.23)

cp = cv +
T
ρ2

(
∂p
∂T

)2

ρ j(
∂p
∂ρ

)
T ,Yj

, (7.24)

where the partial-density internal energy of the species ẽi, the mixture internal energy e and
the heat capacity at constant-volume cv are:

ẽi =
(∂ρe
∂ρi

)
T ,ρ j,i

= ei,0 +
2
∑

j Xj

[
T
(
∂ai jαi j

∂T

)
− ai jαi j

]
(δ1 − δ2)bMw,i

ln
( Mw + δ1bρ

Mw + δ2bρ

)
+

+
bi

[
T
(
∂aα
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(Mw + δ1bρ)(Mw + δ2bρ)
−

1
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,
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e(T , ρ) = e0(T) +
1

(δ1 − δ2)bMw

[
T
(∂aα
∂T

)
− aα

]
ln

( Mw + δ1bρ
Mw + δ2bρ

)
, (7.26)

cv =
( ∂e
∂T

)
ρ,Yj

= cv,0 +
T

(δ1 − δ2)bMw

(∂2aα
∂T2

)
ln

( Mw + δ1bρ
Mw + δ2bρ

)
. (7.27)

7.3 Validation of the thermodynamic properties

The thermodynamic properties based on the RK-PR EoS are compared to the data taken from the
National Institute of Standard and Technology (NIST) database [12], considering a pure methane
compound, whose critical properties are indicated in Tab. (7.1). Figures (7.3)-(7.4) show the
values of ρ and cp for different values of the pressure, in the temperature range 100 − 400 K:
for T ≥ Tc the fluid is in supercritical conditions. The continuous lines, representing the EoS
results, are in good agreement with the reference data, represented by the dots, even if slight errors
are present in the zone where there is a transition from subcritical to supercritical conditions.
These inaccuracies are attributed to the limitations of the RK-PR EoS, although it provides a more
accurate modelling of the density in comparison with the two-parameter EoS. Comparison data
for the two-parameter EoS are provided in the study of Kim et al. [18] for saturated hydrocarbons
with varying carbon number: the SRK EoS seems to well predict the density for species having a
higher critical compressibility factor, instead the PR EoS works better for the larger hydrocarbons
characterized by lower critical compressibility factors.
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Figure 7.3: Density at different pressure and temperature values; the dots rep-
resent the NIST data, while the continuous lines are the values from RK-PR
EoS; the vertical black line represents the critical temperature for methane,

Tc,CH4 = 190.564 K.
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Figure 7.4: cp at different pressure and temperature values; the dots represent the
NIST data, while the lines are the values from RK-PR EoS; the vertical black line
represents the methane critical temperature for methane, Tc,CH4 = 190.564 K.

7.4 Results and discussion

The flamelet equations (6.1)-(6.2) are solved with DVODE (atol = 10−12 and rtol = 10−10)
considering the CH4/O2 RAM accelerator kinetic mechanism (RAMEC, Petersen et al. [37]),
taking into account 38 chemical species and 190 reactions. The equations are initially integrated
for p = 60 bar and χ0

max = 200 s−1, choosing εr = 10−3 and sixth-order wavelet functions. The
critical pressures and temperatures are pc,CH4 = 45.992 bar and Tc,CH4 = 190.564 K for the
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methane, pc,O2 = 50.430 bar and Tc,O2 = 154.581 K for the oxygen [12]. The oxygen and methane
are injected at temperatures equal to T in

O2
= 120 K and T in

CH4
= 1346 K, so they are in liquid-like

state and supercritical state, respectively.
The time integration of the flamelet equations is performed through DVODE and the steady

state is supposed to be reached when the RMS of the equations RHS becomes lower than a fixed
prescribed minimum value. The steady state solution is represented in Fig. (7.5) in terms of
temperature: the total number of grid points, at the chosen space accuracy, is NT = 80.
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Figure 7.5: Steady state solution - temperature for a wavelet threshold parameter
εr = 10−3.

The wavelet compression degree πw (Eq. (4.2)) is considered as tool to show the efficiency of
the wavelet compression. In the current test, the compression ratio is equal to πw ' 98%. A large
grid points concentration is present in the vicinity of z = 0, where themaximum reached resolution
level is J = 8: here strong variations of the cp are present, as shown in Figs. (7.6)-(7.7). This
result highlights the excellent capability of the wavelet method to well capture strong variations
of the variables, adding grid points at higher resolution levels to ensure the achievement of the
prescribed accuracy.

The computational cost associated with the evaluation of the thermodynamic properties in
near-critical and supercritical state according with RK-PR EoS represents approximatively the 95
% of the requested time to compute the RHS of Eqs. (6.1)-(6.2). The result can be justified by the
highly expensive combination rules adopted to evaluate the thermodynamic properties through
the RK-PR EoS for a multi-component mixture. Because of the RHS has to be evaluated in each
point of the grid, the use of an adaptive grid allows to reduce substantially the total computational
time needed to reach the steady state.

Table (7.3) summarizes the results of different simulations, for p = 60 bar, χ0
max = 200 s−1

and εr varying from 10−2 to 10−4: a decrease of the threshold parameters corresponds to an
upward trend of the number of grid points NT , J and πw . Indeed, higher resolution levels have to
be added in order to obtain more accurate representations of the solution. In particular, Fig. (7.8)
shows how the solution representation changes in the three cases looking at the temperature in the
vicinity of z = 0, where the maximum resolution level is typically reached because of the extreme
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Figure 7.6: cp and grid points at different resolution levels; the wavelet threshold
parameter is εr = 10−3.

variations of the cp. Figure (7.8) shows clearly that using εr = 10−2 the wavelet-based algorithm
will capture only the temperature trend in the range z = 0− 5× 10−3; conversely, in the cases with
εr = 10−3 and εr = 10−4 WAMR automatically refines the grid, the triangular symbols represent
the added points, capturing also the relatively small temperature variations.

εr J NT πw ∆zmin

10−2 2 35 ' 54% 3.125 × 10−2

10−3 8 80 ' 98% 2.441 × 10−4

10−4 11 114 ' 99% 3.052 × 10−5

Table 7.3: Maximum resolution level, number of grid points and compression
ratio with respect to the relative wavelet threshold parameters, with p = 60 bar

and χ0
max = 200 s−1.
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Figure 7.7: cp and grid points at different resolution levels for z = 0 − 0.05; the
wavelet threshold parameter is εr = 10−3.
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Figure 7.8: Temperature with respect to the mixture fraction for three threshold
parameters, with p = 60 bar, χ0

max = 200 s−1.

The pressure effects on steady state solutions have been investigated in the range p = 60− 160
bar, with χ0

max = 100 s−1. Sixth order wavelet functions and a threshold equal to εr = 10−3

are again used for the wavelet representation. By increasing the pressure, an upward trend for
maximum temperature and CO concentration can be observed in Figs. (7.9)-(7.10). Table (7.4)
shows the variation of the maximum resolution with respect to pressure: higher values of the
compression ratio are reached for p = 60 bar. This is due to a localized-high temperature variation
in the vicinity of z = 0, that the wavelet-based method is able to accurately capture: the largest
number of grid points is concentrated near z = 0.
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Figure 7.9: Temperature with respect to the mixture fraction in the pressure range
p = 60− 160 bar, with χ0

max = 200 s−1; the threshold parameter is εr = 10−3 and
the wavelet order is 6.
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Figure 7.10: YCO with respect to the mixture fraction in the pressure range
p = 60− 160 bar, with χ0

max = 200 s−1; the threshold parameter is εr = 10−3 and
the wavelet order is 6.
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p (bar) J NT πw

60 8 80 ' 98%
80 4 63 ' 68%
100 4 63 ' 68%
120 4 63 ' 68%
140 4 63 ' 68%
160 4 61 ' 68%

Table 7.4: Maximum resolution level, number of grid points and compression
ratio with respect to pressure.

7.5 Suggestions for future work

The results obtained in section (7.4) represent the preliminary step to build the multi-dimensional
tabulated flamelets. This section of the chapter has the aim to show a possible strategy to build the
multi-dimensional tabulated flamelets using WAMR. The so obtained library will play a pivotal
role in the numerical simulation of turbulent diffusive flames in high pressure combustion devices.

Different strategies can be implemented. On one hand, the tabulated flamelets can be con-
tructed by exploiting the just known capability of the wavelet-based collocation method to work
in a multi-dimensional context, making use of higher-dimensional bases functions. Mathematical
details of how WAMR works in a multi-d context can be found in the work of Grenga [16], with
practical applications. On the other hand, a simple procedure can be implemented, by repeat-
edly using WAMR in the one-dimensional context. The next section is dedicated to the detailed
explanation of the latter strategy.

7.5.1 Multi-dimensional tabulated flamelets

The main idea is to generate the table in the p − χ0
max plan, where each point identifies fixed

values of pressure and scalar dissipation rate through which simulations can be performed. A
simulation consists in the time integration of the flamelet equations (6.1)-(6.2) with DVODE.
Possible theoretical guidelines to build the tabulated flamelets are here summarized. The basic idea
to build the table is to take constant values of pressure or scalar dissipation rate and to perform an
adaptive refinement along the scalar dissipation rate or pressure direction, respectively. To explain
the procedure, in this context the pressure value is fixed. Therefore, the adaptive refinement
through the wavelet interpolation will be performed along the scalar dissipation rate direction.

The base grid

The first step for the table construction is the identification of a base grid in the p − χ0
max plan,

composed only of essential points. An example is shown in Fig. (7.11a). It has been obtained
through preliminary simulations for the range p = 40− 180 bar and χ0

max = 200− 4000 s−1. Each
blue point is associated with a steady state solution (represented by the temperature and mass
fractions trends along the mixture fraction) obtained for a test performed with assigned values of
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pressure and scalar dissipation rate. As an example, in Fig. (7.12) four simulations performed at
four points of the base grid are considered, namely:

• Simulation #1 at p1 = p∗ = 40 bar and χ0
max = χ0

max1 = 2575 s−1,

• Simulation #2 at p2 = p∗ = 40 bar and χ0
max = χ0

max2 = 2100 s−1,

• Simulation #4 at p4 = p∗ = 40 bar and χ0
max = χ0

max4 = 1625 s−1,

• Simulation #5 at p5 = p∗ = 40 bar and χ0
max = χ0

max5 = 1150 s−1,

where only the pressure is constant. The associated steady state solutions are:

• Simulation #1: T ss
1 (z, p∗, χ0

max1) and Y ss
1,i(z, p∗, χ0

max1) i = 1, . . . , Ns z = z1, . . . , zNT1
,

• Simulation #2: T ss
2 (z, p∗, χ0

max2) and Y ss
2,i(z, p∗, χ0

max2) i = 1, . . . , Ns z = z1, . . . , zNT2
,

• Simulation #4: T ss
4 (z, p∗, χ0

max4) and Y ss
4,i(z, p∗, χ0

max4) i = 1, . . . , Ns z = z1, . . . , zNT4
,

• Simulation #5: T ss
5 (z, p∗, χ0

max5) and Y ss
5,i(z, p∗, χ0

max5) i = 1, . . . , Ns z = z1, . . . , zNT5
.

Note that the steady state solutions are built on adaptive mixture fraction grids, characterized by
different number of points.

The neighbouring points

Figure (7.11b) represents the neighbouring points (red stars) in the p− χ0
max plan associated with

the finer resolution level, that is added in a dyadic way, namely in the middle of two existing points
of the base grid. Looking at Fig. (7.12), the neighbouring point represented by the red star is
considered:

• Simulation #3 at p3 = p∗ = 40 bar and χ0
max = χ0

max3 = 1862.5 s−1,

and the steady state solution is:

• Simulation #3: T ss
3 (z, p∗, χ0

max3) and Y ss
3,i(z, p∗, χ0

max3) i = 1, . . . , Ns z = z1, . . . , zNT3
.

The wavelet interpolation

The steady state solution on the sparse grid #3 can be approximated with the wavelet interpolation.
The extension of the interpolation stencil depends on the chosen wavelet order. If fourth order
wavelet functions were considered, the interpolation stencil would be composed by 4 points. This
means that, to evaluate the approximated function at a fixed mixture fraction value z = z̄ belonging
to the sparse grid #3 composed of NT3 grid points, namely f̃3(z̄, p∗, χ0

max3) (where f plays the
role of the temperature and/or mass fractions in the flamelet problem), four functions values are
needed at the coarser resolution level, namely f1(z̄, p∗, χ0

max1), f2(z̄, p∗, χ0
max2), f4(z̄, p∗, χ0

max4)

and f5(z̄, p∗, χ0
max5). If some functions values were not available for z = z̄ because of the lack of

this grid point on the corresponding mixture fraction grid, they should be found and reconstructed
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through the wavelet interpolation performed along the local mixture fraction coordinate. The
approximated temperature and mass fraction at z = z̄ are T̃3

ss
(z̄, p∗, χ0

max3) and Ỹ ss
3,i(z̄, p∗, χ0

max3)

with i = 1, . . . , Ns. Repeating the interpolation procedure for all the mixture fraction values,
namely z = z1, . . . , zNT3

, the approximated temperature and mass fractions trends along z are
found:

• Simulation #3: T̃3
ss
(z, p∗, χ0

max3) and Ỹ ss
3,i(z, p∗, χ0

max3), i = 1, . . . , Ns, z = z1, . . . , zNT3
.

To evaluate the error introduced by the wavelet interpolation, the infinity norm can be chosen as
evaluation tool:�����

�����T ss
3 (z, p∗, χ0

max3) − T̃3
ss
(z, p∗, χ0

max3)

T ss
3 (z, p∗, χ0

max3)

�����
�����
∞

≤ εT3 z = z1, . . . , zNT3
, (7.28)

�����
�����Y ss

3,i(z, p∗, χ0
max3) − Ỹ ss

3,i (z, p∗, χ0
max3)

Y ss
3,i (z, p∗, χ0

max3)

�����
�����
∞

≤ εY3,i i = 1, . . . , Ns z = z1, . . . , zNT3
, (7.29)

where, εT3 and εY3,i are scaled wavelet threshold parameters (Eq. (2.67)). To promote the
neighbouring point of Fig. (7.12) to new essential point, at least one of the Ns + 1 inequalities
(7.28)-(7.29) must be unsatisfied, otherwise the point becomes a non-essential point.

The theoretical considerations described for the sole neighbouring point of Fig. (7.12) are
valid for all the neighbouring points represented in Fig. (7.11b).
In the vicinity of the new essential points, new neighbouring points are added and new resolution
levels are introduced. The wavelet adaptive refinement is repeated until no essential points are
found at the current resolution level.

(a) (b)

Figure 7.11: Full grid in the pressure - scalar dissipation rate plan for the first
(base) and second resolution levels. The blue points are essential points, while
the red stars represent neighbouring points that will be classified as essential or

non-essential points after the wavelet analysis.
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Figure 7.12: Simulations associated with four points of the base grid and a sole
neighbouring point represented by the red star.
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CHAPTER 8
Conclusions

The coupling of WAMR and the G-Scheme is proposed with the goal of achieving an adaptive
model reduction in space and time. The mesh refinement, performed by WAMR, allows to obtain
a reduction of DoFs with respect to those ones required by a reference uniform grid ensuring the
same accuracy in space. The model reduction performed by the G-Scheme allows to identify the
active equations to be integrated in time. To quantify the compression degrees, the compression
ratios πw , πgs and πO are introduced.

The Elezgaray-Arneodo reaction diffusion system is deeply studied with several purposes.
First, the good implementation of WAMR is tested by studying the steady state of the system.
Various tests aremade, using differentwavelet threshold parameters andDVODEas time integrator.
The tests show that the errors between the adaptive solutions and the reference ones, evaluated in
terms of infinity norm, are always lower than the prescribed accuracies in space.

A different system behaviour - namely, the periodic bursting - is studied with the aim to
check the capability of the coupled scheme WAMR/G-Scheme to generate accurate time varying
solutions with respect to reference solutions where uniform grids and a standard time integrator
- DVODE - are used. Looking at one limit cycle, the tests show that an excellent agreement
between the adaptive time varying solutions and the reference ones is achieved. Moreover, the
performance of the solverWAMR/G-Scheme, evaluated in terms of computational cost required to
complete a single limit cycle, are deeply investigated. As expected, the coupling between WAMR
and the G-Scheme allows to greatly reduce the computational cost with respect to the case where
the G-Scheme is employed on uniform grids: the workload goes from ≈ 1411 s (for the solver
where the G-Scheme and uniform grid are employed) to ≈ 6 s (for the solver where WAMR and
the G-Scheme are employed). Moreover, further reduction of the workload is obtain by reusing
the basis vectors (≈ 3.5 s for WAMR, G-Scheme with reuse of the basis), with minimal loss of
accuracy with respect to the reference case (DVODE and uniform grid). The frequency of the
reuse of the basis vectors is particularly high if the system behaviour is quite linear: by tracking
the time variation of a single eigenvalue of the Jacobian matrix, it is shown that a nonlinear system
behaviour correspond to a significant variation of the mode shapes associated with the selected
eigenvalue.
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Other tests are made starting from the simulation where WAMR, the G-Scheme and the reuse
option are used, because of the just known capability of this combined solver to generate accurate
solutions with a minimal workload. The relative wavelet threshold parameter is varied from
εr = 10−3 to εr = 10−6. Simultaneously, the G-Scheme relative tolerances are changed too. As
expected, if a larger accuracy is required - namely lower εr - the total CPU time associated with
the solver WAMR/G-Scheme (with reuse of the basis) sharply increases. In particular, one has
3.571 s for εr = 10−3 and 1919.129 s for εr = 10−6.

In the last part of the work, several tests are made with the aim to compare the G-Scheme
framework and the AIM approach. The importance to use a time varying tail as calculated by
the G-Scheme theory is stressed and proved: the time varying solutions over one limit cycle are
extremely accurate with respect to a reference time varying solution, obtained with a time varying
tail dimension. About the performance one has that for the more conservative test where the tail
dimension is T = 73, the total CPU time and the integration time steps are 102.438 s and 2739,
respectively, while for the case where the tail dimension is time varying, one has 6.065 s and 101,
respectively.

As a more complex reaction-diffusion system, the unsteady flamelets model for non-premixed
combustion are firstly studied for pressure and temperature values far from the supercritical
conditions. The coupled scheme WAMR/G-Scheme is used to generate adaptive solutions. The
comparison with reference time varying solutions - built on uniform grid and integrating the
flamelet equationswithDVODE - is proposed: an excellent agreement can been clearly appreciated.
The evaluation of the compression ratios shows that the G-Scheme and WAMR efficiency is
minimum during the transient phase, where more DoFs are required to better described the
temperature and concentrations variation in time. The eigenvalues analysis of the Jacobian matrix
is proposed, identifying the active, fast and slow subspaces: the number of active modes is equal
to one when the steady state is reached, according to the theory. The performance of the coupled
scheme WAMR/G-Scheme is evaluated considering also an OS technique. As expected, strong
advantages to use the OS technique can be obtained by evaluating the total computational cost
required to perform the adaptive mesh refinement and the G-Scheme model reduction: looking
at the orders of magnitude, one has that the Log10(CPU Time) goes from 4.602 for the most
expensive case of WAMR/G-Scheme without reuse of the basis vectors to 2.99 for the cheapest
case of the G-Scheme is used in the OS technique.

Finally, the WAMR framework is used to generate steady state solutions of the flamelet
equations in near-critical and supercritical conditions, using a detailed kinetic mechanism. To
well describe the fluid behaviour at these conditions, the three-parameters RK-PR EoS is adopted.
The density and cp of the methane at different pressures and temperatures are evaluated through
the RK-PR EoS. These results are in good agreement with reference data. By fixing the pressure
(p = 60 bar), the scalar dissipation rate (χ0

max = 200 s−1) and the threshold parameter (εr = 10−3),
the capability of the wavelet method to well capture strong variations of the solutions is shown:
grid points are added only where higher resolution levels are required to ensure the achievement
of the prescribed accuracy. The excellent capability of the wavelet compression with respect to
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a reference uniform grid having the same minimal spacing is shown evaluating the compression
degree, equal to πw = 98%. The evaluation of the thermodynamic properties at grid points in
near-critical and supercritical conditions is particularly expensive. The associated computational
time represents the 95% of the total computational time requested for the RHS evaluation at each
grid point. By using dynamically adaptive grids the number of DoFs is greatly reduce with respect
to a reference uniform grid having the same minimal spacing. As a result, the time integration
of the flamelet equations results much less expensive. By increasing the values of the threshold
parameters from εr = 10−2 to εr = 10−4, higher refinement levels are reached, more grid points
are added and the compression ratios are larger. Furthermore, smaller solution variations are well
captured with smaller threshold parameters. Finally, the pressure effects on steady state solutions
are investigated, fixing εr = 10−3, χ0

max = 100 s−1 and varying the pressure from p = 60 − 160
bar. Higher resolution levels are only reached in the vicinity of the critical conditions of the
mixture, i.e. where the cp variations are larger. Note that this work represents the first step to
build the multi-dimensional tabulated flamelets through the use of the wavelet-based collocation
method. They will be obtained through the simulation at different conditions (e.g., pressure and
scalar dissipation rate). The wavelet method will be also used to determine if it is necessary to
perform the simulation for given p and χ0

max in order to obtain a multi-dimensional table with the
defined accuracy. Preliminary results have been just obtained for the range p = 40 − 180 bar and
χ0
max = 200 − 4000 s−1.
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