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Abstract. This paper is to discuss a matter of preprocessing 2D in-
put images by selected methods of Evolutionary Computation. In the
following sections we try to analyze possibility of using Artificial Bee
Colony algorithm to preprocess input images for classification purposes.
Experiments have been performed with the examined method applied
on a set of test images, to present and discuss efficacy and precision of
recognition.
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1 Introduction

Image recognition is one of the processes, where dedicated computer systems
may help to classify input objects. However, this is non-trivial operation and
the efficacy is of a paramount importance. Therefore in this paper we try to
analyze an application of selected Evolutionary Computation (EC) method, in
particular Artificial Bee Colony Algorithm (ABCA), combined with a simplified
sobel filter version what creates a 2D input image recognition system.

EC gives interesting solutions that are imitating the behavior of real organ-
isms to efficiently assist in various problems solving. They find application in po-
sitioning, simulation, optimization, control and management. Dynamic systems
can be positioned by using EC methods: [19], [18] or [22]. Evolutionary Strate-
gies (ES) efficiently help to create learning sets for Artificial Intelligence (AI)
control systems as presented in [6] and [3]. Moreover, EC powers the resolution
of complicated differential and integral equations like in positioning queueing
systems: [5], [25], [16], [24] and [23]. CI can be applied in the optimization of
ultrasound surgery (see [11]), FUZZY-PID controllers (see [20]) or simulation of
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iron cast and heat transfer (see [7] and [8]). As You see CI can provide many
methods that are efficient in various operations. In this paper we will describes
the application of Artificial Bee Colony Algorithm (ABCA) in image processing.

1.1 Related Works

EC is also efficient in image preprocessing. Firefly Algorithm was used in image
compression [9], gray-scale image watermarking [13] and Key-Point classification
[26]. Cuckoo Search Algorithm has efficient application in intelligent video target
racking [21], satellite image segmentation [2] and image recognition [28].

Such notable examples convinced us to examine ABCA as a part of 2D image
classifier. Therefore, we want discuss a novel approach to object classification
based on the application of ABCA with a sobel filter that preprocesses 2D input
images, so as to simplify object recognition. Research results for sample images
from open test images databases12 are presented and discussed in the following
sections.

2 Sobel Filter

Sobel operator evaluates directional gradient of the luminosity. Then, it reveals
the edges of the depicted objects as the pixels with high gradient value. These
points are characterized by sharp-cut variations of luminosity (e.g. the sudden
variation of luminosity for a well-lit object on a dark background provides the
bright edge).

In the examined solution, a sobel based recognition in gray scale images is
obtained by an edge detection approach using derivative preprocessing. In order
to recognize shapes, the edges are detected by applying a sobel filter based on a
differential operator, see [4] and [1]. Applied sobel operator approximates the two
dimensional gradient of a luminance function by a convolution with an integer
filter applied along the axial directions. In order to detect the edges contained in
a gray scale image I, the sobel operator makes use of the second order differential
operator. Therefore it is a kind of an orthogonal gradient operator in local form.
For a continuous function f : R2 → R and a given image point xi = (xi,1, xi,2),
the gradient can be expressed as ∇f so that:

df = ∇f · dxi = [∂1f, ∂2f ] · [dxi,1, dxi,2] , (1)

where partial derivatives ∂1f , ∂2f are computed for each pixel location. In the
applied method, an approximation is achieved as a convolution of kernels for a
small area of neighbor pixels. ∂1f and ∂2f use a separate kernel each, so there
are two applied kernels combined into a simplified gradient operator:

S1 =

−1 −2 −1
0 0 0
1 2 1

 , S2 =

−1 0 −1
−2 0 2
−1 0 1

 . (2)

1 www.imageprocessingplace.com
2 http://sipi.usc.edu/database/
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One of the kernels from (2) has a maximum response for the vertical edge and
the other has a maximum response for the horizontal edge of the input object.
Therefore, in the applied method, the maximum value of the two convolutions
is used as the output bit of each input image point. As a result, we get an image
of the edge amplitude. In order to obtain the edges of the image, starting by its
associated luminance intensity matrix I, for every pixel xi = (xi,1, xi,2) of the
image we compute the following functions:

g1(xi) = g1(xi,1, xi,2) =
3∑

m=1

3∑
n=1

S1mn · I(xi,1 +m− 2, xi,2 + n− 2),

g2(xi) = g2(xi,1, xi,2) =
3∑

m=1

3∑
n=1

S2mn · I(xi,1 +m− 2, xi,2 + n− 2),

g(xi) = g(xi,1, xi,2) = g21(xi) + g22(xi),

(3)

where S1ij , S2ij , g1 and g2 are taken form the classical Sobel approach. In classic
version, once the values of the functions in (3) are obtained for each pixel, the
edges are defined as the pixels in the subset of points E ⊂ I so that:

∀xi ∈ E ⇒


g(xi) > 4

〈
g2
〉

g1(xi) > g2(xi)
g(xi) ≥ g(xi,1, xi,2 − 1)
g(xi) ≥ g(xi,1, xi,2 + 1)

∨


g(xi) > 4

〈
g2
〉

g1(xi) < g2(xi)
g(xi) ≤ g(xi,1 − 1, xi,2)
g(xi) ≤ g(xi,1 + 1, xi,2)

, (4)

basing on the g1, g2 and g computed in (3). When a sobel filter is applied to
2D input image I, a new indexed image is depicted as a plain representation of
the points of E ⊂ I, as defined in (4). The indexed image coordinate system is a
representation of I, whereby all the values are zeros, except for the coordinates
of the points in E which are ones. Such a representation is lossy since it does not
carry the values given by the functions in (3) but only a logical representation
of the set E .

To obtain an advanced identification of the edges retaining partial informa-
tion, such as the values of the functions in (3), Sobel filter must be modified.
For each point of I, instead of obtaining E from (4), we used the value of g(xi)
and its square root:

∀xi ∈ I ⇒ g̃(xi) =
√
g(xi) =

√
g21(xi) + g22(xi). (5)

Using g and g̃ functions defined in (3) and (5), edges become blurred. However
now they are more suitable for EC recognition purpose, since higher values are
obtained with respect to the other points of image I. The bright patterns, become
the shapes for applied EC methods which can now solve shape detection and
recognition. Let us present the applied version of the sobel filter method, see
Algorithm 1.
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Algorithm 1: Simplified sobel filter algorithm

Start,
Import image I to Im,
Calculate the number of pixels columns and rows in 2D input image Im,
Create the 3× 3 filters S1 and S2 using (2),
while n ≤ rows do

while m ≤ columns do
Grays[m][n] = ccvmean(Im[m][n]),
// ccvmean is the mean of colour channels values

Compute g, g1 and g2 on Grays[m][n] using (3),
if f selection specifies it then

g tilde[m][n]=sqrt(g[m][n]),
end
// Apply the filter to the 2D input image

end

end
Save g as a bitmap grayscale image GIm,
switch f selection do

case 1 Save g as a grayscale image GIm,

case 2 Save g tilde as a grayscale image G tildeIm,

case 3
Save g as a grayscale image GIm,
Save g tilde as a grayscale image G tildeIm,

end

endsw
Stop.

3 Artificial Bee Colony Algorithm

ABCA is one of the new EC methods. One of the first versions was presented in
[10] and [29]. In the idea, ABCA is inspired by the behavior of honey bees.

During searching for food, bees have developed a variety of techniques to
communicate with each other. This communication is related to the sources of
nectar and helps to determine the location of best source. One of such techniques
is a waggle dance. Performing it, the bees are providing the information about
distance from the hive to the source of the nectar, it’s direction and quality.

In implemented ABCA, bees are divided into groups. There are scouts, who
are searching for food in a random way over the given space. Then there are on-
lookers and finally employed bees. After coming hive, scouts perform the waggle
dance in which the information about the nectar is provided. Onlookers watch
waggle dance of others bees, and then choose the best places to go for searching.
The last group are employed bees. In the method we treat a bee as a point in
the solution space of the model. The bee stays at each point until it finds (by
contacting with other bees) a better point. If there is a new, better place of
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nectar source in the space (the bee gets such information from others) then the
source is abandoned and the employed bee goes for searching of it. Therefore it
becomes a scout. The bee is flying and searching for nectar. At the end of each
epoch we compare all the bees (the information is given to others in a waggle
dance). This comparison gives an information, where the best nectar sources
(according to the fitness function) are placed. Thus the bees from this part of
the solution space are keeping their positions and the others are flying toward
this direction to find more good nectar sources. In the hive, at the end of each
epoch the bees are performing waggle dance. They watch each other to get in-
formation about best nectar source positions. An onlooker bee chooses the best
food place according to the formula:

p(xi) =
Φ(xi)∑i=n
i=1 Φ(xi)

, (6)

where Φ(xi) is a value of the fitness function calculated for each dancing bee.
Having this information the population is sorted according to fitness, and in this
way the set of best nectar sources (location of these employed bees) is evaluated.
Therefore other onlookers can go to search for food in this direction. They fly in
random way and their position over the input space is modified by the equation:

xi
t+1 = xi

t + αk ·∆xik, (7)

where k is randomly chosen index of the bee among those placed in best nectar
sources, αk is a random number between [−1, 1] and ∆xik is calculated as:

∆xik = (xij − xkj), (8)

where j is randomly chosen spatial coordinate of the chosen bee. In this way
we model a waggle dance in the hive, selection of the best nectar sources (best
fitness function points) and movement of all the bees toward this direction in
each epoch.

An ABCA is quite simple. At the very beginning we create a random popula-
tion of n bees. Each bee is a place over the classified image. We will be evaluating
it by getting the brightness of the pixel (potential Key-Points). In the next step,
we check fitness function for each of them and sort the entire population ac-
cording to this value. After that we selected m best bees among them. The best
bees are transferred to next round and the process starts from the beginning.
An implementation of the method is presented in Algorithm 2.

3.1 Image preprocessing method

A digital 2D image I consists of points, each having a position and special prop-
erties. The position of a pixel with given coordinates xi = (xi,1, xi,2) and its
properties (i.e. brightness or saturation) are crucial for classification. This com-
bination brings unique information about the objects in the picture. However,
correct classification depends on the right decision (i.e. recognition), which is
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Algorithm 2: ABCA to classify 2D images Key-Points

Start,
Define all coefficients: n-size of population, m-number of chosen best bees,
number of generations and number of bees,
Define fitness function for the algorithm using (9),
Create a random initial population of bees in 2D image,
t = 0,
while t ≤ generation do

Evaluate bees population using (6),
Sort bees according to the value of fitness function,
Select m best locations among all bees,
Using (7) move the bees toward nectar source (best locations) defined in (8),
Next generation t + +,

end
Values from last population with best fitness are the solution,
Stop.

based on some features. Thus, a Key-Point is a pixel in a 2D input image I with
peculiar properties making it important for object recognition. A Key-Area is
containing many Key-Points that all together compose an object to recognize.
In other words, to find the object of interest our eyes search for areas in the
picture that contain many points of the same kind. This recognition process has
some steps that may be implemented in a computer system. Sobel filter is ap-
plied for preprocessing 2D input images to be passed to an ABCA based object
recognition. The filter is extracting the most important features in each input
image I.

Each bee is representing a single pixel (point in the image). A population
of bees is then simulated in order to move from point to point and search for
specific areas. Searching is based on a simplified fitness function that reflects
brightness of each filtered image point

Φ(xi) = Φ((xi,1, xi,2)) =

{
0.1 . . . 1 saturation
0 other

, (9)

where Φ(xi) denotes the quality of the evaluated pixel reflected in the scale from
0.0 to 1.0, where color saturation changes from black to white. Therefore using
ABCA with fitness function (9) for sobel filtered input images we are to build a
simplified 2D image classifier, see Figure 1. Using filtering we extract the borders
of input objects, which will be marked in white on a dark background. Therefore,
these filtered images are proper input objects for ABCA classifier. When bees
fly in search for nectar, they pick points with the best fitness within the range
of their flight. Then, from all points we take m best locations, where fitness
function is highest. These points are taken to next round and the rest of the
population is moved toward them, as defined in the algorithm. Finally, the last
generation cover areas of interest. In the research, simulations were performed
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Fig. 1. 2D input image recognition process

for 400 bees in 20 generations with α = 0.3 and m = 30. Let us see some sample
research experiments results.

4 Research results

In the examinations sample test images were used (see Section 1). We tried to
examine the behavior of the proposed classifier on various 2D images. Research
results are presented to discuss potential efficiency. Fig. 2 to Fig. 6 present the
classifier steps. Firstly, the leftmost top image in each Figure presents the original
input image. Then, going towards the right on the first row, we can see the image
after the first sobel filtering, then the filtered image with ABCA recognized Key-
Points (in red). The second row shows (from left to right) the image after the
second filtering operation, the filtered image with ABCA recognized Key-Points
(in red), and, finally the main result: classified 2D input image, where Key-Points
are presented on top of the original input image (each one in red).

We can see that proposed solution can find shapes of recognized objects.
ABCA is able to recognize objects, however applied sobel filtering is helping a
lot to improve classification. If we look at images closely, we see that in recog-
nition without filtering ABCA finds only location. However after filtering the
recognition is much improved. Depending on the input object, recognition over
first filtering gives good quality. However sometimes second filtering is even more
crucial to help in exact shape recognition (see Fig. 5 and Fig. 6).

4.1 Conclusions

It is possible to preprocess images by ad-hoc combination of sobel filter with
ABCA as a simplified EC classifier. Performed calculations are very simple. We
just use formulas (1) – (4) to filter input image and then (6) – (8) to calculate
the position of Key-Areas in examined images. The classifier covers recognized
objects with Key-Points. If the input images have many points with the same
value, the classification process may be more complicated. On the other hand,
the system efficacy is self-increased if we are looking for Key-Points with high
contrast in relation to surroundings. Moreover, it is possible to increase the clas-
sifier efficiency in some ways. The first step would be introducing more precise
sobel kernels or filtering functions. The second step is to have more efficient
ABCA motion or information processing. Finally, we can introduce better fit-
ness function. Better filtering or ABCA method models will be considered in
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Fig. 2. 2D input image recognition process over construction images

Fig. 3. 2D input image recognition process over facial images

the future research. However, introducing a special recognition function is non-
trivial task. The fitness function is the most sensitive part of the classifier. To
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Fig. 4. 2D input image recognition process over landscape images

Fig. 5. 2D input image recognition process over single objects

increase its efficiency in classification we must define a special function for the
various classes of objects, i.e. different for blocks or buildings, for faces and other
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Fig. 6. 2D input image recognition process over many objects

appearance features, etc. From our research findings, we can state that it is very
unlikely to have one function for all classified objects types. Therefore another
attempt to improve it, would be to use some dedicated AI methods, like neural
networks [14] or fuzzy systems [17].

5 Final Remarks

We can state that the presented classifier can find objects of interest, and there-
fore answer to the question given in the title is positive.

This feature makes it a promising tool for Artificial Intelligence recognition
systems. The solution discussed in this article can work as a part of sophisti-
cated image classifiers. We decided to apply sobel operator for image filtering
for its low complexity and coarse precision, which both have importance for
the problem of edge detection. Applied ABCA is easy to implement and allows
easily exploration of the entire input image without complicated mathematical
operations. However the precision in recognition is still not enough. It is possible
to increase ABCA efficiency, if applied to filtered objects located among many
other of lower brightness.

In further research, we plan to work on sobel filter precision, by applying
other kernels and ABCA method by improving motion or decision. We will also
lead further research on classifier fitness function. Furthermore, we will try to
build a classifier for large collections of input images using fast methods like [15],
[27] and [12].
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12. Z. Marsza lek, D. Po lap, and M. Woźniak. On preprocessing large data sets by
the use of triple merge sort algorithm. In Proceedings of International Confer-
ence on Advances in Information Processing and Communication Technologies -
IPCT’2014, pages 65–72, Santa Barbara, California, USA, 2014. The IRED, Seek
Digital Library.

13. A. Mishra, C. Agarwal, A. Sharma, and P. Bedi. Optimized gray-scale image wa-
termarking using dwt svd and firefly algorithm. Expert Systems with Applications,
41(17):7858–7867, 2014.

14. C. Napoli, G. Pappalardo, and E. Tramontana. A hybrid neuro-wavelet predictor
for qos control and stability. Lecture Notes in Computer Science - AI*IA 2013,
8249:527–538, 2013.
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