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ABSTRACT 

 

Magnetic resonance imaging is effective for non-invasive detection of myocardial diseases by Extracellular 

Volume Fraction (ECV) estimation. A new methodology for T1 and ECV mapping is tested in this work, 

comparing results with other well-consolidated methods. The associated level of uncertainty for data was also 

estimated, to assess the reliability of the technique. A phantom with known T1 values was used for reference, 

and 60 subjects (40 controls, 20 diseased patients) were examined, using the Modified Look-Locker 

Inversion-Recovery (MOLLI) method. Obtained T1 data were studied in terms of accuracy (difference with 

reference T1), paired comparisons with other methods, and Gamma-tool analysis with tolerances criteria of 

4.21 mm for distance-to-agreement, and between 2-5% for T1 difference. Accuracy and precision of the T1 

mapping was analysed by phantom  measurements, and  the uncertainty of the ECV was estimated by T1 error 

propagation. Differences (in paired comparisons) of T1 datasets were not significant neither for statistical 

tests, nor for Bland-Altman analysis. T1 accuracy was between -12% and -1% across methods, slightly better 

for the tested method (mean accuracy in the T1 range of interest better than 2%). The Gamma analysis 

confirm slightly better results for the tested method than other methodologies. The new method improves the 

computational efficiency by a factor of 25 (at least), revealing to be also more suitable for Big Data-related 

applications. 
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Introduction 

Late Gadolinium Enhanced (LGE) Cardiac Magnetic Resonance (CMR) is a diagnostic reference for focal 

myocardial fibrosis, whose importance grew further after the development and optimisation of the Inversion-

Recovery (IR) sequence [1-3]. T1 mapping can also detect diffuse myocardial disease [4-6], but the T1 of the 

normal myocardium cannot be measured directly in diseased patients. Data for various tissues were reported 

recently in literature [7], in most cases interpolating signal data by the Levenberg Marquardt (LM) algorithms 

[8]. However, the Extracellular Volume Fraction (ECV, defined as the fraction of myocardial tissue not 

occupied by cells) has proven to be a more accurate and reproducible biomarker for myocardial disease [9, 

10], and can be determined calculating the myocardium/blood partition coefficient  by mapping T1 before and 

after the Gadolinium administration. The uncertainty and accuracy of T1 values affects the ECV estimation. 

The level of precision (i.e., space and time reproducibility) and accuracy of T1 measurement, are generally 

influenced by many components, such as technical factors (e.g. sequence-related, partial volume effects), 

physiological factors (e.g., breath-holds, cardiac motion, flowing blood, and haematocrit), procedural errors 

(e.g., sequence-related parameters, repeatability of the scanner acquisition, and data fitting), and assumptions 

related to the contrast-agent [11]. A new, time-sparing, procedure to obtain the ECV map was recently 

described [12], in which a Nonlinear Least Squares (NLS) problem is solved to fit a five-parameter model to  

a dataset. In this method, the computational complexity of the problem was reduced to a search over one 

dimension. The algorithm concurrently restored polarity if only signal magnitudes are available. In the present 

work, the reliability of this method is further explored, investigating precision (space and time reproducibility) 

and accuracy of T1, calculating the propagated error for ECV and comparing the error range with the inter-

patient variability. Firstly, the results obtained with the new methodology are compared with those from well-

consolidated methods (previously published [13], and suggested by the scanner manufacturer [14]). Secondly, 

the error contributions to T1 values due to the fitting procedure and measurement repeatability are estimated 

(with phantom scans). Finally, the ECV values are calculated for a large cohort of patients (40 patients with 

known or suspected heart disorder and 20 healthy controls), comparing the error range with the inter-patient 

variability.  
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Materials and Methods 

Numerical and experimental phantom 

Eight flasks (3 cm of diameter and 4 cm high), containing 2% of agarose gel (Sigma-Aldrich ©) and 0.5% of 

NaCl (to mimic the tissue electrical conductivity), were prepared varying the concentration of CuSO4 (Sigma-

Aldrich ©) between 0.25 mM and 2 mM, obtaining  T2 around 50 ms (i.e. the normal myocardium value) and 

T1 values in the range 250-1000 ms. A ninth flask was a vial filled with 0.5% agarose gel and 0.025 mM of 

CuSO4,  to mimic blood T1 and T2 (about 1500 ms and 200 ms, respectively) [15]. The flasks were tied 

among them, and imaged with a 1.5 T MR tomograph (Magnetom Avanto, Siemens Healthcare, at Erlangen 

Germany). The reference T1 values of the flasks were measured with an IR (gold-standard) sequence using 25 

inversion times (TIs) in the range 100-2500 ms and interpolating signal data with the LM algorithm, (also, T2 

values were measured with a standard spin-echo pulse sequence using 10 echo times, but data are not shown). 

The T1 for each test object was determined from the T1 map as mean value in a ROI, covering about 80% of 

the cross-sectional area of the selected flask. A numerical phantom was generated with MATLAB (R2009b, 

version 7.9.0.529), oversampling the acquisition matrix (from a pixel size of 1.41×1.41 mm
2
 to 0.71×0.71 

mm
2
) and assigning to each flask the corresponding reference T1 value (Figure 1). 

 

Figure 1. Numerical phantom generated with MATLAB (reference T1 values are in ms and represented with 

a colorbar). 
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The phantom was scanned also with MOLLI (Modified Look-Locker Inversion-recovery) sequences for 

cardiac imaging, provided by the scanner manufacturer, comparing so measured T1 values with the reference 

values. A pre-contrast sequence scheme of 5(3)3 (i.e., five images are acquired starting from the first TI, and 

after a three-cardiac cycle pause, three additional images are acquired starting from the sixth TI), or 4(1)3(1)2 

for the post-contrast sequence, was chosen  to decrease the scanning time with comparable accuracy and 

precision [14]. Other sequence parameters were: matrix size=218256, voxel size=1.411.418 mm
3
, 

TR/TE=2.8/1.12 ms, and Flip Angle=35°. TI values pre-defined by the scanner manufacturer were used [14]. 

Image analysis and data interpolation for the MOLLI sequences are reported in the following.   

 

Image analysis and fitting procedures for MOLLI sequences 

Firstly, median filtering and thresholding with a variable cut-off were used to remove salt-and-pepper and 

random noise of the images. Data interpolations were performed by the Fast Nonlinear Least Squares  (FNLS) 

algorithm implemented in Altabella et al.  [12], obtaining pixel-wise mapping of T1. The following fitting 

model (including also T1* correction) was used:  

S(i, j, TI) = A(i, j) + B(i, j) ∙ 𝑒
− 

TI
T1∗(i,j)                                                               (1) 

T1(i, j) = T1∗(i, j) ∙ (
B(i, j)

A(i, j)
− 1),                                                                    (2) 

where A represent the scaling factor for signal intensity, B reflect the quality of the inversion, and T1* is the 

apparent T1.The aim is to find the best fitting T1(i, j) in the least squares sense (i.e. in terms of sum of 

squares) [12]. Equation 1 was solved using a reduced dimension approach, separating the unknown variables 

in S (i, j, TI), as also proposed previously by Barral et al. [16]. Using this approach, T1 can be found through 

one-dimensional search, without need of initial parameter estimation as a global search in the selected range 

of values is performed [12]. The results of FNLS were compared with those obtained from the method of 

Messroghli et al. [13] and from the scanner manufacturer [14]. Both of them use the LM algorithm, with a 

difference in the stop conditions for the iterations. Hereinafter, the three methods will be referred to as FNLS, 

MM and MS respectively. 
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The accuracy associated to mean T1 measured by MOLLI (with the same ROI used for IR acquisition, see 

phantom section) is defined as follows: 

T1 accuracy (%) =
T1MOLLI − T1IR

T1IR
· 100.                                                                   (4) 

Spatial reproducibility was estimated as the Standard Deviation (SD) in the ROI. Time reproducibility (test-

retest reproducibility) was assessed repeating the MOLLI acquisition once a day, for 9 days, calculating the 

associated SD for the mean T1. The T1 uncertainty was estimated assuming that the total uncertainty consists 

in the composition of two independent random errors normally distributed, so combining the time-dependent 

and spatial-dependent term into a quadratic sum. 

The Gamma-tool analysis, commonly used in radiotherapy to study the pixel-wise agreement between 

measured and reference spatial distribution of absorbed dose [17, 18], was here implemented (in MATLAB) 

to perform paired comparisons between reference (IR) and tested (MOLLI) T1 maps. The reference T1 map 

was obtained by down-sampling the numerical phantom aforementioned to the experimental acquisition 

matrix (i.e., matrix size 218256 and pixel size 1.411.41 mm
2
). The tolerance criteria in terms of Distance to 

Agreement (DTA) and pixel-by-pixel Difference (D) were set [17, 18]. The DTA tolerance was selected as 3 

pixels (4.23 mm), as the general rule states that the sampling pitch (i.e. the pixel size) should be less than or 

equal to one third of the DTA tolerance [18]. The D tolerance was varied in the range 2-5%. Gamma (γ) 

values higher than 1 indicate failure to comply with the tolerances adopted. 

 

Patient population and data acquisitions 

40 patients with known/suspected heart disorder (5 dilated cardiomyopathy, 5 pulmonary hypertension, 5 

hypertrophic cardiomyopathy, 5 non-compacted cardiomyopathy, 15 myocarditis, and 5 cases with other 

cardiac conditions) and 20 healthy controls were examined. The local ethics committee approved the study, 

and all subjects provided written informed consent. Apical, basal and mid-ventricular slice were acquired for 

each subject, pre- and post-injection (15 min later) of a Gd-BOPTA bolus (gadobenate dimeglumine, 0.1 

mmol/kg) [19], using the pre- and post-contrast MOLLI sequences described above (“Numerical and 

experimental phantom”). Signal images referred to various TI were systematically motion-corrected and co-

registrated, using software provided by the manufacturer [20]. 
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ECV calculation 

The ECV maps were calculated from the pre- and post-contrast T1 map, applying the following expression: 

ECV (%) = (1 − Hct) ∙
∆R1 myo

∆R1blood
 ∙ 100,                                                                  (3) 

where R1myo = (1/T1post-myo - 1/T1pre-myo) andR1blood = (1/T1post-blood - 1/T1pre-blood) are the longitudinal 

relaxation rate (R1) enhancement for myocardium and blood pool, respectively, and Hct is the patient 

hematocrit (i.e., the ratio between red blood cell volume and total blood volume). The ECV maps were 

calculated by the FNLS method (the MM and MS methods do not calculate directly ECV, but just T1 maps), 

performing also preliminary affine co-registration of pre-contrast and post-contrast T1 map [12]. Patient 

myocardial ECV was also used to compare several methods. Patient myocardial ECV was obtained as an 

average in a ROI delineating the myocardium region, drawn on the pre-contrast T1 map excluding pixels with 

values higher than 1250 ms, and overimposed on the ECV map (see Ref. 16 for a more detailed description). 

Statistical analysis  

The statistical tests were performed with MATLAB, using paired comparisons between the different methods 

(FNLS, MS and MM) by Bland-Altman analysis, Kruskal-Wallis test, and Student’s t-test, using Graph Pad 

Prism software (ver. 6, GraphPad Software, La Jolla California USA). The level of statistical significance 

chosen was p-value<0.05. For each method, patient ECVs were represented in boxplots reporting median, 

mean, interquartile range of 25-75%, and outliers, whereas the ECV relative error was calculated by 

propagation of T1 errors (spatial and time reproducibility) and represented as a histogram.  

Results 

Phantom studies 

 

Differences (in paired comparisons) of mean T1 datasets were not significant neither for Student’s t-test, nor 

for Kruskal-Wallis test (always p>0.20). Analogously, paired comparison for mean T1 with Bland-Altman 

plots did not evidence trend differences (Figure 2 reports an example of Bland-Altman plots for the 4(1)3(1)2 

MOLLI sequence).  
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Figure 2. Bland-Altman plots showing paired comparisons for the MOLLI sequence 4(1)3(1): FNLS vs MM 

(a), FNLS vs MS (b), and MM vs MS (c). The 95% confidence interval (red lines) and bias (dotted lines) are 

also displayed.  

The T1 accuracy (Equation 4) for each method is reported in Figure 3 for the 4(1)3(1)2 and 5(3)3 MOLLI 

sequence. The differences were between -12% and -1% across methods, with average differences for the 

4(1)3(1)2 sequence of -3.2% for MM, -1.7% for FNLS and -2.9% for MS, and for the 5(3)3 sequence of -

2.2% for MM, -1.6% for FNLS and -2.5% for MS. The FNLS showed the best computational efficiency, 

calculating T1 maps in 18 s with a standard desktop PC, whereas the computational time was 822 s and 471 s 

for the MM and MS method, respectively. 
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Figure 3. Accuracy of T1  measured by MOLLI sequences for all methods (FNLS, MM and MS) with respect 

to T1 values obtained by the IR spin-echo sequence: (a) 4(1)3(1)2 sequence, (b) 5(3)3 sequence.  

 

The Gamma analysis of the T1 maps was performed for all the tested methods varying D from 2% to 5%. An 

example of this analysis in terms of mean γ value (γm) and Pass Rate (PR, i.e. the percentage of pixels with 

γ<1), is reported in Table 1 for the 4(1)3(1)2 sequence (data for the 5(3)3 sequence were almost the same). 

Page 9 of 17 AUTHOR SUBMITTED MANUSCRIPT - PMB-107696.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 A

cc
ep

te
d 

M
an

us
cr

ip
t



10 
 

Figure 4(a-c) reports an example of Gamma distributions for the T1 map from the same sequence, obtained 

with D=3%, and referred to FNLS (a) MM (b) and MS (c). 

 

Table 1. Results of the Gamma analysis for different methods, using the numerical phantom as reference T1 

distribution and the T1 maps measured by the 4(1)3(1)2 sequence. The reported γm (mean γ value) and the PR 

(Pass Rate) were calculated for the three methods varying D from 2% to 5%.  

 

 

 

 

Methods D=2% D=3% D=5% 

m PR (%) m PR (%) m PR (%) 

 

FNLS 

 

1.15 

 

63.9% 

 

1.03 

 

67.9% 

 

0.98 

 

70.3% 

MM 1.27 56.7% 1.11 64.4% 1.07 68.6% 

MS 1.70 56.5% 1.32 60.7% 1.14 64.9% 
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Figure 4. Gamma distributions obtained by the comparison between experimental and numerical (reference) 

T1 maps: (a) FNLS (b) MM and (c) MS. Tolerance criteria were D=3%, and DTA=4.21 mm. The Gamma 

values are represented with a colorbar. 

 

The uncertainty on the T1 measured by MOLLI was estimated. For the FNLS method, the SD in the ROI on 

each test object (representing the spatial reproducibility of the T1 value) was at most about 2.4%, similarly to 

the other methods (up to 2.5%). Table 2 summarizes the mean T1 (averaged over repeated measurements) and 

percent SD for the three methods, obtained by the phantom studies with the 4(1)3(1)2 sequence, repeating the 

acquisition once a day for 9 days. 

 

Page 11 of 17 AUTHOR SUBMITTED MANUSCRIPT - PMB-107696.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 A

cc
ep

te
d 

M
an

us
cr

ip
t



12 
 

Table 2. Mean T1 (averaged over repeated acquisitions) and corresponding SD, repeating the acquisition with 

the 4(1)3(1)2 sequence, once a day, for 9 days. 

 

The maximal SD of the time reproducibility (considering also data from the 5(3)3 sequence, not shown) was 

about 7.4% (see Table 2). The quadratic sum of the time/spatial-dependent errors yields an uncertainty of 

about 8%, according to the literature [13]. The final uncertainty for the two other methods was similar, so an 

overall uncertainty of 10% was conservatively adopted for the T1. 

 

Patient studies 
 

The mean heart-rate value during the acquisitions was 62 ± 10 bpm. ECVs of healthy and diseased patients are 

represented in boxplots (Figure 5a-c). The ECV values of the healthy controls ranged for FNLS from 23.4% to 

29.8% (median value: 25.8%), whereas for MM from 24.1% to 30.1% (median value: 26.9%) and for MS 

from 23.9% to 30.6% (median value: 26.2%). For diseased patients, the FNLS yielded ECV values ranging 

from 31.0% to 53.9% (median value: 33.7%), MM values ranged from 28.7% to 45.9% (median value: 

36.8%) and MS values ranged from 31.5% to 54.9% (median value: 39.4%). The two groups of values 

significantly differ from each other for all methods. The ECV error was calculated by error propagation for 

each patient, considering an overall T1 uncertainty of 10% (aforementioned). ECV error distributions are 

reported in Figure 5d-f. The mean relative error on ECV was 2.5% for FNLS, 2.4% for MM and 2.3% for MS. 

 

PHANTOM IR FNLS  MM  MS  

TEST OBJECT ID T1 ref 

(ms) 

Mean (T1) 

(ms) 

SD (%) 

(ms) 

Mean (T1) 

(ms) 

SD (%) 

(ms) 

Mean (T1) 

(ms) 

SD (%) 

(ms) 

9 1339 1322.9 2.08 1303.8 3.21 1275.1 2.14 

8 1288 1257.6 7.42 1185.9 4.67 1147.9 5.94 

7 771.6 746.9 2.25 755.3 3.74 761.9 1.94 

6 624 616.4 1.85 616.3 3.22 620.7 1.70 

5 522 533.3 1.63 515.1 2.87 524.3 1.59 

4 455.8 448.6 1.43 443.9 2.59 451.9 2.04 

3 410.3 398.2 1.44 390.7 2.72 393.5 6.75 

2 371.5 362.1 1.56 363.1 3.54 365.4 2.90 

1 339.6 329.5 0.88 325.7 2.74 328.3 2.05 
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Figure 5. Left panels: boxplot comparing ECV (%) in controls and diseased (heart disorder, HD) patients for 

(a) FNLS, (b) MM and (c) MS (p-value of the Kruskal-Wallis test is also reported). Right panel: histograms of 

the error distribution of the ECV for (d) FNLS, (e) MM and (f) MS. 
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Discussion 

 

Statistical tests and Bland-Altman analysis did not show significant differences among mean T1 datasets from 

various methods. Also, the estimated uncertainty due to space and time reproducibility for T1 was similar 

among the methods. The results of the Gamma analysis confirm the similarity of the findings (see Table 1 for 

a result example). No patterns of disagreement result from a visual analysis of γ maps (Figure 4 reports 

sample data), except for high gradient regions where out-of-tolerance (>1) values  at the edges of each flask 

are systematically present. This is probably due to partial volume effects at the flask edges, reducing the SNR 

(signal is not present outside the flasks), so noise-related dispersion or bias of the data are more probable. On 

the other hand, out-of-tolerance values are almost systematic in the vial (where the highest T1 value is 

present) mainly for MM and MS, and this is also noticeable in plots of T1 accuracy (Figure 3), indicating a 

better performance for FNLS. Also, the results of the Gamma analysis seems to show slightly better results for 

FNLS than other methods, as evidenced by lower γm and higher PR reported in Table 1. A trend T1 

underestimation for all methods is also noticeable from Figure 3. This is probably due to linear phase-encode 

ordering, mostly used for T1 mapping, so the amplitude of the phase-encoding gradient increments in steps. 

This avoids signal perturbations related to eddy-currents, but on the other hand, it causes a progressive signal 

saturation related to T2 when approaching the k-space centre [11]. The proposed method reduces the range of 

search of T1 values, avoid the input of initial parameter, and yield solutions that intrinsically have physical 

meaning. Consequently, the resulting T1 maps should be less sensitive to the starting seed, and this seems 

confirmed by the mean accuracy slightly better for the FNLS method (Figure 3). A further benefit of this 

approach is undoubtedly true: the computational time is at least 25-fold decreased compared to other (LM-

based) methods, making possible also real-time ECV estimation, as well as paves the way to Big Data-related 

applications [21]. The distribution of the ECV errors (Figure 6) shows a maximum of 4.25%, yielding an 

experimental uncertainty (with k=2) of 8.5%, well below the ECV interpatient variability observed for the 

healthy subjects (36.0% at 2SD), confirming the reliability of diagnosis based on ECV. Myocardial ECV 

estimations for normal subject were in a good agreement with previous studies that reported values between 

25-26% [7, 22]. For the diseased subjects examined here the ECV values were in the range 32-54.3% (median 
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33.7%), also in this case in a good agreement with the values reported by previous studies (32.0%-69.0%) 

[22]. 

Conclusion 

The results obtained with FNLS were indistinguishable from those derived by other well-consolidated 

methods. However, the new methodology appeared slightly more accurate and more robust, providing 

solutions having always a physical meaning. The computational efficiency improves by a factor of at least 25, 

making this method more suitable for Big Data related applications. 
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