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ABSTRACT. We study the existence of solutions of a nonlinear parabolic problem of Cauchy-Dirichlet type having a
lower order term which depends on the gradient. The model we have in mind is the following:

ut − div (A(t, x)∇u|∇u|p−2) = γ|∇u|q + f (t, x) in QT ,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω,

where QT = (0, T)×Ω, Ω is a bounded domain of RN , N ≥ 2, 1 < p < N, the matrix A(t, x) is coercive and with
measurable bounded coefficients, the r.h.s. growth rate satisfies the superlinearity condition

max
{

p
2

,
p(N + 1)− N

N + 2

}
< q < p

and the initial datum u0 is an unbounded function belonging to a suitable Lebesgue space Lσ(Ω). We point out that,
once we have fixed q, there exists a link between this growth rate and exponent σ = σ(q, N, p) which allows one to
have (or not) an existence result. Moreover, the value of q deeply influences the notion of solution we can ask for.

The sublinear growth case with

0 < q ≤ p
2

is dealt at the end of the paper for what concerns small value of p, namely 1 < p < 2.
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1. Introduction

Let QT = (0, T)×Ω, where Ω is a bounded domain of RN , N ≥ 2.
We are interested in the study of existence results concerning the following nonlinear parabolic problem of
Cauchy-Dirichlet type: 

ut − div a(t, x, u,∇u) = H(t, x,∇u) in QT ,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω,

(1.1)

where the initial datum u0 = u0(x) is a possibly unbounded function belonging to a suitable Lebesgue space
Lσ(Ω), the operator −div a(t, x, u,∇u) satisfies conditions of Leray-Lions type in the space Lp(0, T; W1,p

0 (Ω))
with 1 < p < N, the r.h.s. H(t, x,∇u) is supposed to grow at most as a power of the gradient plus a forcing term,
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namely |H(t, x,∇u)| ≤ γ|∇u|q + f , γ > 0, provided that f = f (t, x) belongs to a suitable space Lr(0, T; Lm(Ω))
and the gradient growth rate is such that q < p.

The model equation one has to keep in mind is the following:

ut − ∆pu = γ|∇u|q + f in QT (1.2)

where ∆pv is the p-Laplace operator, namely ∆pv = div (|∇v|p−2∇v).

We give a very brief recall aimed at motivating both the mathematical and physical interest in the study
of problem (1.2). Consider, for the sake of simplicity, the linear case p = 2 and thus the equation we take into
account is

ut − ∆u = |∇u|q + f (t, x) in QT . (1.3)

The equation (1.3) can be seen, up to scaling, as the approximation in the viscous sense (ε→ 0+) of Hamilton-
Jacobi equations. We refer to [L] for a deeper analysis in this sense. Moreover, (1.3) is studied in the physical
theory of growth and roughening of surfaces as well and it is known under the name of Kardar-Parisi-Zhang
equation (see, for instance, [KPZ, KS]). We refer to [SZ] for a detailed overview on the several applications
of (1.3). Finally, equation (1.2) is the simplest model for a quasilinear second order parabolic problem with
nonlinear reaction terms of first order.

Here we list some previous papers and results to explain what is known in the literature.
The case p = 2 with Laplace operator, f = 0 and unbounded initial data belonging to Lebesgue spaces has

been extensively studied in [BASW]. The authors provide a detailed investigation of the Cauchy problem{
ut − ∆u = γ|∇u|q in (0, T)×RN ,
u(0, x) = u0(x) in RN (1.4)

assuming that q > 1 and γ ∈ R, γ 6= 0. Their approach to the study of (1.4) goes through semigroup theory
and heat kernel estimates and points out that one is allowed to have (or not) existence of a solution u only if
the gradient growth q and the integrability class of u0 satisfy a precise relation. To be clear, they show that, for

fixed value of 2− N
N+1 < q < 2, u0 has to be taken in the Lebesgue space Lσ(Ω) for σ =

N(q− 1)
2− q

while, if

q < 2− N
N+1 , data measures are allowed. Nonexistence and nonuniqueness results are also proved for positive

data u0 ≥ 0 whereas γ > 0, q < 2 and u0 ∈ Lσ(Ω) for σ < N(q−1)
2−q . In addition, the authors take into account

initial data in Sobolev’s spaces, as well as the cases of attractive gradient (γ < 0) with positive initial data and
of supernatural growth q ≥ 2 with σ ≥ 1 (in which existence fails).
Even if this reference is concerned with the Cauchy problem, several arguments are actually local in space.

In a similar spirit, we refer to [BD] for the study of the Cauchy-Dirichlet problem in the case of Laplace
operator, f = 0 and q > 0, namely

ut − ∆u = γ|∇u|q in (0, T)×Ω,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω.

The authors provide existence, uniqueness and regularity results when the nature of the gradient is both re-
pulsive and attractive and the initial datum is a function belonging to a Lebesgue space or a bounded Radon
measure as well. The same problem is dealt with in [BDL] for regular initial data u0 ∈ C0(Ω) for what concerns
the long time behaviour of the solution.

We underline that, because of the semigroup theory approach and the heat kernel regularity, the results
proved in the works just mentioned cannot be extended to problems with more general operators like those
considered in this paper, which include nonlinear operators with measurable coefficients.

As for the case of p-Laplace operator with p > 2, problem (1.2) was treated in [At] for a gradient growth
rate satisfying q > p− 1, f = 0 and u0 ∈W1,∞(Ω).

As far as general operators in divergence form are concerned, previous works have considered either the
case that q = p or the case that q is sufficiently small.

We refer to [BMP1, OP, DAGP, DAGSL] for what concerns the case in which the r.h.s. has natural growth
(i.e. q = p). In particular, the problem (1.1) with q = p is studied in [DAGP] while [DAGSL] generalizes the
r.h.s. to β(u)|∇u|p + f , β(·) bounded, polynomial or exponential as well.
Furthermore, in [Po, DNFG] the authors take into account the case where the growth of the gradient is deter-
mined by the value

q =
p(N + 1)− N

N + 2
(1.5)
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which corresponds to a ”linear” growth, in a sense specified later. We point out that [Po] analyses the existence
of weak solutions belonging at least to L1(0, T; W1,1

0 (Ω)) and thus a lower bound for p is required.
However, the critical growth in (1.5) seems not to be always sharp for the problem to exhibit a ”linear” be-
haviour. We will show later some arguments aimed to justify our claim.

Our purpose is filling the gap between the cases with ”sublinear” and natural growth for what concerns
general operators in divergence form. This means that we deal with problems which have ”superlinear”
growth in the gradient term (we will explain and comment later what we mean for ”superlinearity”). To some
extent, this work is the extension to parabolic equations of similar results obtained in [GMP] for stationary
problems.

1.1. Comments on the q growth and comparison with the stationary problem. We here present the sta-
tionary case of the problem (1.1) which is deeply analysed in [GMP, FM] (see also [AFM]). Such a problem
reads {

α0u− div a(x, u,∇u) = H(x,∇u) in Ω,
u = 0 on ∂Ω

and the hypotheses assumed are the following: α0 ≥ 0, the operator −div (a(x, u,∇u)) satisfies conditions of
Leray-Lions type, the r.h.s. growth is determined by |H(x, ξ)| ≤ γ|ξ|q + f (x) for p− 1 < q < p and

f ∈ Lm(Ω) where m =
N(q− (p− 1))

q

provided that m ≥ 1. We point out that the particular value of m above is optimal in the sense that it represents
the minimal regularity one has to require on the source term f ∈ Lm(Ω) in order to have an existence result.
We also refer to [HMV] for further comments on this sense.
The a priori estimates proved in [GMP] state that

‖∇[(1 + |u|)ρ]‖Lp(Ω) ≤ M (1.6)

where ρ = (N−p)(q−(p−1))
p(p−q) and with the constant M depends on the parameters of the problem and, above all,

on the forcing term. The dependence on f varies if α0 = 0 or α0 > 0. More precisely, if α0 = 0 a size condition
on the data is required. On the contrary, the case α0 > 0 (which is the closest to the parabolic problem) does
not need such a condition. In particular, in this last case, M remains bounded when f varies in sets which are
bounded and equi-integrable in Lm(Ω). We underline that such a kind of dependence on the datum is due to the
fact that we are in the superlinear growth setting.
Roughly speaking, the l.h.s. grows like a (p− 1)-power of |∇u| and thus we are saying that the r.h.s. grows
faster (indeed q > p− 1).

We conclude by pointing out that, on account of (1.6), depending on ρ ≥ 1 or ρ < 1 we have different
ranges of q which lead to either solutions of finite energy or solutions with infinite energy.

We will prove later that the parabolic problem (1.1) verifies an estimate which is similar to the one in (1.6).
To be more precise, such an estimate has the form

‖u‖L∞(0,T;Lσ(Ω)) + ‖∇[(1 + |u|)β]‖Lp(QT)
≤ M (1.7)

where the value of σ, depending on p and q, will be discussed later and β = β(p, σ).
Concerning the similarity of the estimate, we want to underline that, again, the constant M remains bounded
when u0 and f vary in sets which are bounded and equi-integrable in Lσ(Ω) and Lr(0, T; Lm(Ω)), for suitable val-
ues of m and r which will be largely commented in the following. We come back to emphasize that such a
dependence is due to the ”superlinearity” growth rate of the r.h.s..

On the other hand, as far as the ”superlinearity” threshold of the q growth is concerned, we point out that
the parabolic setting carries out noteworthy differences compared to the elliptic one. Indeed, the presence of
the time derivative ut in (1.1) influences the relation between q and p and this fact clearly does not occur if we
deal with stationary equations. We refer to [DNFG, Remark 3] for additional comments on this fact.

We will explain soon that the threshold between linear/superlinear growth depends on the values of p we
are taking into account.

2. On the superlinear setting

In what follows, we are going to motivate the superlinear thresholds we will take into account during
the paper. Moreover, we will highlight the link between the q growth of the gradient term and the Lebesgue
spaces where the data u0 and f have to be taken in order to have an existence result. In order to explain the
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assumptions we will require later, let us consider the Cauchy-Dirichlet problem for the standard p-Laplace
operator 

ut − ∆pu = f in QT ,
u = 0 on (0, T)× ∂Ω,
u(0, x) = 0 in Ω,

(2.8)

where f ≥ 0 satisfies

f ∈ La(QT) with a ≤
(

p
N + 2

N

)′
.

The function f will later play the role of the gradient term |∇u|q. The bound assumed on a allows us to
give here a simple explanation through energy estimates. Indeed, for more regular forcing terms a similar
explanation should make use of potential theory and Calderon-Zygmund estimates. Since the whole work
will turn around energy estimates, it seems better to present a consistent argument below. In any case, the full
range of a will be dealt with later in the article. We also restrict the present discussion to the case u0 = 0 (thus
u ≥ 0) for simplicity.

Basically, we look for a L1(QT) estimate of a suitable power of the gradient in term of the forcing terms f
of the form

‖|∇u|b‖L1(QT)
≤ c‖ f ‖ρ

La(QT)
.

Then, when f = |∇u|q, we wonder if

‖|∇u|b‖L1(QT)
≤ c‖|∇u|q‖ρ

La(QT)

provides a useful estimate and in this case whether the estimate has a ”sublinear” or ”superlinear” character.
The first question leads us to the condition

aq ≤ b (2.9)
in order to close the estimate.
Then, the ”superlinear” homogeneity of the estimate holds if

ρq
b

> 1. (2.10)

In order to find the exponents b and ρ involved, we formally multiply (2.8) by ϕ(u) =
(
(1 + u)ν−1 − 1

)
with

ν = ν(a) ∈ (1, 2) to be fixed. Thus, we haveˆ
Ω

Φ(u(t)) dx +

¨
Qt

|∇u|p
(1 + u)2−ν

dx ds ≤ c
¨

Qt

f (1 + u)ν−1 dx ds (2.11)

with Φ(·) defined as Φ(u) =
´ u

0
(
(1 + z)ν−1 − 1

)
dz. An application of Hölder inequality with indices (a, a′)

and the inequality c(uν − 1) ≤ Φ(u) provide us with the following estimate:ˆ
Ω
(u(t))ν dx +

¨
Qt

|∇u|p
(1 + u)2−ν

dx ds ≤ c‖ f ‖La(Qt)‖1 + u‖ν−1
La′(ν−1)(Qt)

+ c. (2.12)

We now define v = (1 + u)
ν+p−2

p and rewrite (2.12) in terms of v:
ˆ

Ω
(v(t))ν̃ dx +

¨
Qt

|∇v|p dx ds ≤ c‖ f ‖La(Qt)‖v‖
p(ν−1)
ν+p−2

L
a′ p(ν−1)

ν+p−2 (Qt)

+ c (2.13)

where ν̃ = pν
ν+p−2 . Invoking Theorem A.1 with h = ν̃, η = p and w = y allows us to deduce that v ∈

Lp N+ν̃
N (Qt). We point out that, in order to apply Gagliardo-Nirenberg inequality, we need ν̃ < p∗: thus,

algebraic computations force us to require p >
2N

N + ν
. We go further imposing a′(ν− 1) p

ν+p−2 = p N+ν̃
N , that

is

ν = ν(a) = N
a(p− 1)− (p− 2)

N − p(a− 1)
. (2.14)

Combining (a.4) with (2.13), we deduce that

‖v‖p N+ν̃
N

Lp N+ν̃
N (Qt)

≤ c‖ f ‖
N+p

N
La(Qt)

‖v‖
p N+ν̃

N
N+p
a′N

Lp N+ν̃
N (Qt)

+ c

which, being N+p
a′N < 1, leads us to the following inequality:

‖v‖p N+ν̃
N

Lp N+ν̃
N (Qt)

≤ c‖ f ‖
a(N+p)

N−p(a−1)

La(Qt)
+ c. (2.15)
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We now focus on gradient estimates and consider the gradient power |∇u|b with b ≤ p.

If a <
(

p N+2
N

)′
, we let b < p and we multiply |∇u|b by (1 + u)

b(2−ν)
p (1 + u)−

b(2−ν)
p , so that Hölder’s inequality

with
(

p
b , p

p−b

)
provides us with

¨
Qt

|∇u|b dx ds ≤
(¨

Qt

|∇u|p
(1 + u)2−ν

dx ds
) b

p
(¨

Qt

(1 + u)
b(2−ν)

p−b dx ds
) p−b

p

≤ c
(¨

Qt

|∇v|p dx ds
) b

p
(¨

Qt

v
b(2−ν)

p−b
p

ν+p−2 dx ds
) p−b

p
.

(2.16)

We thus impose b(2−ν)
p−b

p
ν+p−2 = p N+ν̃

N which, in turn, implies that the exponent b has the following form:

b = b(ν) =
N(ν + p− 2) + νp

N + ν
. (2.17)

Such a value of b, combined with the one previously found for ν (see (2.14)), becomes

b = b(a) = a
p(N + 1)− N

N − a + 2
. (2.18)

If a =
(

p N+2
N

)′
, then we set b = p and we have ν = ν̃ = 2 thanks to the definition of ν̃ and to (2.14). Then,

(2.12) implies that ˆ
Ω
(u(t))2 dx +

ˆ t

0
‖∇u(s)‖p

Lp(Ω)
ds ≤ c‖ f ‖La(Qt)‖1 + u‖

Lp N+2
N (Qt)

+ c, (2.19)

while (2.15) becomes

‖u‖p N+2
N

Lp N+2
N (Qt)

≤ c‖ f ‖
p(N+2)(N+p)
N(p(N+1)−N)

La(Qt)
+ c. (2.20)

We point out that, since ν = 2, then (2.17) provides us with b = p.

Note that the assumption a ≤
(

p N+2
N

)′
ensures that b ≤ p.

The bounds in (2.13), (2.15) and the inequality in (2.16) give the desired estimate of the gradient we were
looking for, namely

‖|∇u|b‖L1(Qt)
≤ c‖ f ‖

a(N+2)
N−a+2
La(Qt)

+ c = c‖ f ‖
b(N+2)

p(N+1)−N
La(Qt)

+ c

where the equality is due to the value of b in (2.18).
Now we let f = |∇u|q, thus our last estimate becomes

‖|∇u|b‖L1(Qt)
≤ c‖|∇u|q‖

b(N+2)
p(N+1)−N
La(Qt)

+ c.

We are ready to check the conditions in (2.9) and (2.10). We first require that

aq ≤ b

which implies that the estimate be closed giving

‖|∇u|b‖L1(Qt)
≤ c‖|∇u|b‖

q(N+2)
p(N+1)−N

L1(Qt)
+ c.

The condition aq ≤ b, combined with (2.14) and (2.17), implies that

ν ≥ N(q− (p− 1))
p− q

. (2.21)

Moreover, (2.14) and (2.21) lead us to

a ≥ N(q− (p− 1)) + 2q− p
q

.

We also notice that the same computation would remain unchanged if we had an initial datum u0 belonging

to Lσ(Ω) with σ =
N(q− (p− 1))

p− q
. In particular, we have found the relations between the growth rate q and

the summability of u0 and f which are needed in order to have an existence result for (1.2).
As far as the homogeneity of the estimate is concerned, we notice that

q
N + 2

p(N + 1)− N
> 1



6 M. MAGLIOCCA

leads us to the following superlinearity threshold for the growth q:

q >
N(p− 1) + p

N + 2
.

If 1 < p ≤ 2N
N+ν , we cannot apply Gagliardo-Nirenberg regularity result but we know that, at least, we

can impose a′(ν− 1) = ν in (2.12) (i.e. a = ν) and
b(2− ν)

p− b
= ν in (2.16) (i.e. b = νp

2 ). We underline that the

above conditions can be asked (and thus the estimate below holds) for every value of p. Then, another gradient
estimate is given by

‖|∇u|b‖L1(Qt)
≤ c‖ f ‖ν

Lν(Qt)
.

Letting f = |∇u|q in our last inequality provides that

‖|∇u|
p
2 ν‖L1(Qt)

≤ c‖|∇u|q‖ν
Lν(Qt)

+ c. (2.22)

Now the estimate is closed whenever we have that

q ≤ p
2

and, in this case, we always fall within a sublinear type of estimate. In particular, this means that the r.h.s. of
(1.2) shows a sublinear (linear) growth for q < p

2 (q = p
2 ).

We are going to clarify the meaning of the thresholds discovered above.
We first point out that, once we take ν = σ = N(q−(p−1))

p−q , which gives the least (and therefore optimal)
integrability condition on the data, then the following double implication holds:

p >
2N

N + ν
⇐⇒ q >

p
2

.

This means that we have to require q > max
{

p
2 , N(p−1)+p

N+2

}
in order to have a superlinear character in the

growth of the r.h.s.. We conclude that the superlinearity thresholds are

q >
p
2

if 1 < p < 2,

q >
N(p− 1) + p

N + 2
if p ≥ 2.

In this range, the superlinear character of the estimate does not allow us to deduce an a priori estimate from
the above arguments. The reader will see additional arguments, based on equi-integrability and continuity, in
the proof of our result.

In the above explanation of the natural thresholds of the problem, we have supposed that the forcing term
in (2.8) fulfils the same regularity in space and time. We now consider the case in which time and spatial
summability may be different, i.e. we take f ∈ Lr(0, T; Lm(Ω)), and we wonder which is the curve where the
exponents (m, r) can live on in order to have an existence result.
To this aim, we come back to (2.11) and, thanks to twice applications of Hölder’s inequality with indices (m, m′)
and (r, r′) in the r.h.s., we get

ˆ
Ω
(v(t))ν̃ dx +

¨
Qt

|∇v|p dx ds ≤ c‖ f ‖Lr(0,T;Lm(Ω))‖v‖
p(ν−1)
ν+p−2

Lr̄(0,T;Lm̄(Ω))
+ c (2.23)

where
r̄ = r′(ν− 1)

p
ν + p− 2

and m̄ = m′(ν− 1)
p

ν + p− 2
.

If 2N
N+ν < p < N, we apply again Theorem A.1 with h = ν̃ and η = p but we now focus on the case w 6= y.

Then, we have ˆ t

0
‖v(s)‖y

Lw(Ω)
ds ≤ c‖v‖y−p

L∞(0,T;Lν̃(Ω))

ˆ t

0
‖∇v(s)‖p

Lp(Ω)
ds (2.24)

where (w, y) satisfy the relation
Nν̃

w
+

N(p− ν̃) + pν̃

y
= N. (2.25)

Observe that, if r 6= m, then y 6= w and vice versa.
We go further requiring w ≥ m̄ and y ≥ r̄: in this way, (2.25) leads us to the condition

Nν

m
+

N(p− 2) + pν

r
≤ N(p− 1) + pν
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i.e. the admissible range of the values (m, r) for initial datum u0 fixed in Lν(Ω).
In particular, we have that such a value of ν fulfils

ν = Nm
r(p− 1)− (p− 2)

Nr− pm(r− 1)
. (2.26)

if w = m̄ and y = r̄, i.e., when we assume the lowest regularity on (m, r).
Finally, if 1 < p ≤ 2N

N+ν , the regularity u ∈ L∞(0, T; Lν(Ω)) allows us to take f ∈ L1(0, T; Lν(Ω)) as the
best choice. Observe that, letting ν = m in (2.26), gives

[p(N + ν)− 2N](r− 1) = 0

and thus there is continuity between the case 1 < p ≤ 2N
N+ν and 2N

N+ν < p < N for what concerns the values
(m, r).

3. Assumptions and statements

3.1. Assumptions. Let us consider the following nonlinear parabolic Cauchy-Dirichlet problem:
ut − div a(t, x, u,∇u) = H(t, x,∇u) in QT ,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω,

(P)

where Ω is an open bounded subset of RN , N ≥ 2, QT = (0, T)×Ω, a(t, x, u, ξ) : (0, T)×Ω×R×RN → RN

and H(t, x, ξ) : (0, T)×Ω×RN → R are Caratheodory functions (i.e. measurable with respect to (t, x) and
continuous in (u, ξ)).

We assume that the functions a(t, x, u, ξ) and H(t, x, ξ) are such that
• the classical Leray-Lions structure conditions hold:

∃ α > 0 : α|ξ|p ≤ a(t, x, u, ξ) · ξ, (A1)

∃ λ > 0 : |a(t, x, u, ξ)| ≤ λ[|u|p−1 + |ξ|p−1 + h(t, x)] where h ∈ Lp′(QT), (A2)

(a(t, x, u, ξ)− a(t, x, u, η)) · (ξ − η) > 0 (A3)

with 1 < p < N, for almost every (t, x) ∈ QT , for every u ∈ R and for every ξ, η in RN , ξ 6= η;
• the r.h.s. satisfies the growth condition:

∃ γ s.t. |H(t, x, ξ)| ≤ γ|ξ|q + f (t, x)

with max
{

p
2

,
p(N + 1)− N

N + 2

}
< q < p

(H)

for almost every (t, x) ∈ QT , for every ξ in RN and for some forcing term f .
Now we detail the hypotheses we make on the data u0 and f , taking into account the different ranges of p

and q. We say that if

1 < p < N and max
{

p
2

, p− N
N + 1

}
< q < p

then we fix
• the initial datum u0 in the following Lebesgue space:

u0 ∈ Lσ(Ω) with σ =
N(q− (p− 1))

p− q
; (ID1)

• the forcing term f in Lr(0, T; Lm(Ω)) so that the couple (m, r) verifies

Nσ

m
+

N(p− 2) + pσ

r
≤ N(p− 1) + pσ. (F1)

REMARK 3.1. Note that if we consider r = ∞ in (F1), then we have to ask that m ≥ N(q−(p−1))
q which is the needed

condition to require on the source term of the stationary problem studied in [GMP].

If, instead, we have

2N
N + 1

< p < N and max
{

p
2

,
p(N + 1)− N

N + 2

}
< q < p− N

N + 1

we assume that
• the initial datum u0 is fixed in

u0 ∈ L1(Ω); (ID2)



8 M. MAGLIOCCA

• the forcing term f satisfies
f ∈ L1(QT). (F2)

Note that the restriction 2N
N+1 < p is needed in order to have p

2 < p− N
N+1 .

The borderline case in which
2N

N + 1
< p < N and q = p− N

N + 1
will be briefly studied in commented in the

Remark 5.5, together with its own assumption.

3.2. Statements of the main results and comments. For the sake of clarity, we will collect on the real lines
below the intervals of q growth we deal with, emphasising also the assumptions on the data u0 and f .

u0 ∈ Lσ(Ω) and f ∈ Lr(0, T; Lm(Ω))
u0 ∈ L1(Ω) and f ∈ L1(QT)

FIGURE 1. Colours legend

0 p
2

p(N+1)−N
N+2

p− 1 p− N
N+1 p− N

N+2
p

FIGURE 2. The case 2 ≤ p < N

Referring to the Figure 2 above, we point out that if q ≥ p − N
N+2 then, according to (ID1)–(F1), we have

σ ≥ 2, hence u0 ∈ L2(Ω) and f ∈ Lp′(0, T; W−1,p′(Ω)); as p− N
N+1 < q < p− N

N+2 , then we have 1 < σ < 2
and f does not necessarily belong to the dual space. Finally, here the superlinearity threshold is given by
q = p(N+1)−N

N+2 and, if p(N+1)−N
N+2 < q < p− N

N+1 , L1 data are admitted.

0 p− 1 p(N+1)−N
N+2

p
2 p− N

N+1 p− N
N+2

p

FIGURE 3. The case 2N
N+1 < p < 2

0 p− 1 p(N+1)−N
N+2

p− N
N+1

p
2 p− N

N+2
p

FIGURE 4. The case 2N
N+2 < p ≤ 2N

N+1

0 p− 1 p(N+1)−N
N+2

p− N
N+1 p− N

N+2
p
2

p

FIGURE 5. The case 1 < p ≤ 2N
N+2

Figures 3, 4 and 5 show that, as p becomes smaller than two, the superlinearity threshold changes into
q = p

2 . We underline that, depending on the ranges of p above presented, such a value is smaller/greater with
respect to the L1 and L2 thresholds of the initial data (namely, q = p− N

N+1 and q = p− N
N+2 respectively).

Roughly speaking, the figures above tell us that
(A) if we make sharp assumptions on the data, i.e. we assume (ID1) and (F1), we expect to have at least

(A.1) finite energy solutions (see the red zone) if 1 < p < N and either

p− N
N + 2

≤ q < p if
2N

N + 2
< p < N

or
p
2
< q < p if 1 < p ≤ 2N

N + 2
occurs;
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(A.2) infinite energy solutions (see the orange zone) with Lσ(Ω) initial data, σ > 1, if we assume

2N
N + 2

< p < N and max
{

p
2

, p− N
N + 1

}
< q < p− N

N + 2
.

(B) Infinite energy solutions with L1 data are admitted if

2N
N + 1

< p < N and max
{

p
2

,
p(N + 1)− N

N + 2

}
< q < p− N

N + 1
.

As q becomes too small, otherwise, either

p ≥ 2 and 0 < q ≤ p(N + 1)− N
N + 2

or
1 < p < 2 and 0 < q ≤ p

2
we fall within the sublinear growth case. This means that the problem behaves differently as we will show in
Section7.

Referring to the sketch given above, we here collect the statements of our main results.

THEOREM 1 (Red zone). Let 1 < p < N and assume (A1), (A2), (A3), (ID1), (F1) and (H) with either

p− N
N + 2

≤ q < p if
2N

N + 2
< p < N

or
p
2
< q < p if 1 < p ≤ 2N

N + 2
.

Then, there exists at least one finite energy solution of the problem (1.1) (see Definition 4.1). Moreover, this solution
fulfils the following regularities:

|u|β ∈ Lp(0, T; W1,p
0 (Ω)) with β =

σ− 2 + p
p

and
u ∈ C([0, T]; Lσ(Ω)).

We point out that β ≥ 1 if q ≥ p− N
N+2 and p > 2N

N+2 , β > 1 if q > p
2 and p ≤ 2N

N+2 .

THEOREM 2 (Orange zone). Let
2N

N + 2
< p < N and assume (A1), (A2), (A3), (ID1), (F1) and (H) with

max
{

p
2

, p− N
N + 1

}
< q < p− N

N + 2
.

Then, there exists at least one solution u of the problem (1.1) (see Definition 5.1). Moreover, such a solution fulfils the
following regularities:

(1 + |u|)β−1u ∈ Lp(0, T; W1,p
0 (Ω)) with β =

σ− 2 + p
p

and
u ∈ C([0, T]; Lσ(Ω)).

Note that having p− N
N+1 < q < p− N

N+2 implies that 1 < σ < 2. The restriction p > 2N
N+2 is necessary in

order to have p
2 < p− N

N+2 .

THEOREM 3 (Yellow zone). Let
2N

N + 1
< p < N and assume (A1), (A2), (A3), (ID2), (F2) and (H) with

p(N + 1)− N
N + 2

< q < p− N
N + 1

.

Then, there exists at least one renormalized solution u of the problem (1.1) as in Definition 6.1. Moreover, the following
regularity holds:

u ∈ C([0, T]; L1(Ω)).

The result in Theorem 3 could as well be referred to case p ≤ 2N
N+1 . However, this case is completely contained

in Theorem 7.4 since it corresponds to a sublinear growth.
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3.3. Plan of the paper. We discuss the finite energy case in Section 4, i.e. we require that the gradient
growth rate and the data are as in (A.1). Note that the ranges of q and the definition of σ ensure that σ ≥ 2.
This Section contains the proof of Theorem 1.

Section 5 is devoted to the study of the growth interval in (A.2). Since this range of q implies that 1 < σ < 2,
solutions will have not finite energy. The proof of Theorem 2 is here presented.

The particular case q = p− N
N + 1

is briefly outlined at the end of this Section, see Remark 5.5.

We discuss the last superlinear interval (B) in Section 6 where renormalized solutions are considered. Note
that this range of q implies that σ, m and r would become strictly less than 1. This means that measure data
can be considered. However, we will take into account only L1 data. Theorem 3 is here proved.

We dedicate our last Section 7 to the study of an existence result (see Theorem 7.4) in the case of small
values of p, namely 1 < p < 2, and when the r.h.s. exhibits a sublinear growth, i.e. we assume that

0 < q ≤ p
2

.

In this way, we fill a gap with the results existing in the literature [Po, DNFG] devoted to the sublinear or
linear growth of H(t, x, ξ).

Finally, we conclude collecting in the Appendices some needed tools and useful results. More precisely,
Appendix A contains the definition of the approximating problem we will consider during the paper and some
preliminary results. Lemmas concerning Marcinkievicz estimates are contained in Appendix B. Appendix C is
devoted to the proof of a nonexistence result when initial data u0 ∈ Lν(Ω) for ν < σ and f = 0 are considered.

Notation. We will represent the constant due to the Sobolev’s embedding by cS while c will stand for a
positive constant which may vary line to line during the proofs and is independent of the parameter n used
for the approximating problem.

We will need some auxiliary functions which are in the following defined:

Gk(v) = (|v| − k)+sign(v), Tk(v) = v− Gk(v) = max{−k, min{k, v}}.

v

Tk(v), Gk(v)

k k + 1
−k−(k + 1)

k

−k

FIGURE 6. The functions Gk(v) and Tk(v)

We denote the sets where Gk(v(t)) and Gk(v) are different from zero by

At
k := {x ∈ Ω : |v(t, x)| > k} for fixed t ∈ [0, T] and Ak := {(t, x) ∈ QT : |v(t, x)| > k}.

4. Solutions of finite energy

We begin this Section presenting the definition of finite energy solution.

DEFINITION 4.1. A finite energy solution u of (P) is a real valued function u belonging to

u ∈ Lp(0, T; W1,p
0 (Ω)), 1 < p < N,

which satisfies the weak formulation:

−
ˆ

Ω
u0(x)ϕ(0, x) dx +

¨
QT

−uϕt + a(t, x, u,∇u) · ∇ϕ dx dt =
¨

QT

H(t, x,∇u)ϕ dx dt

for every test function ϕ ∈ Lp(0, T; W1,p
0 (Ω)) ∩ L∞(QT) such that ϕt ∈ Lp′(QT) and ϕ(T, x) = 0.

We prove the existence of such a solution proceeding by approximation and thus we deal with a sequence
of solutions of (Pn), see Appendix A.
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4.1. The a priori estimate.

THEOREM 4.2. Assume 1 < p < N, (A1), (A2), (H) with p− N
N+2 ≤ q < p if 2N

N+2 < p < N and p
2 < q < p if

1 < p ≤ 2N
N+2 , (F1), (ID1) and let {un}n be a sequence of solutions of (Pn). Then

• {un}n is uniformly bounded in L∞(0, T; Lσ(Ω)) ∩ Lp(0, T; W1,p
0 (Ω));

• {|un|β}n, β = σ+p−2
p , is uniformly bounded in Lp(0, T; W1,p

0 (Ω)).

Moreover, the following inequality holds:

sup
t∈[0,T]

‖un(t)‖σ
Lσ(Ω) + ‖∇((1 + |un|)β)‖p

Lp(QT)
≤ M (4.1)

where the constant M depends on α, p, q, γ, N, |Ω|, T, u0, f and remains bounded when u0 and f vary in sets which are
bounded and equi-integrable, respectively, in Lσ(Ω) and Lr(0, T; Lm(Ω)).

PROOF. Part 1.
Let us consider the change of variable wn = e−tun so that the problem (Pn) becomes

(wn)t + wn − div ã(t, x, wn,∇wn) = H̃n(t, x,∇wn) (4.2)

where ã(t, x, u, ξ) = e−ta(t, x, etu, etξ) and H̃n(t, x, ξ) = e−tHn(t, x, etξ). Note that (A1)-(A2) and (H) still
hold with different constants (all depending on T < ∞), say α̃, λ̃ and γ̃ respectively. We underline that
wn(0, x) = u0,n(x) for every n ∈ N and homogeneous Dirichlet boundary conditions are still satisfied in the
same space (i.e. wn = 0 over (0, T)× ∂Ω). Moreover, we observe that wn and un have the same behaviour for
finite time: indeed, un ≤ eTwn pointwise. This fact allows us to say that the bounds satisfied by {wn}n hold
(for finite time) for {un}n as well. We point out that the change of variable makes a zero order term appear
and this term helps us dealing with f .

We multiply the equation in (4.2) by |Gk(wn)|σ−2Gk(wn) and integrate over Qt. Thus, thanks to the as-
sumptions (A1) and (H), we have:

1
σ

ˆ
Ω
|Gk(wn(t))|σ dx + k

¨
Qt

|Gk(wn)|σ−1 dx ds + α̃(σ− 1)
¨

Qt

|∇Gk(wn)|p|Gk(wn)|σ−2 dx ds

≤ γ̃

¨
Qt

|∇Gk(wn)|q|Gk(wn)|σ−1 dx ds +
¨

Qt

| f |χ{| f |>k}|Gk(wn)|σ−1 dx ds

+

¨
Qt

| f |χ{| f |≤k}|Gk(wn)|σ−1 dx ds +
1
σ

ˆ
Ω
|Gk(u0)|σ dx.

The change of variable allows us to simplify as below:

1
σ

ˆ
Ω
|Gk(wn(t))|σ dx + α̃

σ− 1
βp

¨
Qt

|∇[|Gk(wn)|β]|p dx ds

≤ γ̃

¨
Qt

|∇Gk(wn)|q|Gk(wn)|σ−1 dx ds +
¨

Qt

| f |χ{| f |>k}|Gk(wn)|σ−1 dx ds +
1
σ

ˆ
Ω
|Gk(u0)|σ dx.

Estimating the first integral in the r.h.s. using Hölder’s inequality with indices ( p
q , p

p−q ) we get
¨

Qt

|∇Gk(wn)|q|Gk(wn)|σ−1 dx ds

≤ γ̃

¨
Qt

|∇Gk(wn)|q|Gk(wn)|q(β−1)|Gk(wn)|(σ−1) p−q
p +

q
p dx ds

≤ 1
βq

ˆ t

0

[(ˆ
Ω
|∇[|Gk(wn)|β]|p dx

) q
p

·
(ˆ

Ω
|Gk(wn)|σ−1+ q

p−q dx
) p−q

p
]

ds.

(4.3)

Moreover, being σ− 1+ q
p−q = pβ+ pσ

N by definitions of β and σ, we can apply again Hölder’s inequality with(
p∗
p , N

p

)
and Sobolev’s embedding too, so that we obtain

γ̃

¨
Qt

|∇Gk(wn)|q|Gk(wn)|σ−1 dx ds

≤ γ̃

βq

ˆ t

0

(ˆ
Ω
|∇[|Gk(wn)|β]|p dx

) q
p
(ˆ

Ω
|Gk(wn)|p

∗β dx
) p−q

p∗
(ˆ

Ω
|Gk(wn)|σ dx

) p−q
N

ds

≤ cSγ̃

βq

ˆ t

0

(ˆ
Ω
|∇[|Gk(wn)|β]|p dx

)(ˆ
Ω
|Gk(wn)|σ dx

) p−q
N

ds.
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As far as the integral involving f is concerned, twice applications of Hölder’s inequalities with indices
(m, m′) and (r, r′) give us¨

Qt

| f |χ{| f |>k}|Gk(wn)|σ−1 dx ds ≤ ‖| f |χ{| f |>k}‖Lr(0,T;Lm(Ω))‖Gk(wn)‖σ−1
Lr′(σ−1)(0,t;Lm′(σ−1)(Ω))

= ‖| f |χ{| f |>k}‖Lr(0,T;Lm(Ω))‖|Gk(wn)|β‖
σ−1

β

L
r′ σ−1

β (0,t;L
m′ σ−1

β (Ω))

.

We go further invoking Theorem A.1 with v = |Gk(wn)|β, h = σ
β and η = p. We notice again that h < p∗ since

q > p
2 . Then, we have that

|Gk(wn)|β ∈ Ly(0, T; Lw(Ω)) ∀n ∈N

where the couple (w, y) satisfies the relation in (a.2). In particular, the inequality in (a.1) becomesˆ t

0
‖|Gk(wn(s))|β‖y

Lw(Ω)
ds ≤ c(N, p, w)‖|Gk(wn)|β‖y−p

L∞(0,t;L
σ
β (Ω))

ˆ t

0
‖∇[|Gk(wn(s))|β]‖p

Lp(Ω)
ds.

Algebraic computations show that the hypotheses (F1) ensures that

w ≥ m′
σ− 1

β
and y ≥ r′

σ− 1
β

and thus we can proceed estimating as below:

‖| f |χ{| f |>k}‖Lr(0,T;Lm(Ω))‖|Gk(wn)|β‖
σ−1

β

Ly(0,T;Lw(Ω))

≤ c‖| f |χ{| f |>k}‖Lr(0,T;Lm(Ω))

(
‖Gk(wn)‖β(y−p)

L∞(0,t;Lσ(Ω))

ˆ t

0
‖∇[|Gk(wn(s))|β]‖p

Lp(Ω)
ds
) σ−1

yβ

≤ c1‖Gk(wn)‖β(y−p)
L∞(0,t;Lσ(Ω))

ˆ t

0
‖∇[|Gk(wn(s))|β]‖p

Lp(Ω)
ds + c2‖| f |χ{| f |>k}‖

yβ
yβ−(σ−1)

Lr(0,T;Lm(Ω))

where the last inequality is due to Young’s one with indices
(

yβ
σ−1 , yβ

yβ−(σ−1)

)
.

We collect our previous estimates in the following inequality:
1
σ

ˆ
Ω
|Gk(wn(t))|σ dx + α̃

σ− 1
βp

¨
Qt

|∇[|Gk(wn(s))|β]|p dx ds

≤
[

c1‖Gk(wn)‖β(y−p)
L∞(0,t;Lσ(Ω))

+
γ̃cS
βq ‖Gk(wn)‖

σ
p−q
N

L∞(0,t;Lσ(Ω))

] ˆ t

0
‖∇[|Gk(wn(s))|β]‖p

Lp(Ω)
ds

+c2‖| f |χ{| f |>k}‖
yβ

yβ−(σ−1)

Lr(0,T;Lm(Ω))
+

1
σ

ˆ
Ω
|Gk(u0)|σ dx.

(4.4)

The next steps are aimed at absorbing the gradient term in the r.h.s. to the l.h.s..

We fix a value δ0 such that 2 max
{

γ̃cS
βq δ0

p−q
N , c1δ

β(y−p)
σ

0

}
= α̃

σ− 1
2βp and a value k0 large enough so that

‖Gk(u0)‖σ
Lσ(Ω) <

δ0

2
∀k ≥ k0 (4.5)

and

σc2‖| f |χ{| f |>k}‖
yβ

yβ−(σ−1)

Lr(0,T;Lm(Ω))
<

δ0

2
∀k ≥ k0. (4.6)

Moreover, for k ≥ k0, we set

T∗ := sup{s ∈ [0, T] : ‖Gk(wn(t))‖σ
Lσ(Ω) ≤ δ0 ∀t ≤ s}.

Since, thanks to [G, Theorem 1.1], {wn} ⊆ C([0, T]; Lν(Ω)) for every 1 ≤ ν < ∞, we have that T∗ > 0 due to
(4.5).

If we suppose that t ≤ T∗ in (4.4), then the definition of δ0 implies that

1
σ

ˆ
Ω
|Gk(wn(t))|σ dx + α̃

σ− 1
2βp

ˆ t

0

ˆ
Ω
|∇[|Gk(wn)|β]|p dx ds

≤ 1
σ

ˆ
Ω
|Gk(u0)|σ dx + c2‖| f |χ{| f |>k}‖

yβ
yβ−(σ−1)

Lr(0,T;Lm(Ω))

(4.7)

for every k ≥ k0. We can extend the inequality (4.7) to the whole interval [0, T] observing that, if t = T∗ < T,
then (4.5) and (4.6) lead to ˆ

Ω
|Gk(wn(T∗))|σ dx < δ0
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which is in contrast with the definition of T∗ because of the continuity regularity C([0, T]; Lσ(Ω)). Therefore,
we have that T∗ = T and (4.7) holds for all t ≤ T, that is

sup
t∈(0,T)

‖Gk(un(t))‖σ
Lσ(Ω) + ‖∇[|Gk(un)|β]‖p

Lp(QT)
≤ M1 ∀k ≥ k0. (4.8)

The proof of the Theorem will be concluded once we show that |∇[|Tk0(wn)|β]| satisfies a bound like the
one proved in (4.8). With this purpose, we multiply the equation in (4.2) for |Tk0(wn)|σ−2Tk0(wn) and integrate
over Qt, so that we have:ˆ

Ω
Θk0(wn(t)) dx +

¨
Qt

|wn||Tk0(wn)|σ−1 dx ds + α̃
(σ− 1)

βp

¨
Qt

|∇(|Tk0(wn)|β)|p dx ds

≤ γ̃

¨
Qt

|∇wn|q|Tk0(wn)|σ−1 dx ds +
¨

Qt

| f ||Tk0(wn)|σ−1 dx ds +
ˆ

Ω
Θk0(u0) dx

where

Θk0(s) =
ˆ s

0
|Tk0(z)|

σ−2Tk̄(z) dz.

The last integral in the r.h.s. is uniformly bounded in n thanks to the assumption on the initial datum u0. As
far as the first integral is concerned, we use the decomposition wn = Gk0(wn) + Tk0(wn) and estimate as below

γ̃

¨
Qt

|∇wn|q|Tk0(wn)|σ−1 dx ds ≤ γ̃

βq

¨
Qt

|∇[|wn|β]|q|Tk0(wn)|(σ−1) p−q
p +

q
p dx ds

≤ c
[¨

Qt

|∇[|Gk0(wn)|β]|q dx ds +
¨

Qt

|∇[|Tk0(wn)|β]|q dx ds
]

where c = c(σ, p, q, k0). Twice applications of Young’s inequality with
(

p
q , p

p−q

)
and the bound obtained in

(4.8) give us ¨
Qt

|∇[|Gk0(wn)|β]|q dx ds ≤ c
¨

QT

|∇[|Gk0(wn)|β]|p dx ds + c ≤ c0[M1 + 1]

and ¨
Qt

|∇[|Tk0(wn)|β]|q dx ds ≤ α̃
σ− 1
2βp

¨
Qt

|∇[|Tk0(wn)|β]|p dx ds + c̃0

where both c0 and c̃0 depend on |Ω|, T and k0.
Finally, since ¨

Qt

| f ||Tk0(wn)|σ−1 dx ds ≤ c̄0‖ f ‖Lr(0,T;Lm(Ω))

with c̄0 = c̄0(T, |Ω|, k0), we collect all the previous estimates in the following inequality:ˆ
Ω

Θk0(wn(t)) dx + α̃
σ− 1
2βp

¨
Qt

|∇(|Tk0(wn)|β)|p dx ds

≤ c
[

M1 + 1 + ‖ f ‖Lr(0,T;Lm(Ω))

]
+

ˆ
Ω
|u0|σ dx.

In the end, we have found that:
‖∇[|Tk0(wn)|β]‖p

Lp(QT)
≤ M2

where M2 = M2(δ0, k0, T, |Ω|, f , u0) besides the parameters given by the problem.
Then, the inequality (4.1) follows with M depending on α, p, q, γ, N, |Ω|, T and k0. In particular, since
k0 = k0(δ0), M remains bounded when u0 and f vary in sets which are bounded and equi-integrable, respec-
tively, in Lσ(Ω) and Lr(0, T; Lm(Ω)).

Part 2.
We observe that the boundedness of {|un|β}n in Lp(0, T; W1,p

0 (Ω)) does not provide that {un}n is uniformly
bounded in Lp(0, T; W1,p

0 (Ω)) as well. However, choosing wn as test function and thanks to Young’s inequality

with
(

p
q , p

p−q

)
, we get

1
2

ˆ
Ω
|wn(t)|2 dx +

¨
Qt

|wn|2 dx dt + α̃

¨
Qt

|∇wn|p dx dt

≤ γ̃

¨
Qt

|∇wn|q|wn| dx dt +
¨

Qt

| f ||wn| dx dt +
1
2

ˆ
Ω
|u0| dx

≤ α̃

2

¨
Qt

|∇wn|p dx dt + c
¨

Qt

|wn|
p

p−q dx dt +
¨

Qt

| f ||wn| dx dt +
1
2

ˆ
Ω
|u0|2 dx
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from which
1
2

ˆ
Ω
|wn(t)|2 dx +

¨
Qt

|wn|2 dx dt +
α̃

2

¨
Qt

|∇wn|p dx dt

≤ c
¨

Qt

|wn|
p

p−q dx dt +
¨

Qt

| f ||wn| dx dt +
1
2

ˆ
Ω
|u0|2 dx.

Then, since {wn}n is bounded in L
p

p−q (QT) (indeed, p
β(p−q) ≤ p

N+ σ
β

N being σ ≥ 2) and in Lr′(0, T; Lm′(Ω))

(since m′
β ≤

m′
β (σ− 1) and similar for r′), the assertion follows. �

COROLLARY 4.3. Assume (A1), (A2), (H) with p − N
N+2 ≤ q < p if 2N

N+2 < p < N and p
2 < q < p if

1 < p ≤ 2N
N+2 , (F1) and (ID1). Moreover, let {un}n be a sequence of solutions of (Pn). Then, up to subsequences, un

converges strongly to some function u in Lp(QT).

PROOF. Standard compactness results (see [S, Corollary 4]) guarantee that, up to subsequences, un con-
verges strongly to u in Lp(QT). We here recall the hypotheses of [S, Corollary 4]:

Let X, B and Y be Banach spaces such that

X ↪→ B ↪→ Y

where the embedding X ↪→ B is compact. Then, if {un}n ⊆ Lp(0, T; X), 1 ≤ p < ∞, and
{(un)t}n ⊆ L1(0, T; Y), we have that {un}n is relatively compact in Lp(0, T; B).

We thus apply the result above for p > 1, X = W1,p
0 (Ω), B = Lp(Ω) and Y = W−1,s′(Ω) and s greater than

N. �

4.2. The a.e. convergence of the gradient. We prove here that the a.e. convergence ∇un → ∇u holds.
This last step is essential in order to prove the desired existence result: indeed, even if we would deal with
linear operator in the l.h.s., the nature of the r.h.s. requires this step.

PROPOSITION 4.4. Assume 1 < p < N, (A1), (A2), (A3), (H) with p− N
N+2 ≤ q < p if 2N

N+2 < p < N and
p
2 < q < p if 1 < p ≤ 2N

N+2 , (F1) and (ID1). Then there exists a subsequence (still denoted by un) and a function u such
that

∇un → ∇u a.e. QT .

Moreover Hn(t, x,∇un) converges strongly to H(t, x,∇u) in L1(QT).

PROOF. Theorem 4.2 ensures that {|∇un|}n is bounded in Lp(QT). In particular, this means that the r.h.s.
is bounded in L1(QT). Then, we can reason as in [BDAGO, Theorem 3.3] and deduce the a.e. convergence of
the gradient.

Now, we want to apply the Vitali Theorem in order to get the strong convergence of Hn(t, x,∇un). The
a.e. convergence of Hn(t, x,∇un) to H(t, x,∇u) holds by the a.e. convergence of the gradient seen above. It
remains only to show that

lim
|E|→0

sup
n

¨
E
|Hn(t, x,∇un)| dx dt→ 0,

E ⊂ QT . The assumption (H) ensures that¨
E
|Hn(t, x,∇un)| dx dt ≤

¨
E
|∇un|q dx dt +

¨
E
| f | dx dt.

and thus, having {|∇un|p}n uniformly bounded in L1(QT), q < p and (F1), the assertion follows. �

4.3. The existence result. We are now able to prove the following existence result.

THEOREM 4.5. Assume 1 < p < N, (A1), (A2), (A3), (H) with p − N
N+2 ≤ q < p if 2N

N+2 < p < N and
p
2 < q < p if 1 < p ≤ 2N

N+2 , (F1) and (ID1). Then, there exists at least one finite energy solution u ∈ Lp(0, T; W1,p
0 (Ω))

of (P) in the sense of Definition 4.1 which satisfies

u ∈ C([0, T]; Lσ(Ω)) (4.9)

and

|u|β ∈ Lp(0, T; W1,p
0 (Ω)) with β =

σ− 2 + p
p

. (4.10)
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PROOF. Let {un}n ⊆ Lp(0, T; W1,p
0 (Ω)) be the sequence of solutions of (Pn).

Theorem 4.2 implies that {un}n and {|un|β}n are uniformly bounded in L∞(0, T; Lσ(Ω)) ∩ Lp(0, T; W1,p
0 (Ω))

and in Lp(0, T; W1,p
0 (Ω)) respectively and the inequality (4.1) holds. Moreover, Corollary 4.3 ensures that

un → u in Lp(QT) (up to subsequences) and, in particular, un → u a.e. (again, up to subsequences). Then,
since ∇un → ∇u a.e., we let n→ ∞ in (4.1) and conclude that

sup
t∈(0,T)

‖u(t)‖σ
Lσ(Ω) +

ˆ T

0
‖∇[(1 + |u|)β]‖p

Lp(Ω)
≤ M

and (4.10) is proved.
The continuity regularity follows by the Vitali Theorem. Indeed, let us consider the limit on n → ∞ in the
inequality in (4.7), so that we have

ˆ
Ω
|Gk(w(t))|σ dx ≤

ˆ
Ω
|Gk(u0)|σ dx + c

(ˆ T

0
‖| f (s)|χ{| f |>k}‖r

Lm(Ω) ds

) yβ
r[yβ−(σ−1)]

for every k ≥ k0. Thus, we deduce that
´

Ω |Gk(w(t))|σ dx converges to zero if k→ ∞. This fact provides thatˆ
E
|w(t)|σ dx ≤

ˆ
Ω
|Gk(w(t))|σ dx + kσ|E|

converges to 0 if |E| → 0 and k → ∞. Now, let {tj}j be a sequence such that tj → t, t ∈ [0, T], as j → ∞. The
continuity regularity C([0, T]; L1(Ω)) proved in [P] allows us to say that w(tj) → w(t) in L1(Ω) and conclude
the proof of (4.9).

The a.e. convergence of the gradient and (A2) imply that

a(t, x, un,∇un) ⇀ a(t, x, u,∇u) weakly in (Lp′(QT))
N

and, from Proposition 4.4, we have

Hn(t, x,∇un)→ H(t, x,∇u) strongly in L1(QT).

Moreover, we observe that, by definition of {u0,n}n, the convergence u0,n → u0 in Lσ(Ω) holds.
Thus, we take the limit on n in the weak formulation of (Pn), so we get

u ∈ Lp(0, T; W1,p
0 (Ω))

and

−
ˆ

Ω
u0(x)ϕ(0, x) dx +

¨
QT

−uϕt + a(t, x, u,∇u) · ∇ϕ dx dt =
¨

QT

H(t, x,∇u)ϕ dx dt

for every test function ϕ such that

ϕ ∈ Lp(0, T; W1,p
0 (Ω)) ∩ L∞(QT), ϕt ∈ Lp′(QT) and ϕ(T, x) = 0,

so that we have recovered Definition 4.1. �

5. Solutions of infinite energy

Let us suppose that 2N
N+2 < p < N and the gradient growth rate satisfies max{ p

2 , p− N
N+1} < q < p− N

N+2 .
In this range of q, the optimal conditions on the data (ID1) and (F1) do not allow us to have finite energy solu-
tions as in Section 4: in particular, (ID1) implies that 1 < σ < 2, then u0 ∈ Lσ(Ω) does not necessarily belong
to L2(Ω). This is why we are going to consider a different notion of solution.

We define the set of functions T 1,p
0 (QT) as the set of all measurable functions u : QT → R almost every-

where finite and such that the truncated functions Tk(u) belong to Lp(0, T; W1,p
0 (Ω)) for all k > 0. Moreover,

in the spirit of [BBGGPV], we define the generalized gradient of a function u in T 1,p
0 (QT) as follows:

∇Tk(u) = ∇uχ{|u|<k}.

DEFINITION 5.1. We say that a function u ∈ T 1,p
0 (QT) is a solution of (P) if satisfies:

H(t, x,∇u) ∈ L1(QT),

−
ˆ

Ω
S(u0)ϕ(0, x) dx +

¨
QT

−S(u)ϕt + a(t, x, u,∇u) · ∇(S′(u)ϕ) dx ds

=

¨
QT

H(t, x,∇u)S′(u)ϕ dx ds
(5.1)
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for every S ∈ W2,∞(R) such that S′(·) has compact support and for every test function ϕ ∈ Lp(0, T; W1,p
0 (Ω)) ∩

L∞(QT) such that ϕt ∈ Lp′(QT) and ϕ(T, x) = 0.

5.1. The a priori estimate.

THEOREM 5.2. Let 2N
N+2 < p < N and assume (A1), (A2), (H) with max{ p

2 , p − N
N+1} < q < p − N

N+2 ,
(F1), (ID1) and let {un}n be a sequence of solutions of (Pn). Then, {un}n and {(1 + |un|)β−1un}n, β = σ+p−2

p , are

uniformly bounded, respectively, in L∞(0, T; Lσ(Ω)) and in Lp(0, T; W1,p
0 (Ω)). Moreover, the following estimate holds:

sup
t∈[0,T]

‖un(t)‖σ
Lσ(Ω) + ‖∇((1 + |un|)β−1un)‖p

Lp(QT)
≤ M (5.2)

where the constant M depends on α, p, q, γ, N, |Ω|, T, u0, f and remains bounded when u0 and f vary in sets which are
bounded and equi-integrable, respectively, in Lσ(Ω) and Lr(0, T; Lm(Ω)).

PROOF. We recall the change of variable wn := e−tun used in Theorem 4.5 and observe again that (H) and
(A1)-(A2) still hold with different constants (all depending on T < ∞), say γ̄, ᾱ and λ̄.

We take
´ Gk(wn)

0 (ε + |z|)σ−3|z| dz, ε > 0 as test function in (Pn) and integrate over Qt for 0 ≤ t ≤ T. Thus,
thanks to the assumptions (A1) and (H), we have:

ˆ
Ω

Θε(Gk(wn(t))) dx + ᾱ

¨
Qt

|∇Gk(wn)|p[ε + |Gk(wn)|]σ−3|Gk(wn(s))| dx ds︸ ︷︷ ︸
A

≤
ˆ

Ω
Θε(Gk(u0)) dx +

B︷ ︸︸ ︷
γ̄

¨
Qt

|∇Gk(wn)|q
(ˆ Gk(wn)

0
(ε + |z|)σ−3|z| dz

)
dx ds

+

¨
{| f |>k}∩Ak}

| f |
(ˆ Gk(wn)

0
(ε + |z|)σ−3|z| dz

)
dx ds︸ ︷︷ ︸

C

where we have set Θε(v) =
´ v

0
(´ z

0 (ε + |s|)σ−3|s| ds
)

dz, Ak = Ak,n := {(s, x) ∈ Qt : |wn(s, x)| > k}. We also

define the function Φε(v) =
´ v

0 (ε + |z|)
σ−3

p |z|
1
p dz so we can rewrite the A term as

A = ᾱ

¨
Qt

|∇Φε(Gk(wn))|p dx ds.

Now we are going to deal with the r.h.s.. Let us start with the B term. The definition of Φε(·) allows us to
estimate as follows

B ≤ γ̄

¨
Qt

|∇Φε(Gk(wn))|q
(ˆ Gk(wn)

0
(ε + |z|)(σ−3) p−q

p |z|
p−q

p dz
)

dx ds

≤ γ̄

¨
Qt

|∇Φε(Gk(wn))|q|Φε(Gk(wn))|p−q|Gk(wn)|q−p+1 dx ds

where the last step is due to Hölder’s inequality with indices
(

1
p−q , 1

q−(p−1)

)
(recall that q > p − 1). An

application of the Hölder inequality with indices
(

p
q , p∗

p−q , N
p−q

)
, Sobolev’s embedding and the definition of σ

(we just recall here that σ = N(q−(p−1))
p−q ) give us

B ≤ c1

ˆ t

0
‖Gk(wn(s))‖

σ
p−q
N

Lσ(Ω)
‖∇Φε(Gk(wn(s)))‖p

Lp(Ω)
ds

where c1 = c1(γ̄, N, q, T).
As far as the C term is concerned, we first observe that since σ < 2 and the equality σ− 1 =

(
σ−2

p + 1
)

p(σ−1)
σ+p−2

holds, then we have
ˆ x

0
(ε + |y|)σ−3|y| dy ≤ c

(ˆ x

0
(ε + |y|)

σ−3
p |y|

1
p dy

) p(σ−1)
σ+p−2

(5.3)
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for some c > 0. Then, this estimate and twice applications of Hölder’s inequality with (m, m′) and (r, r′) imply
that we can deal with C as below:

C ≤ c2

¨
{| f |>k}∩Ak

| f |
(ˆ Gk(wn)

0
(ε + |z|)

σ−3
p |z|

1
p dz

) p(σ−1)
σ+p−2

dx ds

≤ c2‖| f |χ{| f |>k}‖Lr(0,T;Lm(Ω))‖Φε(Gk(wn))‖
σ−1

β

L
r′ σ−1

β (0,t;L
m′ σ−1

β (Ω))

Then, recalling the Gagliardo-Nirenberg inequality in Theorem A.1, the definition of Φε(·) and the assumption
(F1), we proceed as in Theorem 4.2 getting

C ≤ c2‖| f |χ{| f |>k}‖Lr(0,T;Lm(Ω))‖Φε(Gk(wn))‖
σ−1

β

Ly(0,t;Lw(Ω))

≤ c3‖| f |χ{| f |>k}‖
yβ

yβ−(σ−1)

Lr(0,T;Lm(Ω))
+ c4‖Gk(wn)‖β(y−p)

L∞(0,t;Lσ(Ω))

ˆ t

0
‖∇Φε(Gkwn(s))‖p

Lp(Ω)
ds.

We collect the estimates above saying that it holds
ˆ

Ω
Θε(Gk(wn(t))) dx + ᾱ

ˆ t

0
‖∇Φε(Gkwn(s))‖p

Lp(Ω)
ds

≤
[

c4‖Gk(wn)‖β(y−p)
L∞(0,t;Lσ(Ω))

+ c5‖Gk(wn)‖
σ

p−q
N

L∞(0,t;Lσ(Ω))

] ˆ t

0
‖∇Φε(Gkwn(s))‖p

Lp(Ω)
ds

+c3‖| f |χ{| f |>k}‖
yβ

yβ−(σ−1)

Lr(0,T;Lm(Ω))
+

ˆ
Ω

Θε(Gk(u0)) dx.

Next, we continue reasoning as in Theorem 4.2, i.e., we fix a value δ̄ such that satisfies the equality

2 max
{

c4δ̄
β(y−p)

σ , c5δ̄
p−q
N

}
= ᾱ

2 . Furthermore, we let k̄ large enough so that

‖Gk(u0)‖σ
Lσ(Ω) <

δ̄

2
∀k ≥ k̄, (5.4)

σ(σ− 1)c3‖| f |χ{| f |>k}‖
yβ

yβ−(σ−1)

Lr(0,T;Lm(Ω))
<

δ̄

2
∀k ≥ k̄ (5.5)

and, for k ≥ k̄, define T∗ as below:

T∗ := sup{τ > 0 : ||Gk(wn(s))||σLσ(Ω) ≤ δ̄, ∀s ≤ τ}.

We notice again that T∗ > 0 due to (5.4) and the continuity of wn(t) in Lσ(Ω). Then, for t ≤ T∗ and k ≥ k̄, we
have ˆ

Ω
Θε(Gk(wn(t))) dx +

ᾱ

2

ˆ t

0
‖∇Φε(Gk(wn(s)))‖p

Lp(Ω)
ds

≤
ˆ

Ω
Θε(Gk(u0)) dx + c3‖| f |χ{| f |>k}‖

yβ
yβ−(σ−1)

Lr(0,T;Lm(Ω))
.

(5.6)

We claim that T∗ = T. Indeed, taking t = T∗ < T leads to
ˆ

Ω
Θε(Gk(wn(T∗))) dx ≤

ˆ
Ω

Θε(Gk(u0)) dx + c3‖| f |χ{| f |>k}‖
yβ

yβ−(σ−1)

Lr(0,T;Lm(Ω))
∀k ≥ k̄

which, by the convergence Θε(Gk(wn(s))) −→
ε→0

|Gk(wn(s))|σ
σ(σ−1 , implies that

‖Gk(wn(T∗))‖σ
Lσ(Ω) ≤ ‖Gk(u0)‖σ

Lσ(Ω) + σ(σ− 1)c3‖| f |χ{| f |>k}‖r
Lr(0,T;Lm(Ω)). (5.7)

Thus, the conditions (5.4) and (5.5) and the inequality in (5.7) would give us
ˆ

Ω
|Gk(wn(T∗))|σ dx < δ̄

which is in contrast with the definition of T∗ and the continuity regularity.
Recalling that wn = Gk(wn) + Tk(wn), we have just proved that {wn}n is bounded (uniformly in n) in

L∞(0, T; Lσ(Ω)).
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As far as the proof of (5.2) is concerned, we note that (5.6) guarantees that |∇[Φε(Gk(wn))]| is uniformly
bounded, in n and in ε, in Lp(QT). Then, being

ˆ T

0
‖∇Φε(Gk(wn(s)))‖p

Lp(Ω)
ds ≥

ˆ T

0
‖∇Φ1(Gk(wn(s)))‖p

Lp(Ω)
ds

=

¨
QT

|∇Gk(wn)|p(1 + |Gk(wn)|)σ−3|Gk(wn)| dx ds

≥ c
¨

QT

|∇Gk+1(wn)|p(1 + |Gk+1(wn)|)σ−2 dx ds

we get an estimate on ‖(1 + |Gk(wn(s))|)β−1Gk(wn(s))‖Lp(QT)
for k ≥ k̄ + 1.

Finally, since ¨
QT

|∇((1 + |wn|)β−1wn)|p dx dt ≤ c
¨

QT

|∇wn|p

(1 + |wn|)p(1−β)
dx dt

≤ c
¨

QT∩{|wn |>k}

|∇Gk(wn)|p

(1 + |Gk(wn)|)p(1−β)
dx dt + c

¨
QT∩{|wn |≤k}

|∇Tk(wn)|p dx dt

the inequality (5.2) follows taking Tk(wn) as test function and reasoning as in the second part of Theorem
4.2. �

5.2. Some convergence results.

PROPOSITION 5.3. Let 2N
N+2 < p < N and assume (A1), (A2), (A3), (H) with max{ p

2 , p − N
N+1} < q <

p− N
N+2 , (F1), (ID1) and let {un}n be a sequence of solutions of (Pn). Then, for some function u, we have that

un → u a.e. in QT ,

∇un → ∇u a.e. in QT ,

Hn(t, x,∇un)→ Hn(t, x,∇u) strongly in L1(QT)

and
Tk(un)→ Tk(u) strongly in Lp(0, T; W1,p

0 (Ω)) ∀k > 0.

PROOF. The boundedness of {|∇un|η}n.
First of all, we prove that {|∇un|η}n is uniformly bounded in L1(QT) for some q < η < p. Indeed, this fact
will allow us to reason as in [BDAGO, Theorem 3.3] (being the r.h.s. uniformly bounded in L1(QT)) and get
the a.e. convergence of the gradient.

Since (1 + |un|)β−1un < (1 + |un|)β for every n ∈ N, Theorem 5.2 implies that {(1 + |un|)β−1un}n is

uniformly bounded in L∞(0, T; L
σ
β (Ω)) ∩ Lp(0, T; W1,p

0 (Ω)). Note that σ
β < p∗ if and only if p > 2N

N+σ which is

q > p
2 : we thus apply Gagliardo-Nirenberg regularity results and deduce that {(1 + |un|)β−1un}n is bounded

in Lp Nβ+σ
Nβ (QT). Moreover, being {(1 + |un|)β−1un}n bounded in Lp(0, T; W1,p

0 (Ω)) too, we have that

c >
¨

QT

|∇[(1 + |un|)β−1|un|]|p dx dt

=

¨
QT

|∇un|p

(1 + |un|)p(2−β)
(1 + β|un|)p dx dt

> βp
¨

QT

|∇un|p

(1 + |un|)p(1−β)
dx dt.

(5.8)

We now look for a bound for a suitable power of the gradient, that is, we employ (5.8) so that¨
QT

|∇un|η dx ds =
¨

QT

|∇un|η

(1 + |un|)η(1−β)
(1 + |un|)η(1−β) dx dt

≤
(¨

QT

|∇un|p

(1 + |un|)p(1−β)
dx dt

) η
p
(¨

QT

(1 + |un|)pη
(1−β)
p−η dx dt

) p−η
p

≤ c.

Hence, we have to choose η such that pη
(1− β)

p− η
= p

Nβ + σ

N
. This condition leads to η = p

Nβ + σ

N + σ
=

N(q− (p− 1)) + 2q− p and thus it holds q < p Nβ+σ
N+σ < p since β < 1 and σ > 1.
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The a.e. convergence un → u.
So far, we have that {|∇un|η}n is bounded in L1(QT). In particular, if p > 2− 1

N+1 , then {|∇un|}n is bounded

in Lη(QT). This means that we can invoke [S, Corollary 4] with X = W1,η
0 (Ω), B = Lη(QT) and Y = W−1,s′(Ω)

with s > N obtaining that {un}n is compact in Lη(QT). We thus deduce that, up to subsequences, un → u a.e..
If, otherwise, 2N

N+2 < p ≤ 2− 1
N+1 , we reason as in [P, Theorem 2.1]. In particular, we point out that [S,

Corollary 4] is applied (as in Corollary 4.3) to a regularization of the truncation function Tk(un) instead of to
un itself.

The a.e. convergence ∇un → ∇u.
Since the r.h.s. is bounded in L1(QT) and un → u a.e., the a.e. convergence of the gradients follows from
[BDAGO].

The strong convergence Hn(t, x,∇un)→ Hn(t, x,∇u) in L1(QT).
We conclude saying that, since η > q, we get the equi-integrability of the r.h.s. Hn(t, x,∇un) in L1(QT) and so
an application of the Vitali Theorem gives us the desired convergence as well.

The strong convergence Tk(un)→ Tk(u) in Lp(0, T; W1,p
0 (Ω)).

The convergence in L1(QT) of the r.h.s. allows us to reason as in [BM, P], getting the strong convergence of the
truncation functions. �

5.3. The existence result.

THEOREM 5.4. Let 2N
N+2 < p < N and assume (A1), (A2), (A3), (H) with max{ p

2 , p− N
N+1} < q < p− N

N+2 ,
(F1) and (ID1). Then, there exists at least one solution of the problem (P) in the sense of Definition 5.1 satisfying

(1 + |u|)β−1u ∈ Lp(0, T; W1,p
0 (Ω)) with β =

σ− 2 + p
p

(5.9)

and
u ∈ C([0, T]; Lσ(Ω)). (5.10)

PROOF. Let {un}n ⊆ Lp(0, T; W1,p
0 (Ω)) be a sequence of weak solutions of (Pn).

The uniform bound (5.2) and the a.e. convergences un → u and∇un → ∇u imply that u satisfies the following
inequality:

sup
t∈[0,T]

‖u(t)‖σ
Lσ(Ω) + ‖∇((1 + |u|)

β−1u)‖p
Lp(QT)

≤ c.

This means that u ∈ L∞(0, T; Lσ(Ω)) and (1 + |u|)β−1u ∈ Lp(0, T; W1,p
0 (Ω)).

The continuity regularity (5.10) is a consequence of the Vitali Theorem and can be proved as in Theorem
4.5 (taking into account the inequality (5.7)).

Now, we focus on (5.1). We multiply the equation in (Pn) for S′(un)ϕ and integrate over QT , getting

−
ˆ

Ω
S(un(0))ϕ(0, x) dx +

¨
QT

−S(un)ϕt dx ds +
¨

QT

S′(un)a(t, x, un,∇un) · ∇ϕ dx ds

+

¨
QT

S′′(un)a(t, x, un,∇un) · ∇un ϕ dx ds =
¨

QT

H(t, x,∇un)S′(un)ϕ dx ds
(5.11)

where ϕ ∈ Lp(0, T; W1,p
0 (Ω)) ∩ L∞(QT), ϕt ∈ Lp′(QT) and ϕ(T, x) = 0. The proof will be concluded once we

show that the limit on n → ∞ can be taken in (5.11). Note that, being supp(S′(un)) ⊆ [−M, M], the equation
(5.11) takes into account only TM(un).

The previous remark and Proposition 5.3 imply that

S′(un)a(t, x, un,∇un) = S′(un)a(t, x, TM(un),∇TM(un))

→ S′(u)a(t, x, TM(u),∇TM(u)) in (Lp′(QT))
N . (5.12)

Moreover, since

a(t, x, un,∇un) · ∇un = a(t, x, TM(un),∇TM(un)) · ∇TM(un).

the strong convergence of TM(un)→ TM(u) in Lp(0, T; W1,p
0 (Ω)) implies that

a(t, x, TM(un),∇TM(un)) · ∇TM(un)→ a(t, x, TM(u),∇TM(u)) · ∇TM(u) in L1(QT).

Having S′′(un) → S′′(u) pointwisely and being S′′(·) bounded by assumptions give us the following conver-
gence:

S′′(un)a(t, x, TM(un),∇TM(un)) ·∇TM(un)→ S′′(u)a(t, x, TM(u),∇TM(u)) ·∇TM(u) in L1(QT). (5.13)
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As far as the r.h.s. is concerned, Proposition 5.3 guarantees that

S′(un)Hn(t, x,∇un) = S′(un)Hn(t, x,∇TM(un))→ S′(u)H(t, x,∇TM(u)) in L1(QT). (5.14)

Finally, since

S(un)→ S(u) in Lp(0, T; W1,p(Ω)),

(S(un))t → (S(u))t in Lp′(0, T; W−1,p′(Ω)) + L1(QT)

and thus S(un) → S(u) strongly in C([0, T]; L1(Ω)) thanks to [P, Theorem 1], we can take the limit in (5.11)
finding Definition 5.1. �

REMARK 5.5. We briefly present the case when 2N
N+1 < p < N and the growth rate of the gradient is q = p− N

N+1
and the initial datum is taken in the Lebesgue space L1+ω(Ω) for ω ∈ (0, 1) and we are looking for renormalized
solutions in the sense of Definition 5.1. Note that this value of q implies that σ = 1, so our running assumptions are not
the sharp ones.
However, having a stronger regularity on the initial datum allows us to repeat the proofs presented in Section 5. In
particular, the a priori estimate reads as below:

THEOREM 5.6. Assume (A1), (A2), (H) with q = p − N
N+1 , u0 ∈ L1+ω(Ω), ω > 0, (F2) and let {un}n be a

sequence of solutions of (Pn). Then, {un}n and {(1 + |un|)ν−1un}n, ν = p−1+ω
p , are uniformly bounded, respectively,

in L∞(0, T; L1+ω(Ω)) and in Lp(0, T; W1,p
0 (Ω)). Moreover, the following estimate holds:

sup
t∈[0,T]

‖un(t)‖1+ω
L1+ω(Ω)

+ ‖∇((1 + |un|)ν−1un)‖p
Lp(QT)

≤ M (5.15)

where the constant M depends on α, p, q, γ, N, |Ω|, T, ω, u0, f and remains bounded when u0 and f vary in sets which
are, respectively, bounded in L1+ω(Ω) and equi-integrable in L1(QT).

We observe that the case q = p− N
N+1 could be dealt with taking the initial datum u0 in the Orlicz space

u0 ∈ L1((log L)1).

6. Case of L1 data

We finally take into account the case with 2N
N+1 < p < N and max{ p

2 , p(N+1)−N
N+2 } < q < p− N

N+1 .
These ranges of q imply that the value σ (defined in (ID1)) is smaller than one. In this range even measure data
could be considered, however, we focus on L1(Ω) data for the sake of simplicity. We go further introducing
our current notion of renormalized solution.

DEFINITION 6.1. We say that a function u ∈ T 1,p
0 (QT) is a renormalized solution of (P) if satisfies

H(t, x,∇u) ∈ L1(QT),

−
ˆ

Ω
S(u0)ϕ(0, x) dx +

¨
QT

−S(u)ϕt + a(t, x, u,∇u) · ∇(S′(u)ϕ) dx ds

=

¨
QT

H(t, x,∇u)S′(u)ϕ dx ds
(RS.1)

lim
n→∞

1
n

¨
{n≤|u|≤2n}

a(t, x, u,∇u) · ∇u = 0, (RS.2)

for every S ∈ W2,∞(R) such that S′ has compact support and for every test function ϕ ∈ Lp(0, T; W1,p
0 (Ω)) ∩

L∞(QT) such that ϕt ∈ Lp′(QT) and ϕ(T, x) = 0.

REMARK 6.2. Note that the main difference between Definitions 5.1 and 6.1 relies in the condition (RS.2). Indeed,
the setting considered in Section 5 ensures that a solution in the sense of Section 5.1 enjoys

(1 + |u|)β−1u ∈ Lp(0, T; W1,p
0 (Ω)), β =

σ + p− 2
p

< 1,

which implies (RS.2). Roughly speaking, (RS.2) regards the behaviour for ”large” values of u (i.e., the case |u| = ∞
which is excluded by the truncated function) and it is a standard request in the renormalized framework.
For further comments on the notion of renormalized solution we mention [LM, BGDM, DMMOP] for the stationary
setting and [BM, BP] for what concerns the evolution framework.
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We will need different spaces from the Lebesgue and the Sobolev’s ones we have used so far. In particular,
we will use the Marcinkievicz space of γ order Mγ(QT). So, let us recall the definition and a few properties of
this space.
Let 1 < γ < ∞. Then Mγ(QT) is defined as the set of measurable functions f : QT → R such that

‖ f ‖Mγ(QT)
= sup

k>0
{kγmeas{(t, x) ∈ QT : | f (t, x)| > k}}

1
γ < ∞.

Moreover, the following embeddings hold

Lγ(QT) ↪→ Mγ(QT) ↪→ Lγ−ω(QT)

for every ω such that γ−ω > 1.

6.1. The a priori estimate and convergence results.

THEOREM 6.3. Let 2N
N+1 < p < N and assume (A1), (A2), (H) with p(N+1)−N

N+2 < q < p− N
N+1 , (F2), (ID2) and

let {un}n be a sequence of solutions of (Pn). Then {un}n is uniformly bounded in L∞(0, T; L1(Ω)) and {|∇un|q}n is
uniformly bounded in L1(QT).

PROOF. We first prove that we are in the framework of Lemma B.1.
With this purpose, we take

(
1− 1

(1+|Gk(wn)|)δ

)
sign(un), δ > 1 arbitrary large, as test function. Thus, dropping

the gradient term in the l.h.s., we haveˆ
Ω
|Gk(wn(t))| dx− 1

δ− 1

ˆ
Ω

(
1− 1

(1 + |Gk(wn(t))|)δ−1

)
dx

≤
ˆ

Ω
|Gk(u0)| dx− 1

δ− 1

ˆ
Ω

(
1− 1

(1 + |Gk(u0)|)δ−1

)
dx + γ

¨
QT

|∇Gk(wn)|q dx dt +
¨

QT

| f |χ{| f |>k} dx dt.

Letting δ→ ∞, we obtainˆ
Ω
|Gk(wn(t))| dx ≤

ˆ
Ω
|Gk(u0)| dx + γ

¨
QT

|∇Gk(wn)|q dx dt +
¨

QT

| f |χ{| f |>k} dx dt.

This means that Gk(wn) satisfies an inequality of the type ‖Gk(wn)‖L∞(0,T;L1(Ω)) ≤ M where

M = γ

¨
QT

|∇Gk(wn)|q dx dt +
¨

QT

| f |χ{| f |>k} dx dt +
ˆ

Ω
|Gk(u0)| dx.

If, instead, we take Tj(Gk(wn)) as test function then we can estimate as below:

α

¨
QT

|∇Tj(Gk(wn))|p dx dt

≤ j
[

γ

¨
QT

|∇Gk(wn)|q dx dt +
¨

QT

| f |χ{| f |>k} dx dt +
ˆ

Ω
|Gk(u0)| dx

] (6.1)

and, in particular, we deduce that α

¨
QT

|∇Tj(Gk(wn))|p dx ds ≤ jM.

Thus we can apply Lemma B.1 with v = Gk(wn) obtaining

‖|∇Gk(wn)|
p(N+1)−N

N+2 ‖
M

N+2
N+1 (QT)

≤ c

[
‖|∇Gk(wn)|

p(N+1)−N
N+2 ‖

q N+2
p(N+1)−N

L
q N+2

p(N+1)−N (QT)

+ ‖ f |χ{| f |>k}‖L1(QT)
+ ‖Gk(u0)‖L1(Ω)

]
.

Our current assumptions ensure that q
N + 2

p(N + 1)− N
<

N + 2
N + 1

and so we have that the embedding M
N+2
N+1 (QT) ⊂

Lq N+2
p(N+1)−N (QT) holds. We thus go further estimating from below as follows:

‖|∇Gk(wn)|
p(N+1)−N

N+2 ‖
L

q N+2
p(N+1)−N (QT)

≤ c
[
‖|∇Gk(wn)|

p(N+1)−N
N+2 ‖

q N+2
p(N+1)−N

L
q N+2

p(N+1)−N (QT)

+ ‖ f |χ{| f |>k}‖L1(QT)
+ ‖Gk(u0)‖L1(Ω)

]
.

Now, set Yn,k = ‖|∇Gk(wn)|
p(N+1)−N

N+2 ‖
L

q N+2
p(N+1)−N (QT)

and hk = ‖ f χ{| f |>k}‖L1(QT)
+ ‖Gk(u0)‖L1(Ω) so we rewrite

Yn,k − c1Y
q(N+2)

p(N+1)−N
n,k ≤ c2hk.
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We thus can reason as in [GMP], otherwise, we define the function

F(Y) = Y− c1Y
q(N+2)

p(N+1)−N

which has a unique maximizer Z∗ =
(

p(N+1)−N
c1q(N+2)

) p(N+1)−N
(N+1)(q−p+1)+q−1 . In particular, F(Z∗) = F∗ = F∗(p, N, q, α, γ).

Coming back to the inequality
F(Yn,k) ≤ c2hk

we observe that it is not trivial only if c2hk < F∗. Hence, taking in mind the definition of hk, we define

k∗ = inf{k > 0 : c2hk < F∗}.

Such a value of k∗ ensures that, being hk non increasing in k, we have that c2hk < F∗ for every k ≥ k∗. We
now consider the equation F(Yn,k) = c2hk and observe that it admits two roots, say Z1 and Z2, which satisfy
0 ≤ Z1 < Z∗ < Z2. Thus the inequality F(Yn,k) ≤ c2hk implies that either Yn,k ≤ Z1 or Yn,k ≥ Z2. Since the
continuity of the function k → Yn,k and the convergence to zero of Yn,k for k → ∞ imply that Yn,k ≤ Z1 for all
k ≥ k∗ we can say that ¨

QT

|∇Gk(wn)|q dx dt ≤ c ∀k ≥ k∗. (6.2)

Finally, being ¨
QT

|∇un|q dx dt ≤ c
[¨

QT

|∇Gk∗(wn)|q dx dt +
¨

QT

|∇Tk∗(wn)|q dx dt
]

we need an estimate on the last integral in order to prove that {|∇un|q}n is uniformly bounded in L1(QT). We
take Tk∗(un) as test function, obtaining

α

¨
QT

|∇Tk∗(un)|p dx dt ≤ k∗
[

γ

¨
QT

|∇un|q dx dt +
¨

QT

| f | dx dt +
ˆ

Ω
|u0| dx

]
.

from which
¨

QT

|∇Tk∗(wn)|q dx dt ≤ c
[

k∗
(¨

QT

|∇un|q dx dt +
¨

QT

| f | dx dt +
ˆ

Ω
|u0| dx

)] q
p

≤ c
(

k∗
¨

QT

|∇Tk∗(wn)|q dx dt
) q

p
+ c

thanks to (6.2). Young’s inequality allows us to conclude saying that¨
QT

|∇Tk∗(wn)|q dx dt ≤ c

where c depends on k∗, above the parameters of the problem. �

PROPOSITION 6.4. Let 2N
N+1 < p < N and assume (A1), (A2), (A3), (H) with p(N+1)−N

N+2 < q < p− N
N+1 , (F2),

(ID2) and let {un}n be a sequence of solutions of (Pn). Then, for some function u,

un → u a.e. in QT , (6.3)

∇un → ∇u a.e. in QT , (6.4)

Hn(t, x,∇un)→ H(t, x,∇u) in L1(QT), (6.5)

Tk(un)→ Tk(u) in Lp(0, T; W1,p
0 (Ω)) ∀k > 0. (6.6)

PROOF. So far, we know that the r.h.s. {Hn(t, x,∇un)}n is bounded in L1(QT). Classical estimates (see
[BG, BDAGO]) allow us to get the a.e. convergence (6.3) (see also Proposition 5.3) and the boundedness of

{|∇un|}n in M
p(N+1)−N

N+1 (QT).
The a.e. convergence in (6.3) and the boundedness of the r.h.s. in L1(QT) give us the a.e. convergence of

the gradients (6.4) thanks to [BDAGO].

Moreover, being q < p(N+1)−N
N+1 , the boundedness of {|∇un|}n in M

p(N+1)−N
N+1 (QT) implies the equi-integrability

of the r.h.s. and thus the strong convergence in L1(QT) of the r.h.s. through an application of the Vitali Theo-
rem.

Finally, we deduce the strong convergence of the truncation (6.6) recalling [BM, P]. �
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6.2. The existence result.

THEOREM 6.5. Let 2N
N+1 < p < N and assume (A1), (A2), (A3), (H) with p(N+1)−N

N+2 < q < p− N
N+1 , (F2) and

(ID2). Then, there exists at least one renormalized solution of the problem (P) in the sense of Definition 6.1 satisfying

u ∈ C([0, T]; L1(Ω)).

PROOF. The renormalized formulation (RS.1) can be proved reasoning as in Theorem 5.4; the continuity
regularity C([0, T]; L1(Ω)) can be deduced recalling the trace result [P] as well.
Finally, the energy growth conditions (RS.2) is a consequence of the proof of [B, Theorem 2] (see also [BM,
Lemma 3.2 and Remark 2.4]). �

7. On the sublinear problem

We are going to briefly discuss what we called the sublinear case. As we have already mentioned, this
case was previously analysed in [Po, DNFG]. More precisely, the authors take into account a parabolic
problem of Cauchy-Dirichlet type with lower order terms which grow as a power of the gradient |∇u|q for

q ≤ N(p− 1) + p
N + 2

. We have already pointed out that such a threshold is not sharp for 1 < p < 2 since the

borderline for the superlinear growth becomes q = p
2 . We refer to Section 2 for further details on the argument

presented to justify this assertion.
So, let us our parabolic Cauchy-Dirichlet problem:

ut − div a(t, x, u,∇u) = H(t, x,∇u) in QT ,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω,

(Psub)

where p is assumed to be 1 < p < 2. The hypotheses (Psub) are listed below:
• the Leray-Lions structure conditions (A1), (A2), (A3) hold;
• the function H(t, x, ξ) : (0, T)×Ω×RN → R grows at most as a power of the gradient plus a forcing

term, namely

∃ γ s.t. |H(t, x, ξ)| ≤ γ|ξ|q + f (t, x) with 0 < q ≤ p
2 , (Hsub)

a.e. (t, x) ∈ QT , for all ξ ∈ RN and with f = f (t, x) is some Lebesgue space.
As far as the data are concerned, we assume that the initial datum verifies

u0 ∈ Lm(Ω) with m > 1 if 0 < q ≤ p
2

(ID1sub)

and
u0 ∈ Lm(Ω) with m ≥ 1 if 0 < q <

p
2

(ID2sub)

and the forcing term satisfies
f ∈ L1(0, T; Lm(Ω)). (Fsub)

We note here that, if m > 1, we could only deal with the linear case q = p
2 since, by Young’s inequality,

|∇u|q ≤ |∇u|
p
2 + c when q < p

2 . However, we will separate the growths q < p
2 and q = p

2 in order to stress the
features of the sublinear and linear settings.

7.1. The a priori estimate.

THEOREM 7.1. Assume 1 < p < 2, (A1), (A2), (Hsub), either (ID1sub) or (ID2sub), (Fsub) and let {un}n be a
sequence of solutions of (Pn). Then, {un}n is uniformly bounded in L∞(0, T; Lm(Ω)). Moreover, we have that:

• if m > 1, then {(1 + |un|)µ−1un}n is uniformly bounded in Lp(0, T; W1,p
0 (Ω)) and the following estimate

holds:

sup
t∈[0,T]

‖un(t)‖m
Lm(Ω) + ‖∇((1 + |un|)µ−1un)‖p

Lp(QT)
≤ M, µ =

m + p− 2
p

. (7.1)

In particular, if m ≥ 2, then {un}n is uniformly bounded in Lp(0, T; W1,p
0 (Ω)).

The constant M above depends on α, p, q, γ, N, |Ω|, T, ‖ f ‖L1(0,T;Lm(Ω)) and ‖u0‖Lm(Ω).
• If m = 1 and q < p

2 , then {un}n satisfies the estimates of Lemmas B.1 and B.3.

REMARK 7.2. Note that the constant M depends on the initial datum u0 and on the forcing term f through their
norms an not through an equi-integrability relation. We recall that this fact is due to the sublinear behaviour of the
r.h.s..
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PROOF. The case m ≥ 2 and q < p
2 .

Having m ≥ 2 allows us to multiply the equation in (Pn) by ϕ(un) = |un|m−2un so that an integration over Qt
gives us

1
m

ˆ
Ω
|un(t)|m dx +

α(m− 1)
µp

¨
Qt

|∇[|un|µ]|p dx ds

≤ γ

¨
Qt

|∇un|q|un|m−1 dx ds︸ ︷︷ ︸
A

+

¨
Qt

| f ‖un|m−1 dx ds︸ ︷︷ ︸
B

+
1
m

ˆ
Ω
|u0|m dx. (7.2)

Dealing with the A term turns out to be simpler than before, since the sublinear growth guarantees that we
can proceed estimating by Young’s inequality with indices

(
p
q , p

p−q

)
as below

A =
γ

µq

¨
Qt

|∇[|un|µ]|q|un|(m−1) p−q
p +

q
p dx ds

≤ α(m− 1)
2µp

¨
Qt

|∇[|un|µ]|p dx ds + c1

¨
Qt

|un|m−1+ q
p−q dx ds.

We point out that having q < p
2 implies that the exponent m− 1 + q

p−q is strictly smaller than m and this fact
allows us to apply again Young’s inequality to the last term, so that

A ≤ α(m− 1)
2µp

¨
Qt

|∇[|un|µ]|p dx ds +
1

2m
sup

t∈(0,T)

ˆ
Ω
|un(t)|m dx + c2

where c2 = c2(T, |Ω|, m).

The B term can be estimated by Hölder’s and Young’s inequalities with (m, m′) as follows:

B ≤
ˆ t

0
‖ f ‖Lm(Ω)‖un‖m−1

Lm(Ω)
ds ≤ 1

4m
‖un‖m

L∞(0,T;Lm(Ω)) + c3‖ f ‖m
L1(0,T;Lm(Ω)). (7.3)

We summarize saying that, if m ≥ 2 and q < p
2 , then it holds that

1
4m

sup
t∈(0,T)

ˆ
Ω
|un(t)|m dx +

α(m− 1)
2µp

¨
QT

|∇[|un|µ]|p dx ds

≤ c3‖ f ‖m
L1(0,T;Lm(Ω)) +

1
m

ˆ
Ω
|u0|m dx + c2.

The case m ≥ 2 and q = p
2 .

We come back to (7.2) and assume that t ≤ t1 ≤ T, where t1 has to be fixed. Now, we have m− 1 + q
p−q = m

and we estimate A as follows:

A ≤ α(m− 1)
2µp

¨
Qt

|∇[|un|µ]|p dx ds + c̃1

¨
Qt

|un|m dx ds

≤ α(m− 1)
2µp

¨
Qt

|∇[|un|µ]|p dx ds + c̃2t1 sup
t∈(0,t1)

ˆ
Ω
|un(t)|m dx + c̃3.

Then, letting

c̃2t1 <
3

4m
, (7.4)

and recalling (7.3), we obtain(
3

4m
− c̃2t1

)
sup

t∈(0,t1)

ˆ
Ω
|un(t)|m dx +

α(m− 1)
2µp

¨
Qt1

|∇[|un|µ]|p dx ds

≤ c3‖ f ‖m
L1(0,T;Lm(Ω)) +

1
m

ˆ
Ω
|u0|m dx + c̃3.

We conclude partitioning the time interval [0, T] into a finite number of subintervals [tj, tj+1], 0 ≤ j ≤ n− 1,
where t0 = 0 and tn = T so that (7.4) is fulfilled in each subinterval replacing t1 with tj+1 − tj.

We now observe that, as in Part 2 of Theorem 4.2, the uniform boundedness of {un}n in Lp(0, T; W1,p
0 (Ω))

can be deduced changing the function |un|m−2un into ϕ(un) = un and proceeding estimating in an analogous
way.
We have thus proved (7.1).
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The case 1 < m < 2 and q < p
2 .

We deal with this case taking ϕ(un) =
[
(1 + |un|)m−1 − 1

]
sign(un) as test function. Thus, we getˆ

Ω
Ψ(un(t)) dx + α(m− 1)

¨
Qt

|∇un|p
(1 + |un|)2−m dx ds

≤ γ

¨
Qt

|∇un|q(1 + |un|)m−1 dx ds +
¨

Qt

| f |(1 + |un|)m−1 dx ds +
ˆ

Ω
Ψ(u0) dx

where Ψ(v) =
´ v

0
(
(1 + |z|)m−1 − 1

)
dz. Taking into account the inequalities

bm|v|m − cm ≤ Ψ(v) ≤ am|v|m + am,

we can estimate the previous one as below

bm

ˆ
Ω
|un(t)|m dx + α(m− 1)

¨
Qt

|∇un|p
(1 + |un|)2−m dx ds

≤ γ

¨
Qt

|∇un|q(1 + |un|)m−1 dx ds︸ ︷︷ ︸
A

+

¨
Qt

| f |(1 + |un|)m−1 dx ds︸ ︷︷ ︸
B

+am

ˆ
Ω
|u0|m dx + (cm + am)|Ω|.

(7.5)

We first take into account the A term. Then, reasoning as in the case m ≥ 2 and q < p
2 , we obtain

A ≤ α(m− 1)
2

¨
Qt

|∇un|p
(1 + |un|)2−m dx ds +

bm

2
sup

t∈[0,t1]

‖un(t)‖m
Lm(Ω) + c1.

As far as B is concerned, we estimate by Hölder’s inequality with (m, m′). Moreover, recalling (Fsub), we have

B ≤ ‖ f ‖L1(0,T;Lm(Ω))‖1 + |un|‖m−1
L∞(0,t;Lm(Ω))

≤ ε‖1 + |un|‖m
L∞(0,t;Lm(Ω)) + cε‖ f ‖m

L1(0,T;Lm(Ω))

≤ bm

4
sup

t∈[0,T]
‖un(t)‖m

Lm(Ω) + c2‖ f ‖m
L1(0,T;Lm(Ω)) + c3

(7.6)

where the intermediate passage is due to Young’s inequality with (m, m′).
Thus, we obtain

bm

4
sup

t∈[0,T]
‖un(t)‖m

Lm(Ω) +
α(m− 1)

2

¨
Qt1

|∇un|p
(1 + |un|)2−m dx ds

≤ am

ˆ
Ω
|u0|m dx + c2‖ f ‖m

L1(0,T;Lm(Ω)) + C

where C = C(T, m, |Ω|).

The case 1 < m < 2 and q = p
2 .

We proceed as before setting t ≤ t1 ≤ T, where t1 has to be defined. Then, taking into account the A term in
(7.5), we apply Young’s inequality with indices (2, 2) so we get

A ≤ α(m− 1)
2

¨
Qt

|∇un|p
(1 + |un|)2−m dx ds + c̃1

¨
Qt

(1 + |un|)m dx ds

≤ α(m− 1)
2

¨
Qt

|∇un|p
(1 + |un|)2−m dx ds + c̃2t1 sup

t∈[0,t1]

‖un(t)‖m
Lm(Ω) + c̃3T.

Setting t1 so that
3bm

4
− c̃2t1 > 0 (7.7)

and recalling (7.6), we deduce(
3bm

4
− c̃2t1

)
sup

t∈[0,t1]

‖un(t)‖m
Lm(Ω) +

α(m− 1)
2

¨
Qt1

|∇un|p
(1 + |un|)2−m dx ds

≤ am

ˆ
Ω
|u0|m dx + c2‖ f ‖m

L1(0,T;Lm(Ω)) + C

where C = C(T, m, |Ω|).
We conclude partitioning the time interval [0, T] into a finite number of subintervals [tj, tj+1], 0 ≤ j ≤ n− 1,
where t0 = 0 and tn = T so that (7.7) is fulfilled in each subinterval. We have thus proved (7.1).
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The case m = 1 and q < p
2 .

We claim that we are within the assumptions of Lemma B.3. Indeed, we can reason as in the first part of
Theorem 6.3 and obtain the L1 data classical estimates (see [BG]):

sup
t∈[0,T]

ˆ
Ω
|un(t)| dx ≤ M

and
α

¨
QT

|∇Tk(un)|p dx ds ≤ kM

where
M = γ

¨
QT

|∇un|q dx ds +
¨

QT

| f | dx ds +
ˆ

Ω
|u0| dx.

Then, Lemma B.3 implies that

‖|∇un|q‖
p

2q

M
p

2q (QT)

≤ c
[
‖|∇un|q‖L1(QT)

+ ‖ f ‖L1(QT)
+ ‖u0‖L1(Ω)

]
from which, being q < p

2 , we obtain

‖|∇un|q‖L1(QT)
≤ c‖|∇un|q‖

2q
p

L1(QT)
+ c0

where c0 = c0(‖ f ‖L1(QT)
, ‖u0‖L1(Ω)) above the parameters of the problem. An application of Young’s inequal-

ity and the assumption q < p
2 give us

‖|∇un|q‖L1(QT)
≤ c.

The uniform boundedness of {|∇un|q}n in L1(QT) allows us to conclude saying that {un}n satisfies the esti-
mates in Lemmas B.1 and B.3. �

7.2. Some convergence results.

PROPOSITION 7.3. Assume 1 < p < 2, (A1), (A2), (A3), (Hsub), either (ID1sub) or (ID2sub), (Fsub) and let
{un}n be a sequence of solutions of (Pn). Then, we have that, for some function u,

un → u a.e. in QT ,

∇un → ∇u a.e. in QT ,

Hn(t, x,∇un)→ H(t, x,∇u) strongly in L1(QT).
In particular, if either 1 < m < 2 and q ≤ p

2 or m = 1 and q < p
2 then

Tk(un)→ Tk(u) strongly in Lp(0, T; W1,p
0 (Ω)) ∀k > 0.

PROOF. We just deal with the case 1 ≤ m < 2, since having m ≥ 2 allows us to reason as in Corollary 4.3
and Proposition 4.4.

We start proving that {|∇un|b}n is bounded in L1(QT) for some q < b < p.

The case 1 < m < 2 and 2N
N+m < p < 2.

Theorem 7.1 provides that {(1 + |un|)µ−1un}n ⊆ L∞(0, T; L
m
µ (Ω)) ∩ Lp(0, T; W1,p

0 (Ω)). Note that m
µ < p∗ if

and only if p > 2N
N+m : we thus reason as in Proposition 5.3, getting b = p

Nµ + m
N + m

. Algebraic computations

show that such a value of b satisfies the inequalities q ≤ p
2
< b, being m > 1, and b < p, since µ < 1.

The case 1 < m < 2 and 1 < p ≤ 2N
N+m .

Again, we reason as in Proposition 5.3 estimating the b power of the gradient as

¨
QT

|∇un|b dx ds ≤
(¨

QT

|∇un|p

(1 + |un|)p(1−µ)
dx dt

) b
p
(¨

QT

(1 + |un|)
pb (1−µ)

p−b dx dt
) p−b

p

.

However, since our current range of p implies m
µ > p∗, we are forced to require pb

(1− µ)

p− b
= m. This condition

leads to b =
p
2

m which verifies q < p
2 m < p since 1 < m < 2.

Since the r.h.s. is bounded in L1(QT), we can prove the a.e. convergences of un → u and ∇un → ∇u as in
Proposition 5.3. More precisely, we have to split the proof between b greater and smaller than one and follows
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the line of the Proposition quoted above.

Now, having q < b, we deduce the equi-integrability of the r.h.s. and the strong convergence in L1(QT) of
the r.h.s. follows, again, by Vitali Theorem.

The strong convergence of the truncation function can be deduced as in Proposition 5.3.

The cases m = 1.
We just recall Proposition 6.4 and say that we can proceed in the same way. �

7.3. The existence result.

THEOREM 7.4. Let 1 < p < 2 and assume (A1), (A2), (A3), (Hsub), either (ID1sub) or (ID2sub) and (Fsub). Then,
there exists at least one weak solution of the problem (Psub) such that

• if m ≥ 2, then

u ∈ Lp(0, T; W1,p
0 (Ω))

and satisfies the weak formulation

−
ˆ

Ω
u0(x)ϕ(0, x) dx +

¨
QT

−uϕt + a(t, x, u,∇u) · ∇ϕ dx dt =
¨

QT

H(t, x,∇u)ϕ dx dt

for every test function ϕ ∈ Lp(0, T; W1,p
0 (Ω)) ∩ L∞(QT) such that ϕt ∈ Lp′(QT) and ϕ(T, x) = 0. More-

over, this solution fulfils the following regularity:

|u|µ ∈ Lp(0, T; W1,p
0 (Ω)) with µ =

m− 2 + p
p

;

• if 1 < m < 2, then

u ∈ T 1,p
0 (QT),

H(t, x,∇u) ∈ L1(QT),

−
ˆ

Ω
S(u0)ϕ(0) dx +

¨
QT

[
−S(u)ϕt + a(t, x, u,∇u) · ∇(S′(u)ϕ)

]
dx dt

=

¨
QT

H(t, x,∇u)S′(u)ϕ dx dt,

for every S ∈W2,∞(R) such that S′(·) has compact support and for every test function ϕ ∈ Lp(0, T; W1,p
0 (Ω))∩

L∞(QT) such that ϕt ∈ Lp′(QT) and ϕ(T, x) = 0. Moreover, such a solution fulfils the following regularities:

(1 + |u|)µ−1u ∈ Lp(0, T; W1,p
0 (Ω)) with µ =

m− 2 + p
p

;

• if m = 1, then

u ∈ T 1,p
0 (QT),

H(t, x,∇u) ∈ L1(QT),

lim
n→∞

1
n

¨
{n≤|u|≤2n}

a(t, x, u,∇u) · ∇u = 0,

−
ˆ

Ω
S(u0)ϕ(0) dx +

¨
QT

[
−S(u)ϕt + a(t, x, u,∇u) · ∇(S′(u)ϕ)

]
dx dt

=

¨
QT

H(t, x,∇u)S′(u)ϕ dx dt,

for every S ∈W2,∞(R) such that S′(·) has compact support and for every test function ϕ ∈ Lp(0, T; W1,p
0 (Ω))∩

L∞(QT) such that ϕt ∈ Lp′(QT) and ϕ(T, x) = 0.

PROOF. The a priori estimate proved in Theorem 7.1 and the convergence results in Proposition 7.3 allow
us to reason as in Theorem 4.5 if m ≥ 2, Theorem 5.4 whenever 1 < m < 2 and, finally, as in Theorem 6.5 as
m = 1. �

REMARK 7.5. In particular, |∇u|b ∈ L1(QT) for b = p
2 m if 1 < p ≤ 2N

N+m and b = N(m−2+p)+pm
N+m if 2N

N+m <
p < N.
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Appendices

A. The approximating problem and some preliminary results.

THEOREM A.1 (Gagliardo-Nirenberg inequality). Let Ω ⊂ RN be a bounded and open subset and T a real
positive number. Then, if

v ∈ L∞(0, T; Lh(Ω)) ∩ Lη(0, T; W1,η
0 (Ω)) (a.1)

where

1 ≤ η < N and 1 ≤ h ≤ η∗,

we have that

v ∈ Ly(0, T; Lw(Ω))

where the couple (w, y) fulfils

h ≤ w ≤ η∗, η ≤ y ≤ ∞

and satisfies the relation

Nh
w

+
N(η − h) + ηh

y
= N. (a.2)

Moreover, the following inequality holds:

ˆ T

0
‖v(t)‖y

Lw(Ω)
dt ≤ c(N, η, h)‖v‖y−η

L∞(0,T;Lh(Ω))

ˆ T

0
‖∇v(t)‖η

Lη(Ω)
dt. (a.3)

In particular, having w = y implies that

v ∈ Lη N+h
N (QT)

and the estimate reads
ˆ T

0
‖v(t)‖w

Lw(Ω) dt ≤ c(N, η, h)‖v‖
ηh
N
L∞(0,T;Lh(Ω))

ˆ T

0
‖∇v(t)‖η

Lη(Ω)
dt. (a.4)

The approximating problem we consider during the paper is the following:
(un)t − div a(t, x, un,∇un) = Hn(t, x,∇un) QT ,
un = 0 (0, T)× ∂Ω,
un(0, x) = u0,n(x) Ω,

(Pn)

where {u0,n}n = {Tn(u0)}n ⊆ L∞(Ω) and {Hn(t, x, ξ)}n = {Tn(H(t, x, ξ))}n. Thanks to [G] (see also [BMP1]
if p = 2 and [DAGP], [OP]) we have that (Pn) admits (at least) a solution un such that

un ∈ Lp(0, T; W1,p
0 (Ω)) ∩ L∞(QT), (un)t ∈ Lp′(0, T; W−1,p′(Ω)) + L1(QT),

−
ˆ

Ω
u0,n ϕ(0, x) dx +

¨
QT

[
−ϕtun + a(t, x, un,∇un) · ∇ϕ

]
dt dx =

¨
QT

Hn(t, x,∇un)ϕ dt dx,

for every ϕ ∈ C∞
c ([0, T)×Ω) and for every fixed n ∈N.

Since we will take more general test functions, we here recall a useful result aimed at justifying our choices.
Its proof is a consequence of [PPP, Lemma 4.6 and Corollary 4.7].

PROPOSITION A.2. Let un be a solution of (Pn). Then

ˆ
Ω

Ψ(un(t)) dx +

¨
Qt

a(s, x, un,∇un) · ∇unψ′(un) dx ds

=

¨
Qt

H(s, x,∇un)ψ(un) dx ds +
ˆ

Ω
Ψ(u0,n) dx a.e. t ∈ (0, T),

for every ψ ∈W1,∞(R) such that ψ(0) = 0, where Ψ(v) =
´ v

0 ψ(w) dw.
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B. Marcinkievicz Lemmas. Let v a measurable real function belonging to L∞(0, T; L1(Ω)) and satisfying
certain growth assumption on the Lp(QT) norm of |∇Tk(v)|. We are going to prove two Lemmas which
provide estimates on the measures of the level sets of suitable powers of v and |∇v|.
For further result in this sense, we refer to [DNFG, Appendix A] as far as the parabolic setting is concerned
and to [BMMP, Appendix A], [BBGGPV, Section 4] regarding the stationary problem.

LEMMA B.1. Let 1 < p < N, v ∈ T 1,p
0 (QT) be such that

‖v‖L∞(0,T;L1(Ω)) ≤ M

and ˆ T

0
‖∇Tk(v(t))‖

p
Lp(Ω)

dt ≤ Mk

for every k > 0. Then, we have that |v|
p(N+1)−N

N+p ∈ M
N+p

N (QT) and |∇v|
p(N+1)−N

N+2 ∈ M
N+2
N+1 (QT). Moreover, the

following estimates hold:

‖|v|
p(N+1)−N

N+p ‖
M

N+p
N (QT)

≤ cM (b.1)

and
‖|∇v|

p(N+1)−N
N+2 ‖

M
N+2
N+1 (QT)

≤ cM (b.2)

where the constants c depend on N, p and q.

PROOF. Let us begin with the estimate concerning v.
Gagliardo-Nirenberg regularity results (see Theorem A.1 when w = y) provide that Tk(v) satisfies the follow-
ing inequality: ˆ T

0
‖Tk(v(t))‖

η

Lη(Ω)
dt ≤ c‖Tk(v)‖

η−p
L∞(0,T;L1(Ω))

ˆ T

0
‖∇Tk(v(t))‖

p
Lp(Ω)

dt

where η = p N+1
N . Thus, the bound above gives us the following estimate:

ˆ T

0
‖Tk(v(t))‖

η

Lη(Ω)
dt ≤ cMη−p+1k.

This means that

meas{(t, x) ∈ QT : |v| > k} ≤

´ T
0 ‖Tk(v(t))‖

η

Lη(Ω)
dt

kη ≤ cMη−p+1k−(η−1)

= cM
p+N

N k−
p(N+1)−N

N .

Taking k = h
N+p

p(N+1)−N , we obtain

h meas{(t, x) ∈ QT : |v|
p(N+1)−N

N+p > h}
N

N+p ≤ cM

and so the first part is concluded.
We go further defining the function

ϕ(k, λ) = meas{(t, x) ∈ QT : |∇v|p > λ and |v| > k}
and observing that, being ϕ(k, ·) non increasing in the λ variable, the following inequalities hold:

ϕ(0, λ) ≤ 1
λ

ˆ λ

0
ϕ(0, θ) dθ =

1
λ

ˆ λ

0
ϕ(k, θ) + [ϕ(0, θ)− ϕ(k, θ)] dθ ≤ ϕ(k, 0) +

1
λ

ˆ λ

0
ϕ(0, θ)− ϕ(k, θ) dθ.

Moreover, since
ϕ(0, θ)− ϕ(k, θ) = meas{(t, x) ∈ QT : |∇v|p > θ and |v| ≤ k}

and thus ˆ ∞

0
[ϕ(0, θ)− ϕ(k, θ)] dθ =

ˆ T

0
‖∇Tk(v(t))‖

p
Lp(Ω)

dt ≤ kM

we finally get

ϕ(0, λ) ≤ ϕ(k, 0) +
Mk
λ

.

The definition of ϕ(k, λ) allows us to say that

meas{(t, x) ∈ QT : |∇v|p > λ} ≤ cM
p+N

N k−
p(N+1)−N

N +
Mk
λ
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which, minimizing the r.h.s. in k, becomes

meas{(t, x) ∈ QT : |∇v|p > λ} ≤ cM
N+2
N+1 λ

− p(N+1)−N
p(N+1) .

The estimate (b.2) follows taking λ = hp N+2
p(N+1)−N .

�

REMARK B.2. Note that we have just proved that the assumptions given in the previous statement ensure v ∈
M

p(N+1)−N
N (QT) and |∇v| ∈ M

p(N+1)−N
N+1 (QT) which are the regularities satisfied by the heat problem (we refer to

[AMSLT, ST]).

LEMMA B.3. Let 1 < p < N, v ∈ T 1,p
0 (QT) be such that

‖v‖L∞(0,T;L1(Ω)) ≤ M

and ˆ T

0
‖∇Tk(v(t))‖

p
Lp(Ω)

dt ≤ Mk

for every k > 0. Then, we have that |∇v|
p
2 ∈ M1(QT). Moreover, the following estimate holds:

‖|∇v|
p
2 ‖M1(QT)

≤ cM. (b.3)

where the constant c depends on N, p and q.

PROOF. We just proceed as before changing the Gagliardo-Nirenberg inequality into Čebyšëv’s one, so our
starting step reads

meas{(t, x) ∈ QT : |v| > k} ≤ c
M
k

.

�

REMARK B.4 (Comparison between estimates (b.2) and (b.3)). We point out that (b.2) and (b.3) respectively
imply

‖∇v‖
M

p(N+1)−N
N+1 (QT)

≤ cM
N+2

p(N+1)−N

‖∇v‖
M

p
2 (QT)

≤ cM
2
p

which hold for every 1 < p < N. However, if we focus on the regularity we have that (b.2) is better than (b.3) when
p > 2N

N+1 . If instead we take into account the homogeneity exponent, we have that (b.2) exhibits a preferable bound
than (b.3) only when p ≥ 2.

C. On the sharpness of the assumptions. We go on with our analysis observing that the assumption (ID1)
is the weakest one, within the class of Lebesgue spaces, which allows us to have an existence result. Roughly
speaking, assuming (A1), (A2), (A3), (H) and u0 in a Lebesgue space Lη(Ω) with 1 ≤ η < σ does not allow (P) to
necessarily admit a solution (in some sense).

For the sake of simplicity, let us consider the problem (P) with the p-Laplace operator, the q power of the
gradient in the r.h.s. and zero forcing term f :

ut − ∆pu = γ|∇u|q in QT ,
u = 0 on (0, T)× ∂Ω,
u(0, x) = u0(x) in Ω

(c.1)

for some positive γ.
Our goal is showing that there exists some initial datum

u0 ∈ Lη(Ω), 1 ≤ η < σ, (c.2)

such that the problem (c.1) does not admit any solution u such that

u ∈ Lp
loc(0, T; W1,p

0 (Ω)) ∩ C([0, T]; Lη(Ω)),

|u|
η+p−2

p ∈ Lp(0, T; W1,p
0 (Ω)).

(c.3)

Note that we are no longer dealing with functions belonging to the set{
u solving (c.1) : |u|

σ+p−2
p ∈ Lp(0, T; W1,p

0 )

}
.
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since η+p−2
p < σ+p−2

p .

With this purpose, we follow the lines of [BASW, Subsection 3.2], that is, we prove suitable integral in-
equalities for u (from above) and for U (from below), where U = U(t, x) is the solution of the p-Laplace
Cauchy-Dirichlet problem 

Ut − ∆pU = 0 in QT ,
U = 0 on (0, T)× ∂Ω,
U(0, x) = u0(x) in Ω.

(c.4)

Having u = U = 0 on (0, T) × ∂Ω and also u0(x) = U(0, x) in Ω allows us to apply standard comparison
results for ut − ∆pu (we quote, for instance, [DB]) and deduce that U ≤ u.

THEOREM C.1. Let us consider (c.1) with p ≥ 2 and u0(x) = |x|−
N
η +ω

χ{|x|<1} for ω > 0 sufficiently small, so
u0 fulfils (c.2). Then, (c.1) does not admit any solution verifying (c.3).

PROOF. Lower bound for U.
We start recalling the Harnack inequality (see [DB, Chapter VI Paragraph 8]) satisfied by U(t, x):

 
Br

u0(x) dx ≤ c

{(
rp

t

) 1
p−2

+

(
t

rp

) N
p
[

inf
y∈Br

U(t, y)
] λ

p
}

where t > 0, Br = Br(0), c = c(N, p) and λ = p(N + 1)− 2N.
The particular choice of u0 implies that  

Br

u0(x) dx ≥ cr−
N
η +ω

and so, taking r such that

t� crp+ (N−ωη)(p−2)
η , (c.5)

we have r−
N
η +ω �

(
rp

t

) 1
p−2 . Then, we are allowed to say that

inf
y∈Br

U(t, y) ≥ ct−
N
λ r

pN
λ

η−1
η +p ω

λ

and also to deduce ˆ
Br

U(t, y) dy ≥ ct−
N
λ r

pN
λ

η−1
η +p ω

λ +N . (c.6)

Upper bound for u.
We now look for a bound from above for the integral in the space variable of the solution of (c.1). First, we
observe that such a solution u should fulfil:

|u|
η+q−1

q ∈ Lq(0, T; W1,q
0 (Ω)) (c.7)

where this last regularity follows from the boundedness of¨
QT

|∇u|q|u|η−1 dx dt < ∞.

Note that the above boundedness holds thanks to (c.3) and follows reasoning as in (4.3). Then, there ex-
ists at least a sequence {tj}j satisfying tj → 0 such that, applying also Hölder’s inequality with indices(

q∗ η+q−1
q ,

(
q∗ η+q−1

q

)′)
, we have

ˆ
Ω
|∇u(tj)|q|u(tj)|η−1 dx = ‖∇(|u(tj)|

η+q−1
q )‖q

Lq(Ω)
≤ 1

tj
.

Then, we obtain ˆ
Br

u(tj, y) dy ≤ ‖u(tj)‖
Lq∗ η+q−1

q (Ω)
rN− Nq

q∗(η+q−1)

≤ c‖∇(|u(tj)|
η+q−1

q )‖
q

η+q−1

Lq(Ω)
rN− Nq

q∗(η+q−1)

≤ ct
− 1

η+q−1
j rN− N−q

η+q−1 .

(c.8)
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Conclusion.
We already know that U ≤ u where u and U are, respectively, solutions of (c.1) and (c.4). Then we take
advantage of this information gathering (c.6) and (c.8), so we get

t
− N

λ
j rN+

pN
λ

η−1
η +p ω

λ ≤
ˆ

Br

U(tj, y) dy ≤
ˆ

Br

u(tj, y) dy ≤ ct
− 1

η+q−1
j rN− N−q

η+q−1

from which

t
1

η+q−1
j r

pN
λ

η−1
η +p ω

λ +
N−q

η+q−1−
N
λ ≤ c. (c.9)

We recall (c.5) and set r = ωt
η

pη+N(p−2)−ωη(p−2)
j , where 0 < ω � 1, obtaining

tϕ
j ≤ c(ω) (c.10)

for ϕ = ϕ(η) defined by

ϕ = −N
λ

+
1

η + q− 1
+

p
λ

η(N + ω)− N
η(p−ω(p− 2)) + N(p− 2)

+
η(N − q)

(η + q− 1)(η(p−ω(p− 2)) + N(p− 2))
.

This means that, as j → ∞, we need to have ϕ ≥ 0 in order to have (c.10) fulfilled. Algebraic computations
lead us to the equivalent request

(η + q− 1)
[
−Nη(p−ω(p− 2))− N2(p− 2) + pη(N + ω)− Np

]
+λ[(p−ω(p− 2))η + N(p− 2) + η(N − q)]

= (η + q− 1) [ηω(N(p− 2) + p)− N(N(p− 2) + p)]

+λ[η(N + p− q−ω(p− 2)) + N(p− 2)]

= −λ(η + q− 1)(N −ωη) + λ[η(N + p− q−ω(p− 2)) + N(p− 2)] ≥ 0

by the definition of λ. Then, looking for ϕ ≥ 0, we erase λ getting

η(p− q)− N(q− (p− 1))−ωη(η + q− p + 1) ≥ 0

from which we deduce
σ− η ≤ ωη

p− q
(η + q− p + 1) (c.11)

thanks to the definition of σ.
Since we can choose ω sufficiently small such that (c.11) is violated, then we deduce the assertion by contra-
diction. �
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