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Introduction

Understanding the behavior of complex systems is greatly simplified when the proper energy
and time scales over which their evolution occurs are investigated. Consequently, deciphering
the dynamics of atoms and molecules requires to access the domain of femtoseconds, and even
shorter timescales are involved in the case of electrons. Probing such extreme phenomena is the
challenging task at which ultrafast spectroscopy aims.

In the last forty years, the development of pulsed laser sources and nonlinear optical tech-
niques has allowed the study of phenomena invisible to electronic devices, through the ma-
nipulation of matter macroscopic phases on picosecond and sub-picosecond timescales. This
technological leap provided sophisticated and customized ultrashort spectroscopic protocols in
a wide energy range, from terahertz to x rays, fully realizing the pioneering view of the ultrafast
stroboscope, dreamed by the father of femtochemistry Ahmed Zewail. Indeed, using the proper
technique, short flashes of light are currently able to record stop-motion images of a dynamic
processes as fast as a chemical reaction. The study of the nonlinear response due to external
impulsive optical perturbations has been applied to a wide range of scientific cases, fueling a
parallel boost in electronic and vibrational spectroscopies.

The frontier in ultrafast sciences is now gradually shifting to tackle the interplay between
these two degrees of freedom. Vibronic coupling is considered at the grounds of fascinating
processes which connect conceptual topics from the foundation of quantum mechanics, as the
breakdown of the Born-Oppenheimer approximation, to technological application, as the co-
herent energy transfer in biomimic photosynthetic devices or the bewildering effects of strong
electron-phonon coupling in novel materials as graphene and third generation semiconductors.
Probing electronic and vibrational interactions at the same time is complicated by the time and
energy scale separation between the two. Thus, one dimensional spectroscopies are weakened by
resolution limits which may partially hamper their use in this direction. Multidimensional tech-
niques can cope this limit spreading the information on separate spectroscopic axes, consequently
disentangling the relative resolutions. Couplings between different agents in the microscopic de-
scription of the sample dynamics are directly revealed through the presence of cross peaks in
the multidimensional maps.

In this context, the research presented in this thesis has been devoted to the design, realiza-
tion and interpretation of novel approaches to multidimensional Impulsive Stimulated Raman
Spectroscopy (ISRS). Coherent Raman techniques are indeed able to measure vibrational spec-
tra using visible light, which provides at the same time information about the electronic degrees
of freedom when tuned resonant with the absorption edges of the sample. A concerted combina-
tion between theory and experiments is the key to successfully probe the quantum properties of
the matter on which the vibronic interactions rely. For this reason, the experimental efforts have
been flanked by a powerful theoretical toolbox given by the nonlinear response formalism. This
framework represents a natural link between theory and experiments and supplies a common
language to describe very different techniques, gathering their features to design new experimen-
tal protocols. We found that the properties of the probe spectral envelope, the wise tuning of
resonant, conditions and the choice of the pulses scheme may be used to built multidimensional
ISRS maps. The developed schemes have been experimentally tested in three different contexts:
the coherent control of ground and excited state vibrations in a liquid solvent, the study of
charge photogeneration in a hybrid organic-inorganic perovskite and the vibronic coupling in a

ix



X Introduction

prototypical fluorescent protein.

The research work presented here is structured in seven chapters and one appendix, which
summarize the main theoretical and experimental results achieved during the preparation of
this doctoral thesis. The core of the thesis is contained in Chapters 4, 5 and 6, which discuss
the application of multidimensional ISRS in different scenarios. Since the investigated scientific
problems belong to quite different backgrounds, each of these result chapters is introduced by a
brief summary of the relevant field. Specifically:

In Chapter 1, we introduce the context in which this thesis is developed. The basics features
of ultrafast spectroscopy based on the pump-probe scheme and nonlinear Raman techniques
are briefly discussed. We then present the classical mechanism underlying spontaneous and
coherent Raman effects, while the detailed, microscopic derivation is postponed to Chapter 2.
The remaining part of the chapter is devoted to introduce how multidimensional information can
be encoded in the parameters of time and frequency domain stimulated Raman spectroscopies,
following the key words in the title of the thesis. As an example, the lineshapes from stimulated
Raman spectra measured in hemeproteins are studied as a function of the resonance and the
vibrational mode.

In Chapter 2, the nonlinear response theory is presented as the unifying framework in which
all the different experiments in the thesis are conceived, designed and interpreted. In the first
part, the principles of quantum mechanics in the density matrix framework are briefly revised,
defining the properties of the Liouville space. Then, the concept of nonlinear polarization is
introduced and calculated perturbatively in this space. The light matter interaction is derived
from both the classical and quantum treatment of electromagnetism, showing that Feynman
diagrams are a convenient way to isolate the relevant terms in the perturbative expansion. Fi-
nally, we report the rules to derive expressions for the nonlinear signal in the time and frequency
domains directly from the diagrams.

In Chapter 3, the experimental setups and the data acquisition are described in detail. We
analyze the tools and the physical mechanisms at the base of the generation and handling of
the ultrashort pulses used in the experiments and also provide an overview of the data analysis
routine applied to the impulsive stimulated Raman measurements presented in the thesis.

Chapter 4 is the first of the three chapters presenting the main results of this work. Here,
we discuss how the broadband envelope of a supercontinuum probe pulse can be shaped to
manipulate vibrational coherences in ISRS. In particular, probe wavelength resolved ISRS maps
of a liquid solvent are measured changing the chirp of the probe pulse and interpreted in the light
of the diagrammatic framework. As a starting point, the effect of the probe chirp and sample
length are investigated to rationalize previously unexplained dependencies of low frequency
modes on the dispersed probe wavelength. Then, the probe chirp is demonstrated as a control
knob to coherently control ISRS modes and to assign spectral features to specific electronic
states.

In Chapter 5, broadband ISRS is applied to study electron-phonon coupling in lead halide hy-
brid perovskites. After briefly revising the field of organic-inorganic perovskite optoelectronics,
we present experimental measurements on methylammonium lead bromide thin films, comparing
the ISRS response of the system upon excitation above and below the band gap. The results
are interpreted in the light of the recently proposed polaronic nature of photocarriers in these
materials.

In Chapter 6, we present a novel multidimensional ISRS scheme, which combines the capabil-
ities of two dimensional Fourier transform techniques with the structural sensitivity of resonant
stimulated Raman. We show how this technique can be used to probe mode couplings between
different active sites in molecular compounds and determine the shape of vibrationally struc-
tured excited state potential energy surfaces. We apply the diagrammatic approach to design
2D ISRS and assign the origin of the different spectral features in a model system. Then, the
proposed scheme is benchmarked by addressing vibronic coupling in Green Fluorescent Protein
during the first steps of its photoinduced dynamics.

Finally, in Chapter 7, the main results obtained in this work are summarized and analyzed
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under a common perspective. The appendix reports the calculation of transition integrals for the
linearly displaced harmonic model. A list of the publications and contributions to international
conferences of the author is included at the end of the thesis.
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Stimulated Raman spectroscopy in the time
and frequency domains

Vibrational spectroscopy is diffusely used in science for its elevated sensibility in probing the
structural properties of molecules. It concerns the study of electromagnetic coupling between
radiation and the vibrational degrees of freedom of matter, whose frequencies range from a few
to thousands wavenumbers. The vibrational energies of the molecule can be studied exploiting
infrared absorption and the Raman effect. In this work, we focus in particular on techniques
based on the latter. In the last decades, the development of femtosecond laser sources led to
the implementation of nonlinear vibrational spectroscopies that allowed to gain new insights
in a broad class of topics, crossing the borders between Physics, Chemistry and life sciences
[1]. Among them, stimulated Raman spectroscopies represent a valuable tool for scientific
investigation, because of their high temporal and spectral resolution [2].

Recently, the interest of the ultrafast community focused in studying the role of vibronic
effects in molecules and electron-phonon coupling in solids, looking closely at the concerted
evolution of vibrational and electronic degrees of freedom, with the aim to better understand
the structural properties of the matter during excited state dynamics. This need fueled the
conception and development of novel spectroscopic schemes that make use of multiple parameters
to probe vibronic interactions, resulting in a multidimensional approach to stimulated Raman
scattering.

In this chapter, the fundamentals of ultrafast spectroscopy and Raman effect are presented.
We then introduce two different approaches to stimulated Raman scattering in the time and
frequency domains, with particular emphasis on the features that make these techniques multi-
dimensional in nature.

1.1 Spectroscopic tools

The principal experimental tool exploited in the investigation of ultrafast processes is the
pump-probe scheme. In a typical pump-probe experiment, sketched in Fig. 1.1, two femtosecond
pulses are used to investigate the ultrafast response of the sample. The dynamics of interest
is started by means of a first ultrashort laser pump pulse which photoexcites the system. The
arrival time of the pump pulse establishes a temporal reference, in respect of which the evolution
of the sample is probed. For this purpose, a second laser pulse, called probe pulse, is sent after a
tunable time delay and used to detect the pump induced modifications to the optical response of
the material. As we will discuss in detail in Chapter 2, in pump-probe, the spectroscopic signal
is generated in the same direction of the probe pulse and the measured quantity is ultimately
the interference between the signal and the probe. Collecting the transmitted probe pulse at
different time delays allows to follow the temporal dynamics.

A critical issue in a pump-probe experiment is the synchronization of the laser pulses, because
only a strict control of the time delay enables the achievement of high temporal resolution. Since
in ultrafast spectroscopy timescales far below the nanosecond are reached, electronic synchro-



2 Chapter 1: Stimulated Raman spectroscopy

nization is not possible. Thus, the relative timing between the pulses is generally accomplished
by generating the pump and probe beams from a common source and sending either one or
the other along an adjustable delay line, changing its optical path. The resolution limit on the
time delay accesible by moving the delay line through a common translator with micrometric
precision is ~ 247 = 6 fs. Therefore, the main limitations are due to the pulses duration. Since
the advent of mode-locked laser source in the early ’60s [3], technological advancements have
enabled to decrease more and more the minimal reachable duration. Nowadays, mode-locked
sources coupled to nonlinear optics techniques to manipulate the generated pulses allow to syn-
thesize pulses in the frequency range that spans from mid IR to UV as short as a few optical
cycles [4, 5]. Moreover, the recent innovations in intense femtosecond x-ray free electron lasers
and high harmonic generation in tabletop ultrafast setups promise the extension of nonlinear
optical techniques in the pump-probe scheme to the extreme-ultraviolet (EUV), soft and hard
x-ray regime, with the possibility to access the attosecond domain [6-10].

Delay line

I

Figure 1.1: Schematic representation of a typical pump-probe setup. The output of the laser
source is split in two: a fraction is used as pump, while the other, optically delayed, serves as
probe pulse. The probe, after the interaction with the sample, is spectrally resolved by the
detector.

The feature that guarantees the success and the wide applicability of the pump-probe ap-
proach is its versatility. Indeed, this scheme can be generalized using multiple pulses, shaped
in their temporal and spectral envelopes, in each of the two stages which compose the experi-
ment, the preparation and the detection. In this way, different optical effects can be exploited
to generate the spectroscopic signal. Thus, the pump-probe scheme defines a toolbox in which
many different techniques are stored, discriminated by the pulse geometry and characteristics
and by the exploited physical effect. Among the wide class of ultrafast phenomena recently
studied through these techniques there are isomerization, bond breaking and recombination in
molecules, charge transfer and energy redistribution upon excitation of short living intermedi-
ates, ultrafast magnetisms and the photophysics of novel materials such as graphene and organic
semiconductors [11-18].

The simplest geometry feasible with a pump-probe setup is the Transient Absorption (TA)
[19, 20], in which the absorption of the detected pulse is measured in the probe part of the
experiment. TA can be used to follow many types of time-dependent relaxation processes, as
population relaxation from electronic excited states, chemical kinetics and quantum beats. Even
if the principle under this technique is the same of linear absorption, TA is a nonlinear effect
and gives information about the dynamics of the sample. In a typical experiment, one pump
and one probe pulse, centered at the same or at two different wavelengths (one and two color
TA), are separated by a time delay T and spatially overlapped on the sample. The pump
causes the transition to a non-equilibrium state whose time-dependent property are detected by
monitoring the pump induced intensity change of the transmitted probe. The depletion of the
incident probe, which usually is broadband, is collected for different time delays and spectral
components of probe beam. Thus, the transient absorption data are obtained by the acquisition
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of the probe intensity in presence or absence of the pump induced excitation in the sample, by
means of mechanical or optical chopping of the pump pulse. The collection of the pump-off
spectra allows to monitor the sample degradation and have a continuous absorption reference
to compare with the transient data. The quantity of interest in TA experiments is:

Aon(A,T) — Ao (N)
Aot (A)
where the subscripts on and off refer to the absorption spectrum A of the transmitted probe

with or without the pump pulse focusing on the sample, T is the pump-probe delay and A
the dispersed probe wavelength. In general, the contributions in a TA spectrum arise from

AANT) = (1.1)

0.4 1 sn
S o
N\
041 oS8 T
SE

350 450 550 650 750
Probe wavelength (nm)

Figure 1.2: Contributions to the TA signal for a fixed delay T": ground state bleach (blue shaded
area), stimulated emission (green shaded area), excited-state absorption (red shaded area) and
the sum of these contributions (black solid line). The inset sketches the pulses scheme.

ground state bleach (GSB), stimulated emission (SE) and excited state absorption (ESA). GSB
is originated from the decrease of ground state population, due to the promotion of a fraction
of the molecules in the sample to the excited state. Hence, the ground-state absorption in the
excited sample becomes less than that in the non-excited sample, resulting in a negative signal in
the TA spectrum, in the same wavelength region of the linear absorption. At the same time, SE
and ESA occur for optically allowed transitions. In SE, a photon from the probe pulse induces
the relaxation of excited molecules in the sample through the emission of a stimulated photon.
Both the photon emitted and the probe photon are measured, resulting in an increase of the
light intensity on the detector and, thus, to a negative TA signal. For the opposite mechanism,
a positive signal for ESA is observed in the TA spectrum, due to the absorption of light by the
excited state population. These contributions are depicted in Fig. 1.2.

Transient absorption techniques are characterized by high temporal resolution, controlled
by the time duration of the pulses involved, but are not able to probe the fine vibrational
structure of the sample, both on the ground and excited state. To overcome this limit, the
pump-probe scheme has been extended in order to exploit nonlinear optical effects as probes,
driven by multiple pulses interacting in a controlled geometry. In particular, in this chapter
we will focus on time-resolved vibrational spectroscopies based on the Raman effect. Notably,
since Raman spectroscopies exploit visible and UV light to excited the sample, it is possible to
probe at the same time the vibrational structure, to which the Raman effect is sensitive, and
the electronic resonances, tuning the pulses in resonance with one of the absorption edge of the
material. This peculiarity opens to the possibility of studying the interaction between the two
degrees of freedom, provided that wisely planned schemes are adopted to select the wanted piece
of information and understand its physical origin.
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1.2 Spontaneous vs stimulated Raman Scattering

The Raman effect consists in the inelastic scattering of incident light photons by a system of
atoms or molecules with the generation of new frequencies during the light-matter interaction.
It was first discovered by C. V. Raman [21] and by Grigory Landsberg and Leonid Mandelstam
[22], independently.

When a monochromatic light beam of frequency w interacts with the matter, the majority

of the incident photons are scattered elastically and do not change their frequency. This phe-
nomenon is known as Rayleigh scattering. However, if the scattered light is spectrally analyzed,
it is found that a small fraction is scattered at new frequencies w’ = w £+ w,,, where w,, is one of
the characteristic roto-vibrational modes of the sample. This process is known as spontaneous
Raman scattering. Incident photons inelastically scattered to lower and higher frequencies are
called Stokes and anti-Stokes photons, respectively.
These optical effects can be understood, on first approximation, by classical argumentations,
as resulting from the interaction of the electric field component of the electromagnetic incident
radiation with the charged particles of the material. Generally, positive and negative charges
are slightly displaced from their equilibrium position by the applied field. If we consider a wave
in the visible or near-IR region of the electromagnetic spectrum, the electric field associated
with the radiation oscillates with a frequency which is too high for the nuclei to follow. Then,
optical resonances in this frequency range are predominantly related to the electronic degrees of
freedom of the sample. The rearrangement of the local charge density due to the incident light
induces an electric dipole moment:

u(t) = —e - r(t) (1.2)
being e the charge of the electron and r(t) its displacement from the equilibrium. Although
only electrons are directly involved in the interaction with the radiation field, the information
about the nuclear dynamics is contained in their motion, since the adiabatic electronic potential
depends on the nuclear coordinates. As a consequence, it is useful to connect the electric dipole
moment to the polarizability tensor a(t), which depends on nuclear coordinates ). Under the
assumption of light pulses far from electronic resonances, we can write:

p(t) = a(t) E(t) (1.3)

From the classical theory of electrodynamics, it is well known that a dipole, oscillating with
frequency w, emits electromagnetic radiation whose electric field component is
2 eikr

Y ) —sinf (1.4)

Es(w)

4menc?

where r and 6 are the distance from the dipole location and the observation point and the angle
relative to the dipole axis. The outgoing energy flux is given by the time averaged Poynting
vector S: coc

S = 7\Es|2 (1.5)

whose integral over the unit sphere gives the total energy radiated by the single dipole.

In a non physical picture in which nuclear dynamics is absent, the polarizability a can be
approximate by a constant ag. However, since roto-vibrational modes are present in the sample,
these modes will be involved in the light-matter interaction, producing small modifications to
«. We can express the polarizability in terms of the nuclear normal coordinates @; and expand
it in a Taylor series:

O 1 0%

where the subscript 0 means the equilibrium condition. In harmonic approximation, the nuclear
motion along @ reads

Qr = Qk, cos(wkt + ¢x) (1.7)
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Breaking the expansion at the first order in eq. 1.6, we obtain

ar = ag + @} Qk, cos(wit + Pr) (1.8)

where o, = (%)0. If we write the incoming field as E(t) = Fy cos(wt) and recall eq. 1.3, after

some mathematical handling, we finally obtain the expression of the induced dipole moment
that accounts for nuclear modes:

w(w) = ag(w)Ep cos(wt) + % Z ', Qk, [cos(wt + wit + ¢r) + cos(wt — wit — ¢;€)] (1.9)
k

The first term on the right-hand side of eq. 1.9 describes the elastic Rayleigh scattering. How-
ever, it is evident from the second term that the dipole oscillates also with frequencies w + wy,
due to Stokes and anti-Stokes Raman contributions. We note that while every molecule exhibits
Rayleigh scattering, because non vanishing components of «g always exists, Raman features are
present in the scattered spectra only if at least one component of the polarizability tensor is not
constant in @, as the Raman term in eq. 1.9 is proportional to g—g. The polarizability depends
strongly on the symmetry of the nuclear mode, which gives rise to the selection rules in Raman
transitions. Using the expression for the dipole radiation in eq. 1.4, we obtain the averaged
intensity of the Raman scattered light:

w 8704 2

oQ

We stress that the scattered intensity depends linearly on the intensity of the pump beam
Iy = |Eg|?. The classical model allows to predict the existence of the Raman effect as well as the
main characteristics, even tough the fine description requires a quantum mechanical treatment.
For example the relative intensity between the Stokes and anti-Stokes features comes from the
Boltzmann distribution. Indeed, from the material point of view, the Raman scattering concerns
a transition from a population state a to a population state b, through a non steady state, the
vibrational coherence. Whether the energy of the state a is lower or higher than that of the state
b, the Raman process is further defined as Stokes or anti-Stokes scattering. In Stokes scattering,
the population of the ground state is involved in a transition to the excited states, whereas
in anti-Stokes scattering, a portion of the vibrationally excited state population is transferred
to the ground state. Thus, in a Raman spectrum taken at room temperature, Stokes features
are more intense than the anti-Stokes ones because the latter, originating from an excited state
population, are proportional to a lower occupation factor, due to the Boltzmann distribution.
So far, we have considered only one oscillating dipole as the source of the scattered field. In
general, considering IV electric dipoles per unit volume, the macroscopic polarization reads:

I(w) Q3| Eol?| (1.10)

- 12mepc3

P(t) = Nu(t) (1.11)

An important issue when dealing with a set of emitting sources is considering the interference
effect when we sum the fields of the different dipoles. The phase ¢ of the Raman scattered light
in eq. 1.9 is dependent on the nuclear mode. At equilibrium, the vibrations of different molecules
are uncorrelated and each dipole field is emitted with random phase. Therefore different fields
interfere destructively. The total signal is incoherent and its intensity is proportional to the
number of Raman scatterers in the sample. Thus we refer to this effect as spontaneous.
Coherent signals are characterized by well-defined phase relationships between their sources.
Among them Coherent Raman Scattering (CRS) provides an important tool in ultrafast spec-
troscopy. CRS effects are nonlinear and arise in light-matter interaction when the action of
multiples incident fields or very intense radiation is involved so that the linear response theory
becomes inadequate. In this case, the dependence between the driving electric fields and the
induced polarization is not linear anymore, but corrections are needed. If these corrections are
small enough, the macroscopic polarization P can be expanded in power series of the fields.

P=c [X“)E DB O3 | = PW L p® L p® (1.12)



6 Chapter 1: Stimulated Raman spectroscopy

where (™ is the nth order susceptibility and F is the total field applied'. Here, we present a
classical description of coherent Raman scattering [23]. For the sake of simplicity, we consider
the action of only two monochromatic light fields that interact with a single harmonic nuclear
mode per molecule. The general case comes straightforward.

As for spontaneous Raman, we classically assume that the vibrational coordinates obey a
damped harmonic oscillator equation of motion with a resonance frequency w,. The total field
incident on the sample is the sum of two monochromatic intense fields:

Ei(t) = Aje™™i" 4 ce. i=1,2 (1.13)

with wy; > ws and w; > w,. Since the frequencies of the incoming fields are far from the
resonance of the oscillator, only the electron cloud surrounding the nuclei is driven efficiently. In
addition, due to the high intensity of the fields, nonlinear effects arise and the polarization results
oscillating at combination frequencies. Let us consider the difference frequency 2 = wy—wy. The
driven oscillation of the electrons forms an effective force acting on the vibrational coordinates:

da
9Q,

The nuclear motion thus obeys a forced oscillator equation:

PQ . dQ  , F
bl A Wi s S 1.1
T T2 tw@= (1.15)

F(t) = ( ) [AlA;e*mwc.c.} (1.14)

whose solution oscillates with frequency 2 and amplitude:

_ L0y Ady
Q)= m (8@0) w2 — Q02 —2iQy (1.16)

The nuclear mode is driven indirectly by the joint action of the incident fields. The amplitude
of the oscillation depends on the applied field and on the electronic polarizability. Further-
more when the difference frequency ) matches the oscillator’s one, a resonance enhancement is
experienced by the nuclear motion.

As a consequence of this mechanism, the optical properties of the medium are influenced
by the nuclear motion. Thus the electric fields F; and F5 experience an altered electronic
polarizability, while propagating through the sample. The macroscopic polarization results
from the sum of dipole moments in a linear and a nonlinear part. Considering eq. 1.13, the
latter can be written as

Pynp = P(wes)e™ et 4+ Pwy)e™ 1 4 P(wy)e ™28 4+ Pwgs)e” ot + c.c. (1.17)

The nonlinear polarization contains contribution not only at the fundamental frequencies w;
and wy, but also at the combination frequencies w.s = 2ws — w1 and wgs = 2w — we. Thus the
coherent Raman spectrum consists in four components. The contributions to Py at w; and
wo account for stimulated Raman loss (SRL) and gain (SRG), while those at w.s and w,s are
known as coherent Stokes Raman scattering (CSRS) and coherent anti-Stokes Raman scattering
(CARS). For example, the nonlinear polarization that gives rise to the CARS signal reads

N [da \? A2 A3 3) -
Plwas) = — (36»2() 0202 2iy GeoXcars () ATA; (1.18)

where X(CijleS is the component of the third order susceptibility responsible for CARS. The
nonlinear dependence on the incident fields amplitudes is evident. Similar results are obtainable
for the other components of the coherent Raman signal. The physical process just depicted is

IThe expression 1.12 is given in the SI system of units. In nonlinear optics, it is also common to work in
gaussian units, in which the electric field and the polarization are expressed in the same units. In gaussian units,
eq. 1.12 reads P = x<1)E + x<2)E2 + x(3>E3 +....
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an example of four wave mixing.

Because of the dependence on the nuclear degrees of freedom carried by the Spontaneous
Raman and CRS signals, Raman spectra contains informations about the energy level structures
of the sample. In particular, spontaneous Raman provides important advantages when used to
investigate matter [24]:

¢ both polar and non-polar molecules can exhibit Raman active modes, thus it is possible
to study systems for which IR absorption spectroscopy is non suitable, since they do not
present a permanent electric dipole.

o The frequency of the incident radiation can be chosen arbitrarily and conveniently, because
Raman spectroscopy measures signals at frequencies different from that of the incident
fields frequency.

o Using visible or ultraviolet radiation rather than infrared, higher spatial resolution is
achieved.

On the other side, Spontaneous Raman spectroscopy has to face some intrinsic limitations, first
of all a very small cross section. As a consequence, Raman signals are easily overwhelmed by
other effects, as fluorescence emission. Furthermore, Raman effect produces incoherent radiation,
spreading over the whole solid angle.

Moreover, important limitations of spectroscopic techniques based on the spontaneous Ra-
man effect arise in time-resolved studies. Indeed, in order to investigate ultrafast processes, the
exploited pulses should be short enough, with a duration lower or comparable to the time scale
involved. As a consequence of the Fourier transform limit, spectral broadening has to be faced.
For example, for Gaussian envelopes, subpicosecond pulses are needed to obtain atomic spatial
resolution:

AE - At > 15em™ 'ps, (1.19)

Therefore, using a single probe pulse, it is not possible to study vibrational dynamics below
the picosecond time scale without facing spectral resolution issues. For this reasons, nonlinear
spectroscopic techniques are preferable. Indeed, coherent Raman scattering is exploited in many
techniques used in ultrafast spectroscopy and Microscopy [2, 25].

Among the different coherent Raman processes, in this work we particularly focus on Stimu-
lated Raman effect [26, 27]. In this process, two different light pulses, usually called Raman (Eg)
and probe (£g) pulses, are used to stimulate a Raman process in the sample. The output signal
is coherently generated with a cross section higher than the spontaneous case by several orders
of magnitude and proportional to the Raman pulse intensity. As discussed at the beginning of
this section, the excitation of vibrational coherences by visible light requires two colors, whose
frequencies difference matches that of the Raman active mode. Thus, a Raman transition is
fundamentally composed by two light matter interactions. In stimulated Raman spectroscopies,
two of these transitions are used to generate and detect the vibrational coherence. Indeed, stim-
ulated Raman is a third order optical process and requires three interaction with the external
fields, two of them with the Raman pulse. Consequently, because of energy and momentum
conservation, the signal emission is collinear with the probe pulse ki = kr — kg +kg. There-
fore, the detection occurs in a small solid angle and Raman signals can be distinguished from
the isotropically generated fluorescence.

The stimulated nature of this process is justified at two levels. Firstly, it regards the way
the Raman resonance is created: indeed, the Raman active mode is driven into oscillation in
a stimulated fashion, with an initial phase controlled by the relative phase difference between
the pulses. Moreover, in the language of second quantization, the signal photons are detected
in a field mode that is initially occupied by one of the input field (the probe). Thus, the
signal photons emission is stimulated in the detection mode. In this respect, stimulated Raman
spectroscopies are heterodyne detected, as opposed to other techniques in which the generated



8 Chapter 1: Stimulated Raman spectroscopy

signal is found in a previously vacant mode, called homodyne detected. We will deepen this
distinction in the next chapter.

1.3 Different protocols to measure stimulated Raman sig-
nals

Stimulated Raman techniques can be broadly classified as time domain or frequency domain,
depending on the strategy adopted for the detection. For example, narrowband Stimulated
Raman spectroscopy (SRS) is a frequency domain technique which exploits two narrowband
pulses temporally and spatially overlapped on the sample. One pulse, the Raman, is fixed
at the frequency wg, while the other pulse, the probe, is scanned across the spectral region
of interest and detected after the interaction with the sample, leading to the signal S(wg).
Sampling the detected frequencies wg, Raman peaks are observed in frequency domain as the
difference wr — wg matches one of the vibrational frequencies of the sample.

Another possibility is to measure the vibrational coherence directly in the time domain using
two femtosecond pulses. In this case, the evolution of the vibrational coherence induced by the
Raman pulse is followed in time with femtosecond precision by a delayed probe pulse, which
is then detected, for example with a photodiode, for different values of the delay. This is the
scheme used in Impulsive Stimulated Raman Spectroscopy (ISRS).

The main difference among the two protocols is the way the vibrational frequencies are
encoded in the experimental parameters. In SRS, the Raman signatures are observed looking
at the signal variations with the detected frequencies. Conversely, in ISRS the vibrational
information is carried by the dependence of the signal intensity on the delay between the two
pulses and the Raman spectrum is obtained by Fourier transformation. In this section, we
present the main features of SRS and ISRS in view of their frequency and time domain nature.

1.3.1 Stimulated Raman in the frequency domain

Narrowband SRS provides a powerful tool especially when few key vibrational markers are
needed. However, when the vibrational bands of interest are not known a priori or are extended
across a wide spectral region, the need to scan multiple frequencies may become an issue. In this
respect, an alternative and particularly useful approach is the broadband SRS. It is obtained by
using a narrowband Raman pulse and a femtosecond probe pulse with a broad spectral envelope,
for example a white light continuum (WLC). In this scheme, the broad bandwidth of the WLC
probe pulse allows the simultaneous detection of vibrational features, over a large spectral
window (~ 1500cem~1). The Raman pulse has usually a time duration of few picoseconds
and a very narrow spectral width (0.1 + 1c¢m™!). Using a tunable Raman pulse, its central
frequency can be set in correspondence of one of the electronic edges of the sample to exploit
the resonant enhancement. The probe pulse has usually a time duration of tens of femtoseconds.
When it is spectrally resolved after the interaction with the sample and the narrowband Raman
pulse, sharp Raman features appear on the top of the its envelope, as shown in figure 1.3.
Consequently, SRS features can be positive peaks or negative losses, depending on whether a
higher or lower number of photons are detected at a given frequency in presence of the Raman
pulse, with respect to the reference provided by the probe spectral envelope.

In particular, for electronically off resonant pulses, positive peaks are obtained on the lower
frequency side of the broadband probe envelope (red side) with respect to the Raman pulse
central frequency, while losses are obtained on the higher frequency side (blue side). This aspect
is peculiar of SRS and discriminates stimulated from spontaneous spectra, where only positive
features are observed. The generation of SRS features can be rationalized as a redistribution of
photons between the spectral components of the broadband probe [28]. In resonant condition
this can also lead to an energy flow between fields and matter.

A possible complication in the interpretation of SRS spectra is due to the overlap condition
required to generate the signal. Overlapping intense pulses in time usually leads to additional
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contributions which have to be considered and modeled in the data analysis routine, as cross
phase modulation and higher order effects [29]. This is not the case for time domain techniques.
It is common to present SRS signal by calculating the Raman Gain (RG)

Al
RG = =2 (1.20)
Ts,

being Alg = Ig — Ig,, with Is, and Ig the detected intensity of the probe pulse in absence
and in presence of the Raman pulse. Alternatively, the RG is also defined in literature as the
ratio between the probe spectrum with and without the Raman pulse?: RG = Ig/Is,. In any
case, the RG is usually reported as a function of Raman shift wg — wgr. We note that since
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Figure 1.3: (a) The spectra of Raman pulse and probe pulses for a typical off resonant broadband
SRS experiment on the liquid solvent cyclohexane. The probe spectrum in absence of the Raman
pulse is shown as the dotted line. As the Raman pulse is switched on, the Raman peaks from
the cyclohexane are clearly visible in the output probe spectrum. (b) The ratio of the probe
spectrum with and without the Raman pulse gives the Raman gain spectrum. Since the Raman
pulse is centered at a frequency lower than those of the probe envelope, only positive features
are observed. Image adapted from [30]

the femtosecond probe pulse arrival time can be chosen within the longer temporal envelope
of the Raman pulse, broadband SRS provides a two dimensional signal S(w,T) which depends
also on the delay between the two pulses T. However, as further discussed in the last section of
this chapter, while the dependence on w is used to retrieve the Raman spectrum, 7" serves as a
control parameter.

Remarkably, in a recently developed pump-probe implementation, called Femtosecond Stim-
ulated Raman Spectroscopy (FSRS) [16, 18, 31-34], SRS is used to probe the photoinduced
effects due to an additional femtosecond actinic pump, preceding the Raman and probe pair on
the sample. The femtosecond duration of the actinic and WLC probe provides precise references
to sample the time delay between the photoexcitation and the SRS process, leading to high tem-
poral resolution. At the same time, spectral resolution is guaranteed by the narrowband Raman
pulse.

1.3.2 Stimulated Raman in the time domain

Impulsive Stimulated Raman Scattering (ISRS)? exploits a time-domain probe protocol con-
sisting in two ultrashort temporally separated laser fields to stimulate and read out vibrational

2The difference between the two RGs is simply an offset, so the used definition becomes clear from the
baseline value, either zero or one.

3In literature, many different names can be found for the same technique, as impulsive vibrational spec-
troscopy or femtosecond time-domain Raman spectroscopy
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coherences on a given electronic state [35-39]. We will call the two pulses, in analogy with SRS,
impulsive Raman £ and probe £g pulses. Differently from SRS, in this case the Raman pulse
is also a femtosecond pulse. Thus, ISRS shares the same geometry of TA, and the same experi-
mental setup can be used to acquire both the signals. As we will discuss in details in Chapter 4,
ISRS is a third order process, since it grounds on stimulated Raman effect. Firstly, the sample
interacts twice with the Raman pulse, which induces a vibrational coherence by means of its
large bandwidth. Then, the coherent oscillation is detected after a delay T' by the probe pulse,
whose optical transmission through the sample results consequently modulated at the period
of the associated Raman active mode Ty, = 27 /wyp. Scanning the relative arrival time of the
Raman and probe pulses, the oscillation can be temporally sampled, provided that both the
excitation pulses are sufficiently short, with a duration below the period of the vibrational mode
7s/r < Tuip- On one side, short pulses are required to achieve the necessary subpicosecond
precision in the sampling time step to probe the oscillating coherence. Moreover, femtosecond
durations are needed to coherently drive the oscillations. Considering transform-limited pulses,
this condition implies that in the frequency domain pulses have bandwidths larger than the
Raman frequency, as shown in Fig. 1.4a.
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Figure 1.4: Concepts of impulsive stimulated Raman spectroscopy. (a) Ladder diagrams of
ISRS processes generating vibrational coherences on the electronically ground (left) and excited
(right) states. Ladders in the diagrams represent the energy levels of the system, while the
arrows indicate light matter interactions within the third order perturbation theory as detailed
in Chapter 2. Importantly, in order to generate and read out the coherence, the excitation
bandwidth must exceed the vibrational energy. (b) Classical interpretation of excited state ISRS:
upon generation of vibrational coherences, the energy of the SE transition from the excited state
depends on the position of the oscillating wavepacket. Consequently the transient absorption
spectrum is modulated in time, oscillating at higher and lower wavelengths with respect to the
static one (red line).

The classical picture represented in Fig. 1.4b can be used to sketch the mechanism of
signal generation in ISRS. We consider, as an example, an ISRS process from the excited state
driven by resonant pulses. In this case, a vibrational wavepacket is promoted by a resonant
Raman pulse on a displaced excited state potential, whose minimum is shifted with respect
to the ground state potential. Upon photoexcitation, the out-of equilibrium wavepacket starts
moving along the potential surface to reach the new minimum and then oscillates around it.
When a probe pulse resonant with the SE region of the transient absorption interacts with the
sample, its transient spectrum will be affected by the motion of the wavepacket in time. As
a consequence, considering a fixed wavelength, the intensity of the associated transient feature
oscillates in time with the frequency of the coherent motion. Therefore, Raman-active vibrations
are recorded directly in the time domain, and the Raman spectra are simply retrieved through
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Fourier transformation along the delay 7'

Coherent wavepackets can be generated also on the ground state, whether the pulses are
resonant or not. Even if in this case the mechanism underlying the coherence generation is less
intuitive, it can be sketched classically as an impulsive kick transferred to the sample by the
short excitation pulse [36, 40]. A more precise description of both excited and ground state
ISRS processes requires a microscopic framework that will be derived in Chapter 4 using the
perturbation theory presented in the next chapter.

In general, ISRS and SRS are somehow similar and complementary at the same time: they
both allow to obtain the Raman spectrum on the ground and excited state but the way the
spectroscopic information is registered gives rise to a series of differences between the techniques:

¢ At odds with frequency domain stimulated Raman, the ISRS signal is not collected neces-
sary around the wavelength of the Raman pulse. Consequently, the low frequency region
of the Raman spectrum is more easily accessed because it is not masked by the tails of
the Rayleigh peak and the elastic scattering from the Raman pulse.

e Since in time domain techniques the pulses are not required to be temporally overlapped
in order to generate the signal, ISRS is not hampered by the background signals induced
by the temporal overlap of multiple pulses, affecting frequency domain experiments [37,
41].

e On the other hand, this implies that, in ISRS, the acquisition times are generally longer,
since a full scan of T along the vibrational period is needed to achieve the Raman spectrum,
with a sampling rate higher than double the Raman frequency, as requested by the Nyquist
theorem.

e A consequence of the impulsive excitation is that the higher is the Raman frequency the
shorter are the required pulses to probe it. For example, to probe peaks at frequency
higher than 3000 cm ™! , the excitation pulses must be shorter than 10 fs.

e The spectral instrumental resolutions in the ISRS and SRS are ruled by different param-
eters: the length of the time acquisition window for the former and the duration of the
Raman pulse for the latter. Both of them needs to be long compared to the lifetime of the
detected mode.

A more specific advantage of time over frequency domain Stimulated Raman arises in time
resolved studies. Indeed, ISRS measures the full vibrationally coherent evolution of the system.
The information relative to time scales shorter than the vibrational dephasing times is hidden in
a frequency domain measurement. Extracting it requires to apply Kramers-Kronig relation and
reconstruct the time-dependent complex signal from the experimental data. This procedure,
however, is often jeopardized by the background, which inevitably introduces artifacts in the
reconstructed data. If a time domain measurement is performed these artifacts are eliminated
[37].

Similarly to SRS, ISRS signal is obtained by a heterodyne detection of the probe. A pow-
erful approach consists in using a white light probe and spectrally resolving it by a grating.
The obtained signal in this case depends not only on the delay T but also on the dispersed
probe wavelength. Therefore, it is possible to design advanced ISRS schemes which exploit this
additional dimension to store spectroscopic information.

1.4 The multidimensional approach

The ability to simultaneously control multiple frequencies and time delays recently fueled
the development of multidimensional spectroscopy. In the glossary of nonlinear spectroscopy,
this term is more typically reserved to Fourier transformed time domain spectroscopies. In
these techniques, multiple delayed pulses interact with the sample at tunable times, following
the pump-probe concept. The detected time domain signal is subsequently transformed to the
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frequency domain, giving a correlation map along multiple dimensions [42-44]. Multidimensional
Fourier-transform methods were firstly developed and applied in nuclear magnetic resonance
(NMR) in the 1970s [45], and they are now principal actors on the stage of ultrafast laser
spectroscopy. Today, two dimensional (2D) Fourier transformed spectroscopies are routinely
performed in the UV-visibile (2D electronic spectroscopy, 2D ES) and infrared (2D IR) ranges
to probe electronic and vibrational correlations, respectively [46-48]. The extension to Raman-
based probes has been demonstrated to be more challenging [44], as we discuss in details in
chapter 6 addressing 2D ISRS. A sketch illustrating the difference in the pulse schemes and
signals for one dimensional and two dimensional ISRS is reported in Fig. 1.5. In 2D ISRS,
three femtosecond delayed pulses, instead of two, are used to generate two different vibrational
coherences and follow their evolution between the interactions with the electromagnetic fields.
Accordingly, the signal depends on two tunable delays, T1 and Ts, and oscillates as a function
of them with the frequencies of the Raman modes, photoactivated by the first two pulses. The
coherent oscillations modulate the transmission of the third pulse, similarly to 1D ISRS. As a
result, Raman features, obtained by a 2D Fourier transform along T; and Ts, are associated
with the correlations between different modes, which give rise to cross and combination peaks
in the 2D map. In chapter 6, we will show that by means of a wise choice of the pulse scheme,
2D ISRS can be applied to map the vibrational structure which shapes electronically excited
state potential energy surfaces in molecules.
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Figure 1.5: The concept of multidimensional Fourier transform spectroscopy. The sketch il-
lustrates the extension from 1D ISRS to 2D ISRS. In 1D ISRS, two pulses are used and the
signal is measured as a function of their delay and then Fourier transformed to obtain the 1D
Raman spectrum. In the two dimensional extension, one pulse and one delay are added and a
frequency-frequency correlation map is obtained by means of 2D Fourier transformation along
T; and Ts. Similarly, signals of higher dimensionality can be measured increasing the number
of pulses and delays.

Generally speaking, we remark that the 2D Fourier transformed time domain protocol is
in principle extensible to higher dimensions increasing the number of pulses, but the price to
pay is a considerably higher complexity, experimentally as well as in the interpretation of the
measurements. Technological challenges include a strict control on the pulse stability and, in
some cases as in multidimensional ES, also on the phases. In any case, point-by-point sampling
of the delay between pulses starts becoming unfeasible already after three dimensions due to the
long acquisition times. Nevertheless, the way to higher order multidimensional measurements
has been paved thanks to more advanced methods, which enable fast acquisition. These methods
include the use of chirped pulses, spatial encoding via birefringent wedges and pulse shaping
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[49-53]. For example, the measurement of six dimensional signals has been recently reported in
literature [54, 55].

In this thesis, we aim to discuss multidimensional spectroscopy under a more general point
of view. In a broader sense, any nonlinear signal that is a function of more than one variable is
able to produce a multidimensional spectrum. Consequently, every set of parameters on which a
nonlinear signal depends, can be exploited to built the multidimensional extension of that signal,
provided that the correlation between them carries some meaningful physical information that
we are able to extract.

In particular, we are interested in exploiting those experimental parameters that come al-
most naturally from the measurement strategy, as the probe wavelength upon spectrally resolved
detection, the phase of the probe pulse and the resonance tuning, following a multidimensional
approach to time domain stimulated Raman spectroscopy. Our aim is to exploit this multi-
dimensionality, using them as control knobs to address in particular the interaction between
electronic and vibrational degrees of freedom in a wide class of materials. Since the topics
presented in the thesis deal mainly with ISRS, for the sake of comparison we present here an
example using SRS.

1.4.1 Excursus in the frequency domain: using resonances in broad-
band Stimulated Raman Scattering

As already anticipated, spectrally resolved Stimulated Raman signals are bidimensional since
they depend on both the delay T' between the Raman and probe pulses and on the probe
dispersed frequency w. In the case of ISRS, T is the variable used to obtain the Raman spectrum,
while the dispersed frequency can be used to encode additional information on the electronic
state underlying the vibrational transition, as we will show in details in the next chapters.

In SRS, the Raman variable is w, while T" determines the trade-off between the spectral
resolution and the signal intensity? and is usually fixed at an optimal value [56]. Thus, we
discuss here the dependence of the SRS signal on another parameter, namely the resonant
condition of the narrowband Raman pulse.

In Fig. 1.6, we present the experimental signatures of resonance effects in SRS, measured
in a paradigmatic heme protein, the ferrous Myoglobin (Mb), by tuning the Raman pulse in
the spectral region of the Soret absorption band [57]. Specifically, the maps report the Raman
gain as a function of the Raman shift and the Raman pulse central wavelength Ag, for the red
(left panel) and blue (right panel) sides of the SRS spectrum. Additionally, we show the Mb
absorption spectrum in the side panel of each map.

Remarkably, SRS features show a complex lineshape dependence on the electronic resonance
condition induced by the Raman pulse wavelength Ag, with a substantial difference between the
two sides of the spectrum. In the red side of the spectrum, i.e. at negative Raman shifts, upon
scanning Ar, Raman bands intensity undergoes a resonance enhancement which approximately
follows the profile of the absorption, while the spectral lineshape does not significantly change.
On the contrary, the lineshapes in the blue side of the spectrum (at positive Raman shifts)
depend drastically on the resonance condition, evolving from gains to losses through dispersive
profiles. Taking as an example the v, band at 1355 cm™!, a positive Lorentzian lineshape is
observed upon tuning the Arp at 465 nm and a weak loss, peculiar of the SRS off resonant
spectrum, occurs by red-shifting or blue-shifting the Raman pulse by ~20 nm from this value.
Between these two limiting cases, the lineshape is dispersive and changes symmetry as it crosses
the maximum at Az =465 nm.

Critically, the maximum resonant enhancement in the blue side is obtained at a different
Agr with respect to the red side and it is mode-specific, since it is shifted approximately by one

4In SRS, the spectral resolution is maximized when the probe precedes the Raman pulse, remaining within
its temporal envelope. On the other hand, the intensity of the signal is affected by two concurring terms: the
amplitude of the Raman pulse at the probe arrival time and the length of the interaction window, given by the
portion of the Raman pulse temporal envelope following the probe. Due to these two competing factors, the
maximum signal intensity appears at slightly negative time delays, i. e. when the probe slightly precedes the
Raman pulse. Consequently, an optimal delay T' exists, which maximizes signal intensity and resolution.
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vibrational quantum from the maximum of the Soret band at 435 nm. In particular, the higher
is the frequency of the vibrational mode, the lower is the energy of the Raman pulse photon
needed to match the resonance, as can be seen by comparing the v; (670 cm™!) and v4, Raman
bands in Fig. 1.6. We remark that, at odds with its spontaneous analogue, in SRS the red and
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Figure 1.6: Stimulated Raman spectra of Myoglobin. Central panel: colormaps of broadband
Stimulated Raman spectra in the red (left panel) and blue (right panel) sides of the spectrum
showing the dependence on the Raman pulse wavelength. Side plots report the Soret absorption
spectrum. The SRS signal is always a gain in the red side of the spectrum, while in the blue side
it shows different profiles depending on the resonance condition. In particular, the maximum of
the signal in the blue side is shifted by one vibrational quantum from the peak of the absorption,
as highlighted by the horizontal dotted lines. On the contrary, the resonant enhancement of the
red side follows the profile of the absorption band, with small deviations due to the resonant
excitation profile. Arrows highlights the energies of two prominent vibrational modes (v7 and
vy). Left and right panels: four-wave mixing energy level diagrams representing the processes
which originate the SRS spectrum in the red (left) and blue (right) sides for the v7 band. In
these diagrams, the light matter interactions are represented by arrows connecting the energy
levels of the sample, through the density matrix formalism described in chapter 2. The blue
and rainbow arrows represent interactions with the Raman and probe pulses, respectively. In
particular, the dotted arrows indicates a change of the state of the bra side of the density matrix,
while solid arrows represent changes of the ket state.

blue components are not related to Stokes and anti-Stokes processes as in conventional Raman
spectroscopy [58]. Conversely, they arise from different four wave mixing processes in which the
time ordering of the interactions between the pulses and the matter is changed. Using the density
matrix formalism, these processes can be calculated perturbatively by means of diagrammatic
techniques [28, 59-61] and the main terms responsible for the SRS signals in the red and blue
sides are depicted in the right and left panels of Fig. 1.6. The horizontal lines indicate the
ground (a) and electronically excited (b) states and the vibrationally excited level (c), while
interactions with the Raman and probe pulses are represented by blue and rainbow-colored
arrows, respectively. In the next chapter, we will derive the perturbation theory for the density
matrix and present the rules to interpret diagrams and calculate the associated spectroscopic
signals. Here, we note that the energy levels involved in the interactions with the Raman pulse
are different in the red and blue side diagrams. Indeed, in the red side diagram, the Raman
pulse connects the levels a and b while the diagram for the blue side, it connects b and c. This
correspond to a different resonance condition for the two processes, which becomes clear as the
signal expression is calculated from the diagram.

The experimental signal can be calculated from the expression of the Raman gain in resonant
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conditions:

P3)
(@, \r) = AQ\R) - S (M) (1.21)
where E%(w) indicates the probe pulse in absence of raman pulse and A(Ag) is a positive
adjustable parameter which accounts for the effect of the Raman Excitation Profile (REP),
the spectral implication of the Franck-Condon principle [62, 63]. The third order polarizations
PG)(w, AR) for each side of the spectrum are directly obtained from the diagrams. The full
calculation is reported in [57]. In particular, for the limit case of a monochromatic Raman pulse
and a instantaneous (temporal delta function) probe, the following expressions can be obtained

p® (w,wr) = ‘:uab|2|/ib0|2 (1.22)
Red (Whe — W — 1Ybe) (WR — Wha — 1Yab) (W — WR + Wea + 1Yac)
for the red side and
2 2
P, (w,wr) = s Clptel (1.23)

(w — Wha + i’yba)2 (W — WR — Wea + iPY(:a)

for the blue side. In eq. 1.22 and 1.23, u;; is the dipole transition moment between the 7
and j states, w;; = w; — w; is the frequency difference between levels ¢ and j, and ~;; is the
vibrational dephasing rate of the |#) (j| induced coherence. By inspection of two equations, it is
clear that in the red side, eq. 1.22, the resonance condition arises for wg = wpe, in analogy with
spontaneous Raman. In the blue side, eq. 1.23, the resonance condition depends on the energy
of the vibrational mode w,., involved in the process, being wr = wpq — Weq- This dependence
rationalizes the observed correlation between the vibrational frequency and the lineshapes of
the resonant SRS signal in the blue side observed in Myoglobin.

This result has a general validity and provides a procedure to extract the REP factor A(Ag)
from the additional dependence of the blue side SRS on the resonance condition. Moreover,
the possibility to selectively enhance different Raman bands, combined with the larger cross
section under resonance conditions, identifies the blue side of SRS spectra as a powerful tool
to investigate Frank-Condon effects and to extract quantitative information about vibrational
mode displacement and vibronic coupling, provided that the dependence of the SRS spectra on
the Raman wavelength is taken into account.
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Perturbative description and diagrammatic
tools

In the response function formalism, coherent optical signals are calculated by a two-step

procedure in which the material treated quantum-mechanically interacts with either classical
or quantum fields [59]. The two approaches are known as the semiclassical and full quantum
derivation. In both the cases, as a first step, the nonlinear polarization P(™ induced in the
system by the external fields has to be calculated microscopically, using the quantum Liouville
equation for the density matrix. Secondly, P(™ acts as a source in the macroscopic Maxwell
equation to generate the signal field.
The semiclassical approach provides a powerful description of coherent signals, equivalent to
the full quantum treatment for most of the cases. It takes into account the accessible states of
the matter and the transitions between these states, expressed in material parameters such as
transition dipole moments. On the other hand, a quantum electrodynamical (QED) formulation
is needed to describe situations in which strong quantum effects arise, coupling matter and fields
degrees of freedom. In this chapter, we briefly review the response function formalism that will
be applied in the rest of this thesis as a tool to simulate and decipher stimulated Raman processes
in a broad range of scientific cases.

2.1 Dynamics in the Liouville space

The nonlinear response functions are calculated summing over all the possible states that
the density matrix of a system may acquire during the nonlinear process. Since the Liouville
space is the configurational space in which the density matrix lives, understanding its properties
is essential for calculating coherent optical signals. Here we introduce the Liouville space and
derive a perturbative expansion to describe the dynamics of the density matrix.

2.1.1 Density matrix formalism

In the Schrodinger picture, a quantum system can be fully described by a time dependent
state |1 (t)) in an Hilbert space. The expectation value of any observable A is given by

(A) = WO AlD(®)) (2.1)

The temporal dependence is carried by the state |¢(t)) and can be evaluated solving the time
dependent Schrodinger equation:

0 )
o [0(6) = —2 H () (22)

H being the total Hamiltonian of the system. We assume that the set {n} is an arbitrary
orthonormal basis for the Hilbert space in which [¢(t)) is defined. Expanding [¢(¢)) in this

17
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basis and taking the complex conjugate, the expectation value 2.1 can be expressed as

(A) = cnlt)en () (ml Aln) =D en(t)en, (t) Amn (2:3)

n,m n,m

A more general description of a quantum system is obtained defining the density operator p

p(t) = (1)) (4 ()] (2.4)

Expanding in the {n} basis, p becomes

p(t) =D ealt)er, () [n) (ml =Y pun(t) |n) (m] (2.5)

where we have defined the density matrix ppm(t) = (n|p|m) = cn(t)ck,(t). Using the density
matrix formalism we recast the expectation value expression 2.1 as

(A) = Z Anmpnm (t) = Tr[Ap(t)] (2.6)

The introduction of the density matrix allows to extend the definition of quantum state. In
the wave function approach to quantum mechanics the state of a system is represented by a
vector, while in the density operator formalism the same role is played by a matrix. A quantum
system that can be represented by a wave function is said to be in a pure state. A pure state
is completely defined by the first postulate of quantum mechanics and the density matrix gives
only an equivalent description. However, a general state of a quantum system may or may not
be pure. Considering an ensemble of system being in the state |1 (¢)) with non negative and
normalized probability P, > 0, we can still define the density operator of the system as

p(t) =Y Pr|tn(t)) (r(t)] (2.7)
%

If P, =0 Vk # i, P, =1, the state is pure. Otherwise the state of the system is not completely
defined; it is impossible to represent it with a single wave function and the system is said to be in
a statistical mixture or mixed state. This is the case for example of a collection of atoms coming
directly out of a hot oven [64]. The distinction between pure and mixed state is fundamental
and does not depend on the representation.

The density matrix satisfies the following properties that come straightforward by its definition
and by the properties of the trace

1. The density operator is Hermitian: p = pf

2. The diagonal elements of the density matrix are real and non negative

pun = 3 P|(n] [9)]* = 0
k

The off diagonal elements p,,,, with n # m are in general complex.
3. Tr(p) = 1, from the normalization condition of P.
4. Tr(p?) < 1, where the equality holds only for pure states.

The diagonal elements of the density matrix is usually referred to as populations and off diagonal
elements as coherences.

Another important advantage of using the density matrix formalism is the possibility to perform
a description of a subsystem living in a complex composite quantum system. For example, we
consider the evolution of a system A described by a few degrees of freedom a but coupled to a
complicated bath B. Typically, the total number of degrees of freedom in the joint system and
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bath state is too high to solve the problem explicitly. In this case, it is convenient to define the
reduced density matriz p*, depending only on the degrees of freedom of interest, with elements

pae =Trp (o] p*P |y = (aBl p*P |/ B) (2.8)
5

where we used the complete basis set of the total system given by the tensorial product between
the system and bath eigenvectors |af) and defined Trp as the partial trace, summed over the
degrees of freedom [ of the bath only. Then, the evaluation of the expectation value of an
observable that depends only on the system degree of freedom can be considerably simplified by
means of the reduced density matrix. The price to pay is neglecting the interaction between the
system and the bath, but in many context this is a good approximation for the problem under
consideration.

2.1.2 Liouville equation

Applying the time derivative to the density matrix of a pure state |¢(t)) we get

22w = () wi+lo) (5 w) (29)

where the evolution of the ket and bra is ruled by the Schrédinger equation. Using eq. 2.2, we
obtain the Liouville- Von Neumann equation

dp i

1] (2.10)
Since the density operator for a mixed state is a superposition of pure state density operators,
eq. 2.10, which is linear in p, is still valid for mixed states. An important feature of the Liouville-
Von Neumann equation is the presence of the commutator which allows interactions with the
Hamiltonian to be from both the ket and the bra sides of the density operator. Thus, starting
from a population state, p(t) is able to evolve in a generic coherence state through eq. 2.10.
It is convenient, at this point, to introduce the notion of Liouville representation [59, 65]. For
a N level system, the density matrix is constituent by N? elements pij- Clearly, each matrix
element obeys the relative (Liouville-Von Neumann) equation

&g = Z; (Himpmj — pimHmyj) (2.11)

Introducing the Liouville operator L, we can write eq. 2.11 as

api‘ )
e S T 212)

By comparison of egs. 2.11 and 2.12, we obtain
Lijmn = (Him0jn — 0jntim) (2.13)

Using the operator formalism, we recast eq. 2.12 as
—=—=Lp (2.14)

Eq. 2.14 defines the Liouville representation. In Liouville space, the density operator p becomes
a vector and the operator [H,...] is written as a four labelled tensor, namely a superoperator L.
As an example, the well known optical Bloch equations describing light matter interactions in
a two level system are based on this formalism [66]. We note that the Liouville equation 2.14 is
formally identical to the Schrodinger equation. The importance of the Liouville representation
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lies in this equivalence that allows to extend all the results obtained for the wave function
in Hilbert space to the density matrix in Liouville space. In other words, we can say that
there is a homomorphism between the Hilbert and Liouville spaces. Additionally, the Liouville
representation proves to be the most natural when dephasing effects are considered. Dephasing
broadly indicates the process in which a coherent or an excited population state induced by a
perturbation decays in time, while the system collapse into the ground state. This effect can be
directly included in the Liouville equation through an additional term I'

dp i

— =—-Lp-T 2.15

5 »Lp—Tp (2.15)
where I, as well as L, is a superoperator in Liouville space. As a consequence, density matrix
elements evolve as '
pij(t) = e*lwij(t*to)*Fz‘j(t*to)pij (to) (2.16)
in which w;; is the difference of the Hamiltonian eigenvalues for the state i and j: w;; =
w; —wj and I'y; is the dephasing matrix element. In particular, I';; for a coherence state can be
decomposed in two contributions:

Iy +T;

Lij=—7—"+% (2.17)

where the first term is the averaged lifetimes of the pure states participating in the coherence
and ;; is a pure dephasing term. The microscopic origin of the dephasing terms arises from the
coupling of the system with a surrounding bath. For example, coupling to a continuum of states
induce population decay in the Wigner-Weisskopf problem [67]. Pure dephasing originates from
coupling to a thermal bath, well described by the stochastic theory of Kubo for lineshape and
relaxation in a molecule [68]. In this model, the vibrational frequencies show time dependent
fluctuations w;;(t) = w;; + dw;;(t), due to collision with other molecules of the sample or the
solvent, and eq. 2.16 needs to be calculated by an ensamble average

pig(t) = e g O (2.18)

The solution of 2.18 is generally calculated by cumulant expansion [59].
Going back to time evolution in Hilbert space, in Schréodinger picture the only time dependence is
contained in the wave function; hence, when all the degree of freedom of the system is included
in the Hamiltonian, the Hamiltonian itself is time independent. However, in many cases, it
is more convenient to narrow the phase space and treat some degree of freedom as external
forces with a known time evolution even if the price to pay is handling with a time dependent
Hamiltonian.

Considering a time dependent Hamiltonian H(t), the state of the system at time ¢ can be
expressed by means of the evolution operator or propagator U (¢, o) defined by

(1)) = Ut to) [¢(to)) (2.19)
U(t,to) satisfies the following properties:
1. Ulto,to) = 1
2. Ulta,to) = Ulta, t1)U(t1,to)
3. Ut =Ut = Ut(t, to) = Ulty,t)
4. U(t,to) depends only on the interval t — ¢

Substituting the definition of the propagator in the Schrodinger equation and integrating from
to to t, we find

Ult,tg) =1— ;/to dt' H{t" U (¥, tg) (2.20)
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Eq. 2.20 can be solved iteratively [69]
00 "t tn ta
U(t,to) =1+ Z <_h) / dtn/ dty_1-- / dt1H(tn)H (tp—1) ... H(t1) (2.21)
n=1 to to to

It is important to note that in eq. 2.21 the integrated time variables are fully ordered: ¢y < ¢; <
ty <o <tp_1 <t, <t. Because in general the Hamiltonians computed at different times do
not commute, we can not recast expansion 2.21 as a simple exponential. Nevertheless, we can
introduce the time ordering operator T

T[H(t:)H(t;)] = {ggﬁj)ﬁ(f;g g i i 2 (2.22)

and write eq. 2.21 in a more compact form as a positive time ordered exponential:

Ul(t,tg) =T exp

—% /t: H(t’)dt’] (2.23)

where we have extended all the interval of integration to ¢ and compensated the additional
integration range, dividing for (n!)~!. When the propagator acts on the state |(t)), we get

(1)) = [ (to)) +i§, (_h>T / dt, / Ay / At H(t,) .. H(b) [0(t))| (2:29)

2.1.3 Interaction picture

The form obtained for eq. 2.24 is not very useful. Clearly, it would be practical to truncate
the summation at a fixed order but, even though such an expansion may be valid for short times,
it blows up at larger times because we are trying to treat the entire Hamiltonian perturbatively.
One possible solution to this problem is working in the éinteraction (or Dirac) picture. We
suppose that it is possible to separate the Hamiltonian in two parts

H(t) = Hy+ H'(t) (2.25)

Hj is a non-interacting Hamiltonian which is time independent or carries a time evolution that
can be solved exactly, while H' is a small term with respect to the parameters of the problem
and can be treated perturbatively. The propagator Uy of the time independent Hamiltonian Hy
reads v

Uy (t, tg) = e~ Ho (t=to) (2.26)

The interaction picture is obtained trough a unitary transformation from the Schrédinger pic-
ture; this obviously does not change the physics of the problem. The interaction wave function
is defined as

[(8)) = Uo(t, to) v (1)) (2.27)

where |1(t)) is the wave function in the Schrédinger picture while the subscript I stands for
interaction. We define also the operator evolution in the interaction picture as

Hi(t) = U (t,to)H'(t)Us(t, to) (2.28)

Using this definition together with the unitarity of the propagator in the Schrédinger equation,
we get
0 i
— |¢r(t)) = ——Hp(t t 2.29
o |0 () = =T Hy(0)[6:(1) (2.29)

Eq. 2.29 shows that, in the interaction picture, states evolves in a Schrodinger like manner but
under the action of the perturbation H’ alone. On the other hand, the operators evolve under
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the action of the unperturbed Hamiltonian Hy, as H; in eq. 2.28. The expansion 2.21 in the
interaction picture becomes

) = 1)+ S (=N [ dtn [t [ A H ) () - H ) 1 (20))
- 1) [ o

0
(2.30)
Going back to Schrodinger picture, we get

po) = 10wy + 3 (<3) [ [ [T

Uo(t,tn)H' (tn)Uo(tn, tn1)H (tn_1) ... Uo(ta, t1)H'(t1)Uo(t1,t0) |1 (t0))

where the first order [1)(°)(t)) evolves under the free Hamiltonian alone. The main difference from
the previous result of eq. 2.21 is that now the expansion is written in powers of the perturbative
term H' and is valid for long times, even when truncated at a low order. Furthermore, eq. 2.31
provides a clear physical interpretation: the system described by [1)(t)) evolves freely under the
action of the unperturbed Hp up to time ¢1, as indicated by Uy(t1, to), then it interacts with the
perturbation H'(t;) and propagates freely again up to ¢o. This happens for all the times ¢;.

Now we can extend this results to the Liouville space in order to obtain the density matrix
perturbative expansion. We separate the superoperator L as for H in eq. 2.25

L=Lo(t)+L'(¢) (2.32)

where
LoA = [H0<t)’ A]
L'(t)A=[H'(t), A]

The definition of density matrix for a pure state in the interaction picture is

p(t) = () (W(8)] = Uo(t,to) - [r(8)) (wr(t)] - U (tto) = Uo(t,to) - pr(t) - Ud (£, t0)  (2:33)

and, from its linearity in p, it follows that the definition can be extended to mixed states. Taking
advantage of the result 2.30 we get immediately

pr(®) = prlt) + 3 (—h) / it [ s [ AL (0L (1) - T (1) (o)

n=1

(2.34)

where
L) (t) = Ul (¢, to) L () Uo (t, to)

being U the propagator related to Lg. Recovering the Schrédinger picture, we finally obtain

[e%s) i n t tn (2
p<t>=p°<t>+z(—h) [t [t [
n=1 to to to

(2.35)
Un(t, o) - [H}(tnL |Hi(tnr, - [Hi(t)p(to)] H U (1 o)
This expression can be interpreted similarly to eq. 2.31. The difference is that here the inter-
actions can be with both the ket and the bra sides of the density matrix. This will justify the
adoption of double sided Feynman diagrams presented later in the chapter.
Assuming that p(tg) represents a steady state, we can send ty) — —oo and write

p(t) = p (—c0) + > p™ (1) (2.36)
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As we further detail in the next section, radiation matter interaction is often well described by
the dipole Hamiltonian H'(t) = E(t) - u, being u the dipole moment of the system. Treating
as an operator, in the interaction picture it depends on t as

pr(t) = U (t, to) ulo (t, o) (2.37)

while in Schrédinger picture it is constant. Because of that there is no ambiguity and we can
suppress the subscript I and write directly u(t) or u, referring to one or the other representation.
Explicitly the n-th order of the density matrix with respect to radiation matter interaction is

P (1) = (—;Y/_; dt, /_; dtnl---/_t; A E(t)E(tn_1) ... E(t1)

(2.38)
Uit to) - [t [t )] . ] - U,

2.2 Semiclassical and full quantum treatment of nonlinear
optics

All the results presented in this thesis has been derived under the classical assumption for
the fields, or equivalently substituting to the QED field operator its expectation value. Because
of that, the first part of this section is devoted to the second steps of the semiclassical approach,
calculating the signal associated to a nonlinear polarization induced by classical electromagnetic
fields. The full quantum approach will be presented in the second part of the section.

2.2.1 Maxwell equations and wave mixing

It is common to classify optical phenomena expanding the induced polarization in powers
of the electric field. At low intensities, the polarization P(r,t) is a linear function of the field.
Defining the linear response function S()(t), it reads

P(r,t) =€ (S(l) ® E) [r,t] =€ / S(l)(r —7ry,t—t1)E(r,t1)dty (2.39)

where ® indicates the convolution operator. As the intensity increases, for example when an
intense laser source is involved, this is no longer true and we need to expand the polarization in
higher powers of E:

P(r.t) = (S<1> ® E) R (s<”> ® E) [r,1] (2.40)

We can easily recast the expressions 2.39 and 2.40 in the frequency domain as proportional to
the product of fields, exploiting the convolution theorem. Adopting a convention for the Fourier

transform
o dt it
= —= P(t)e™™
—oo V2T ®)
and defining the susceptibility tensor y, the i*» component of the frequency domain polarization
can be written as [70]

P(w)

Piw) = co > X (@iw))Ejlw;) +eo > X0 (wswjywn) By wy) Er(wn) + ... (2.41)
J ik

where the indexes i, j and k refer to the Cartesian components while x(*) and x(™, with n > 2
are the linear and nonlinear contribution to the susceptibility tensor, respectively. The various
orders account for different nonlinear processes: for example linear absorption is explained as
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a x(M) process, while sum and difference frequency generation and second harmonic generation
are all related to x(2). Because of the tensor nature of the susceptibility, each order in eq. 2.41
contains a huge number of terms. However, the components of x(™ are related by formal sym-
metry properties that can be used to reduce the number of the terms needed to solve a specific
nonlinear problem [70]. In centrosymmetric media !, even order nonlinear contributions to the
susceptibility vanish because the sign of the polarization must change when the optical fields
are reversed. Therefore the lowest nonlinearity is due to the third order (3 and involves three
interactions with the fields.

Our aim is to find expressions for the nonlinear response functions and susceptibilities using
the Liouville formalism, and consequently determine the optical signal generated by the induced
polarization, using eq. 2.41 as a source in the macroscopic Maxwell equations. For nonmagnetic
media and in absence of free charges, that is M = 0 and p = 0, the Maxwell equations read

O0H
E=—uyg— 2.42
V x Ho—; (2.42a)
OFE 0P
V-E:—lV~P (2.42¢)
€0
V-H=0 (2.42d)

Taking the curl of eq. 2.42a and putting it equal to the time derivative of eq. 2.42b, we obtain
the general wave equation

1 0°E 0?P oJ
2o M oy
where we made use of the relation between the vacuum permittivity ¢y and permeability pg
1
Ho€0

property and write V x V x E = V(V - E) — V2E. For transverse field V - E = 0; consequently,
considering non conductor media, eq. 2.43 assumes the simpler form
1 9%E(r,t) 0?P(r,t)
o5

2
FE _—_—— =
VE(.1) & o ot?

VXVXE=-— (2.43)

and the speed of light in the free space cg: ¢g = . We can exploit a well known vector

(2.44)

To simplify the derivation, we derive the response function in the scalar approximation, con-
sidering a plane wave which propagates along the Z direction. The scalar approximation works
well when dealing with isotropic media and pulses sharing the same polarization, and the results
can be generalized by solving sets of one dimensional equations for each tensorial components
of the response functions. The macroscopic polarization P is given by the expected value of the
dipole operator

P = Tr(up(t)) (2.45)

where, as already derived, the time evolution of the density matrix is ruled by the Liouville
equation. Collecting the terms of the same orders from eqs. 2.36 and 2.40, it follows

P™ = Tr(up™ (1)) (2.46)

and, exploiting eq. 2.38, we obtain the nonlinear polarization

PO (1) = (-72)”/_; dt, /_; dtn1-~-/_t;dt1E(tn)E(tn1)...E(t1)

(2.47)
Tr (u(t) [ttt lutep(-o0) }D

LA point group is said to be centrosymmetric if for every point = {x1, 2, ...z} in the unit cell there is
an indistinguishable point —x = {—z1, —x2, -+ — @n }. This symmetry is also named inversion symmetry.
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Figure 2.1: Time intervals and instants.

Eq. 2.47 is usually written as a function of time intervals 7;, during which the density matrix
evolves freely, instead of instant variables t;, at which the interactions happen. Through a
variable substitution, represented schematically in Fig. 2.1, we obtain

PO (p) / dr, / drp1- / dry (2.48)

E(t - Tn)E(t —Tn — Tn— 1) t —Tp — " — Tl) . S(n)(’fn . .’7'1)
in which we have introduced the nonlinear response S

1

S (1,,...1) = (-h)ne(Tn)...e(n)
Tr {M(Tn Fotm) [u(fn_l 4ot ), [1(0), p(—00)] } } (2.49)

From eq. 2.49 it is clear the mechanism of the physical process that leads to the generation of
nonlinear signals. The first n — 1 interactions prepare a coherence state which oscillates with
one of the characteristic frequencies of the matter. Then, the last interaction (7, + -+ + 1),
which does not take part in the commutator, stimulates the emission.

Our aim is finding a solution for eq. 2.44 in presence of a nonlinear polarization. To this purpose,
we split P in its linear and nonlinear components

P(z,t) = Pr(z,t) + Pyp(2,t) (2.50)
and focus on the nonlinear contribution to the generated field

PE  19*E 9Py
922 2oz Mo

(2.51)

where ¢ = ¢o/n is the speed of light in the medium. In coherent nonlinear spectroscopy, the
total field E interacting with the sample is usually the sum of two or more incoming fields. In
this respect, the derivation just presented can be extended to multiwave mixing. An n 4+ 1-wave
mixing process starts with n incoming fields that interact with the matter

Z [ z, t tkjz—iw;t +E (Z t) —ikjz+iw;t (252)
j=1

and induce the nonlinear polarization

Par(zt) = 37 PO (p)eitont =t (253)
n>2

whose frequency and wave vector are given by any combination of the incoming wavevector and
frequencies and wave vectors of the incident fields

kp=xki kot £k,
wp =Fw; Twy £ Lw,
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The + and — signs refer to interactions with the fields components &; and &. Imposing some
conditions on w; and k;, we select a specific contribution to the nonlinear signal. We look for a
solution of the form

E(z,t) = E,(z,t)e wsttihaz o o (2.54)

and assume the Slowly Varying Envelope Approximation (SVEA)

0%E, 0&s
922 < ko Ep (2.55)
We obtain the nonlinear propagation for the envelope Ag
0Es  2miws Ak
= %PW (t)eiakz (2.56)

where n, = cwﬁ and we have defined the phase mismatch Ak = k, — ks, determined by the

frequency dispesrsion within the sample as well as the geometry of the experiment. It is important
to stress the role of the term e*# which expresses the momentum conservation. Integrating
both sides of eq. 2.56 over z in a sample of length L, we obtain a solution to the nonlinear wave

equation as
_2MWs () : iAkL/2
E(L,t) = ﬁP (t) sinc(AkL/2)e (2.57)
S
Because of the sinc function, which is large for AkL < m, the signal is maximum for Ak = 0.
This is known as the self matching condition. Another property that follows immediately from
eq. 2.57 is that the generated field is proportional to the polarization but phase shifted by /2.
The relation between the nonlinear field calculated in eq. 2.57 and the spectroscopic signal
is ruled by the detection strategy, which strongly determines the capabilities and range of ap-
plication of a given technique. Generally two possible schemes are available: heterodyne and
homodyne detection. When the nonlinear signal is generated at a new optical frequency different
from the incoming ones, the homodyne detected signal intensity is proportional to the squared
modulus of the signal field Ey, i.e. S o< |E,|?. If the emitted field occurs at a frequency contained
in the spectrum of the incident radiation E,ope, it is not possible to isolate the signal directly
and the detected intensity is proportional to the squared modulus of the sum, |Es + Epmbe|2
Therefore it contains a mixing term. In this case, the isolation of the signal may be achieved
by detecting the interference pattern with a known reference, namely the incident field. This
strategy is called heterodyne detection. In general, even if the signal frequencies do not overlap
with the spectrum of Ejp,.ope, heterodyne detection can be achieved using as the reference an
additional incoming field Fro at the same wave vector of the signal, called local oscillator. The
origin of the name comes from the oscillator in radio waves receiver stations. The detected
intensity thus reads

S = [Bo(t) + Ero()Px Io + I + 2R(Ejo () Es(1)) (2.58)
Subtracting the reference I, since the term I is generally negligible, we obtain:
R(ELo (1) Es(1)) o R(Efo(0)iP™ (1)) = =S(Efo(t) P™(t)) (2.59)

We note that heterodyne detection is linear rather than quadratic in the weak nonlinear polar-
ization P(™. Thus, heterodyne is also effective to enhance a weak background free signal for
which the homodyne detection is not sufficiently sensitive. Moreover, by controlling the relative
phase between Ero and P(™ it may be possible to detect both the imaginary or the real part
of the signal separately.

2.2.2 Quantum electrodynamics

In the previous section, the semiclassical theory for nonlinear optical phenomena has been
presented. Here we introduce an alternative approach in which both matter and fields are



2.2. Nonlinear optics 27

treated on the same footing, by means of quantum electrodynamics (QED) [71]. This formalism
allows for a fully microscopic description of the interaction between radiation and matter. The
advantages of the QED approach particularly arise when the phenomenon under investigation
is intrinsically related to the quantum nature of the field. This is the case for example of
incoherent effects and spontaneous light emission processes, such as fluorescence and spontaneous
Raman [66, 72]. Indeed, even if classic and semiclassical approximations can be used to describe
these effects with increasing precision, their detailed comprehension requires to introduce the
vacuum field mode [59]. Other situations in which field quantum effect are dominating involve
nonclassical or entangled light, whose application in nonlinear spectroscopy is currently object
of studies [73, 74]. The first step in the full microscopic description of Raman processes is
the quantization of the electromagnetic field. To this purpose, the electromagnetic degrees of
freedom are described by a wavefunction, which we denote as |¢r). In second quantization, the
field operator is given by [66]

E(r,t) =Y &)™ + > El(t)e T (2.60)

where £; and EJT are the positive and the negative frequency components for the mode j

ﬁw] % —dwit
R 4. 1w 2.61
& (260])) ajse (2.61)

e = hw;
J 260V
In eq. 2.61 and 2.62 V is the quantization volume of the photon mode j, while a; and &;r- are

the boson annihilation and creation operators, respectively. Formally, they are defined by their
action on the field state [¢),

W=

afetiost (2.62)

al [ (n); = nZ [ (n+ 1)), (2.63)

a; [ (n); = (n; —1)% |7 (n — 1)), (2.64)

where the integer n is the occupation number of the mode j.
The total Hamiltonian which describes the system includes the contributions from both the
fields and the matter degrees of freedom as well as an interaction term H':

H=Hy+Hp+H (2.65)

The field Hamiltonian Hp is given by

Hp = hwjala, (2.66)

The Hamiltonian Hy is determined by the Physics of the problem under consideration and rules
the free evolution between the interactions in eq. 2.47. In the dipole approximation [66], H’
takes the form of the Power-Zienau [75] radiation-matter Hamiltonian

H =V +VHY (& +€h) (2.67)

J

The coupling between the material and the fields is mediated by the dipole operator

Vr) =) tasla) (B (2.68)

a,b>a
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with
N
Hab = {al e Zra |b)
a=1

and the index a runs over all molecules in the sample.

In the quantum field formalism, the nonlinear signal can be calculated through two ap-
proaches that are characterized by a different point of view. In the first, the signal is considered
from the material perspective [76]. In particular, the transitions between states are explicitly
accounted for, by means of the Fermi ’s golden rule. Because the field and the material are
coupled, transitions between material states affect also the fields degrees of freedom and energy
exchanges between the fields and the matter modes are possible. Here, we will follow another
method, describing the optical signal from the field perspective. In this approach the signal is
defined as the change in the mean photon occupation number of the detected mode wg:

= (Ns(t)) — (N:(0)) = / dt@ asas> (2.69)

being (-) the trace operator. The expectation value can be calculated by solving the density
matrix for the total system p(¢) which now includes both the radiation and matter degrees of
freedom. The time derivative in eq. 2.69 can be calculated using the Heisenberg equations of
motion and the Hamiltonian 2.65

%<Ns> <thS> <Z;[H’(t)»@gés}> (2.70)

Expanding the commutator we obtain

[H', Ns] :(VJFVT)Z <[5j,a2as} [5T asas}> =
=(V+VT)Z ([5 as} as + a {5* D -

=(V+VT)(&s - €D (2.71)

where we have used the commutation relation for the ladder operators: [ai, a;r} = ;5. Using eq.
2.71 in eq. 2.70, the stimulated signal can be expressed in the time and frequency domain as
S = %/ dt’ <(V+ V) (Es - 5§)> = %%/ dt’ <8V - 5TV> - ﬁs/ du’ <5V . gTv>
B B B (2.72)

When the resonance condition holds the radiation-matter interaction Hamiltonian in the rotating
wave approximation (RWA) reduces to H'(t) = =V (t)ET + h.c. and eq. 2.72 reduces to

5=-2 /OO a's (W) = 2 /_O:O d's {E1(W)WV (W) (2.73)

In real experiments, the range of the integrations in eq. 2.73 is restricted by the response function
of the detector [61]. For example, considering a narrow time gate with nearly instantaneous
response 6(t — t')
2
Si(t) = —ﬁ%<€*(t)V(t)> (2.74)
We note that, considering classical radiation, the field can be substituted by its expectation
value and taken outside the bracket (£) = &, leading to a result equivalent to the classical

expression 2.59. Similarly, for the frequency resolved detection by a spectrometer with a narrow
spectral response §(w — w’) we obtain

S (E W)V (W) (2.75)
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When the frequencies of the interacting pulses are such that no electronic excited levels can
be involved, an excitation to a virtual state is coupled to an instantaneous de-excitation to a
real state, since by the Heisenberg uncertainty principle the system can only spend a very short
time on the intermediate state. In this case, equation 2.70 can be computed using the effective
Hamiltonian

H'(t) = a(t) Y ENBE(t) + h.c. (2.76)

where « is the excited state polarizability. Although the physics under these two situations is
different, we will show that the diagrammatic description in either case is similar.

We can now use the Liouville formalism developed in the first section to calculate the expec-
tation value in 2.73. To this aim, we introduce a more compact notation in terms of Liouville
space left and right superoperators. We define the superoperator Ay, acting on any operator X
in Hilbert space, as a left superoperator if

A X = AX (2.77)
Equivalently the right superoperator Ag is defined by

ArX = XA (2.78)
Furthermore, we define the combinations A4 of left and right superoperators:

_ b
V2

In terms of superoperators, the stimulated optical signal can be expressed by

Ay (AL £ Ag) (2.79)

ot
S = % <N5> = —%% <T€L(r,t)Vg(t)exp{—;/ dT\/iHI(T)}> (2.80)
oo )
where we wrote explicitly the subscript to indicate that the mean value is calculated with respect
to the density matrix p in the joint field and matter Liouville space: (-) = Tr[Ap(t)]. Finally,
we stress that the exponential in eq. 2.80 can be expanded in power series equivalently to eq.
2.47. The different orders can be accounted for through a graphic representation as shown in
the next section.

2.3 Double sided Feynman Diagrams

In the previous section, we derived the signal generated in a wave mixing process. It has been
found that it is proportional to the imaginary part of the nonlinear polarization. It is necessary
at this point to write explicitly the commutator in eq. 2.47, or equivalently in 2.80. To this
purpose, double sided Feynman diagrams are a valuable tool, which allows to easily account
for all the contributions in every pulse configuration. We introduce Feynman diagrams directly
from the first and third order polarization. Then we present a set of rules for their usage in the
general situation. The linear polarization in the time domain reads

POt = / h dnE(t —m)SW (1) (2.81)

where the first order response function S is

i 3
$0(r) == () 7 (1) [u0) -] (2.82)
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Expanding the commutator and using the invariance of the trace operator under cyclic permu-
tation we obtain two terms

Tr (u(1)p(0)p(—00)) = T (p(11) p(—00)u(0)) = T (pu(71)1(0) p(—00)) = T'r (p(—00) u(0) (1))

(2.83)
The two terms in eq. 2.83 are complex conjugates. We can rewrite the first using the explicit
form of p(7) in terms of the evolution operator:

Tr (u(m1)p(0)p(—00)) = Tr (UT(T1>,UU(T1>,up(—OO)) =Tr (MU(Tl)/J,p(—OO)UT(Tl)) (2.84)

This expression offers a clear physical interpretation: the density matrix interacts twice with
the fields from the ket side through p and evolves in between under the free Hamiltonian Hj for
a time 77. Importantly, the role of the last p which is outside the commutator is different: it
does not (necessarily) represent an interaction with an external field, but instead the emission
of the signal due to the relaxation of the non equilibrium polarization prepared by the external
pulses. The last arrow is usually called free induction decay, with a term derived from NMR
spectroscopy [77]. In heterodyne detected signals, the free induction decay is stimulated by a
incident field in the same mode.

Figure 2.2: The double sided Feynman diagrams associated to the first order of the perturbation
theory from an equilibrium density matrix in the ground state. The dressing with the fields can
be performed immediately in the RWA, since de-excitation is not possible from the ground state
and consequently the direction of the first arrow is constrained.

We can operate on the same lines for higher order perturbations. The third order polarization
reads

P(B)(t):/ dTg/ dTQ/ dTlE(t_Tfj)E(t_TB_TQ)E(t_T:j_7—2_7—1)5(3)(7—177—277—3) (285)
0 0

where the response function S is

1

SO (7, 79,73) = — (h>3Tr (u(Tg + 7o+ 71) |:,LL(T1 + 7o), {,u(ﬁ), [,u(O),p(—oo)]H) (2.86)

Expanding the commutator we get eight terms

.\ 3
i
S (71,79, 75) = <h> > (Ri— R}
i
where ¢ = 1,...,4. It is easy to prove that the terms R} are the opposite of the complex

conjugate of R;. This is a general result: only half of the 2" terms arising from the n** order
polarization are independent and need to be calculated. Therefore the independent terms are

Tr [p(m + 72+ m3)p (O)p(—oo),u(ﬁ) (1 +72)] (2.87a)

Tr [p(r + 72+ 73) (1) p(—00) p(0) (1 +rz>] (2.87b)

=T [p(r1 + 72 + 73) (11 + T2) p(—00 ()] (2.87¢)
R4 =Tr [p(r + 72+ m3)p(r + Tz)M(ﬁ (—00)] (2.87d)



2.3. Double sided Feynman Diagrams 31

In order to better understand the physical meaning of the terms R;, we can rearrange them,
exploiting the properties of the propagator and the trace invariance under cyclic permutations,
as done for the first order term. Choosing R; as a working example

Tr ( (13 4+ 72 + 71)u(0) p(—o00) (1) (11 + 72))
=Tr (UT(Ts)UT(Tz)UT(T1)MU(73) (12)U (1) pop(— OO)UT(TI)UT(T2>MU(T1)U(7'2)> _

(2.88)
=Tr (IU’U(TS)U(TQ)U('H)NP( )Ur.r('rl)//#[]Jr TQ)MU(Tl)U(TZ)UT(TQ)UT(Tl)UT(7'3)> _

(
= Tr (WU () U ()U () —00)U (i)l (1) (75)

Eq. 2.88 allows to follow the evolution of the density matrix through the interactions:

LU gl L i) | 2
m ® @ @ O @ G @ 6
1. The dipole acts on the ket side of the density matrix;
2. after the interaction, p evolves freely during 7;
3. the dipole acts on the bra;
4. the density matrix evolves freely during 7o;
5. the dipole acts on the bra;
6. again, there is a free evolution period during 73;
7. finally the dipole operator interacts with the ket and the trace is calculated.

Thus, the term R; describes two interaction with the bra side of the density matrix and one
with the ket. These three interactions prepare the system in a coherent state. Finally, the free
induction decay occurs and the nonlinear signal is generated.
This sequence of bra and ket interactions justifies the introduction of double sided Feynman
diagrams shown in Fig. 2.2 for the two contributions to the first order of eq. 2.83 and in Fig.
2.3, which represent the various terms in the expansion 2.86.

iy liy i) iy (il
— <« <« — -t
—— S _t3
t,
— I Lt
R1 RZ R“s R-l

Figure 2.3: The double sided Feynman diagrams associated to the terms R;-Ry4 in eq. 2.87.
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Feynman diagrams consist in two vertical lines showing the evolution of the two sides of the
density matrix and a series of arrows standing for light-matter interactions at precise times.
Conventionally, the left represents the ket while the right accounts for the bra. Using diagram-
matic techniques greatly simplifies the calculation of nonlinear signals. Indeed, the n* order
polarization is given by the sum of all the pathways in the Liouville space. The number of
contributions, however, raises as 2"~ ! with the order of perturbation and increases dramatically
when considering the boundary conditions, as multiple incoming fields and the specific proper-
ties of the system. Notably, diagrams can be selected before computing the result, restricting
the calculation only to the pathways that effectively contribute to the specific signal of interest.
The selection starts from the bare diagrams, as those in Fig. 2.3, which then need to be dressed
considering all the possible permutations of the fields. The relevant diagrams are selected by
enforcing the conservation of the energy and the experimental conditions as phase matching,
beam geometry, resonance scheme and time ordering between the pulses. This further testifies
the proximity between the response function formalism and experiments. The material proper-
ties are considered choosing a level scheme and a model molecular Hamiltonian Hy to calculate
the dipoles. If multiple states are available, i.e. are connected by non-vanishing dipole cou-
pling terms, the response of each diagram must be summed over all the possible combinations
of matter states which can be reached. To obtain the experimental signal, the diagrams are
interpreted to retrieve the associated perturbative term by means of the rules presented in the
next section. Finally, we remark that an equivalent diagrammatic description is provided by
energy level diagrams. An example has been reported for SRS in chapter 1, in which dotted and
solid arrows connecting the levels in the energy scheme of the sample represents interactions
with the bra and the ket, respectively.

2.3.1 Rules in time and frequency domain

We define the Green’s function in time domain as

Gty — ts) = —%H(tl — ty)eiHolti—t2) (2.90)
where Hy is the free matter Hamiltonian. The Feynman diagram can be interpreted using the
following rules

1. Interactions are ordered in time between the two branches of the diagram. Time runs from
bottom to top.

2. At time zero, the density matrix starts in a population state |¢) (| which leads to a Boltz-
mann factor P(4) in the nonlinear response.

3. The last arrow represents the signal, generated by Tr(up™ (t)).

n

4. Each diagrams gives an overall sign (—1)", where n is the number of interactions on the

bra side.

5. A field mode is represented by an arrow. An arrow pointing to the right represents
the interaction of &£;(¢) and brings a term e~ WtHikr  while an arrow pointing to the
left represents EJT (t), carrying the associated et™!=#" factor. The frequency and the

wavevector of the light emitted is simply given by the sum of the input frequencies and

the wavevectors. This comes from energy and momentum conservation.

6. In RWA, an arrow pointing towards the diagram represents an induced excitation of the
ket or the bra, depending on the side on which the interaction occurs. An arrow pointing
out represents a de-excitation. Thus, each term &;(¢) is accompanied by a dipole operator
V1, each interaction with 5} (t) by a dipole operator V.

7. Between two consecutive interactions, the system evolves under the unperturbed Hamil-
tonian Hy. The free evolution periods are accounted for by a Green’s function G(¢1 — t2),
which represents forward evolution in time.
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8. The last interaction at the observation time t must leave the system in a population state.

Since conjugate diagrams give conjugates responses, it is sufficient to calculate only diagrams
with the last interaction on the same side. Following a widely used convention, we select diagrams
in which free induction decay arise from the ket?.

As a consequence of our definition of eq. 2.90 in time domain, the frequency domain Green’s

function is 1

= Me—Horm

(2.91)

Rules in frequency domain become

1. Interactions are ordered in time between the two branches of the diagram. Time runs from
bottom to top.

2. At time zero, the density matrix starts in a population state |i) (| which leads to a Boltz-
mann factor P(z) in the nonlinear response.

3. The last arrow represents the signal, generated by Tr(up™ (w)).

4. Each diagrams gives an overall sign (—1)"™, where n is the number of interactions on the
bra side.

5. A field mode is represented by an arrow. Arrows pointing to the right represent interaction
with the field annihilation operator &£;(w), while arrows pointing to the left represent

interaction with the field creation operator £ JT (w).

6. In RWA, each interaction with &;(w) is accompanied by a dipole operator VT, each inter-
action with EJT (w) by a dipole operator V.

7. For each period of free evolution on the left branch we write a Green’s function G(}_; w;),
where the sum goes over all earlier interactions along the diagram, i.e. the frequency argu-
ments of the various propagators are cumulative; additionally, the ground state frequency
wg is added to all arguments of the propagators.

8. The last interaction at the observation time t must leave the system in a population state.

9. Signal expression contains a delta function 27 6(2?:11 w;), accounting for energy conser-

vation.

Even though the Hamiltonian 2.67 and 2.76 describe different physical processes, these can be
depicted by similar diagrams. To write down the signal from the diagrams in off-resonance
condition, we can follow the same rules reported above with the exception of rule 6 that has to
be modified accordingly to the substitution o — V:

6’ Arrows pointing to the right represent interaction with the field annihilation operator &£;(¢),
while arrows pointing to the left represent interaction with the field creation operator £ ]T (t).

The interactions are with pairs of arrows £;€ ]T and are accompanied by the polarizability .

In the most general case a single process can involve both resonant and off resonant pulses. As
a consequence, the optical response, obtained from the diagrams, will contain one V for each
resonant interaction and one « for each off resonant interaction. We stress that, in off resonant
condition, interactions are with a couple of arrows, without any free propagation on the virtual
state prepared by the excitation, while a resonant interaction involves one arrow.

2The last interaction can be chosen to occur from the left or the right sides and this choice does not affect the
result because of the cyclic invariance of the trace. But as a consequence of our definition of Green’s functions,
choosing the last interaction to be from the right results in an extra minus sign.



34

Chapter 2: Diagrammatic perturbation theory




Experimental Realization

In nonlinear optics experiments, as those reported in this thesis, there is the need to gen-
erate and manipulate laser pulses of femtosecond duration. The solutions to this technological
challenge have been recently achieved and are continuously improving with the development of
novel ultrafast sources and setups. In this chapter, we present the experimental tools required
to perform ultrafast pump-probe and stimulated Raman experiments in the time and frequency
domain.

3.1 Overview of the optical setup

The sketch in Fig. 3.1 gathers the different lines used for transient absorption (TA), two
and three beams impulsive stimulated Raman experiments (2bISRS and 3bISRS) and frequency
domain Stimulated Raman Spectroscopy (SRS) presented in this work. The TA, 2bISRS and
SRS data have been collected by the author and the Femtoscopy group at Sapienza University
of Rome. All the lines are seeded by a common femtosecond laser source. A chirped white light
continuum (WLC) and the compressed output of a noncollinear optical parametric amplifiers
(NOPA 1) serve as the probe (orange line) and Raman (green line) pulses for TA and 2bISRS.
The chirp of the probe can be linearly varied by introducing optical glass (N-BK7) plates of
variable widths on the WLC path. SRS is realized using the same WLC path and the output
of a collinear Optical Parametric Amplifier (OPA), frequency doubled in a Barium g Borate
(BBO) crystal, as narrowband Raman pulse. The 3bISRS data presented in Chapter 6 have
been collected by the Kukura’s group at University of Oxford, using a similar setup in which the
OPA branch is substituted by another noncollinear amplifier (NOPA 2) to generate an additional
femtosecond Actinic pulse.

In each experiment, the relative pulses are focused on the sample in a noncollinear geometry.
This expedient allows to limit the unwanted Raman and Actinic scattered light on the detector.
Finally, the WLC is spectrally resolved in the detector apparatus, consisting in a spectrometer
coupled to a camera. Additional details of the laser source, pulses generation and detection
scheme are given in the next sections. Two different delay lines (DL 1 and 2) are used to tune
the relative arrival time of the pulses on the sample in the pump-probe geometry. Together
with the control of time overlap, an important role while performing the experiment is played
by the spatial overlap of the pulses when they are focused on the sample. The goodness of the
overlap controls the intensity of the Raman and transient absorption signals, since the nonlinear
effects are maximized in the focus. This is controlled through separate focusing optics on each
pulse path. Fig. 3.1 summarizes the different experimental tools used as control knobs in this
thesis: the tunability of the narrowband pulse realized in the OPA branch allowed to retrieve the
vibrational selectivity in resonant SRS presented in Chapter 1; controlling the spectral properties
of the WLC, and in particular its chirp, led to the results presented in Chapter 4; finally, the
tunable wavelength of the impulsive excitations realized with the NOPAs allowed the application

35
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of 1D and 2D ISRS to the study of the electronically excited state Raman spectra presented in
Chapters 5 and 6. We stress that, since we were interested in the variety of information encoded
in the broadband probe pulse, the common ingredient in all the presented approaches has been
the spectrally resolved detection.

Qi 5 | ma 2

OPA Long BBO  DF Spectral shaping

N

Glass windows (4

Laser Source

Figure 3.1: Experimental apparatus for multidimensional Stimulated Raman spectroscopy. In
the three beams ISRS scheme, the output of a mode-locked laser source is split by two beam
splitters (BS). In two symmetric branches, the femtosecond Actinic pump and the Raman pulse
are generated through two noncollinear optical parametric amplifiers (NOPA 1 and 2) that
produce tunable visible pulses and compressed using chirped mirrors (CM). Two computer-
controlled delay lines (DL 1 and 2) allow for scanning time intervals between the pulses. The
probe is synthesized focusing part of the source on a Sapphire plate (SP). The chirp of the probe
pulse can be modulated by glass windows. Two synchronized choppers block alternating Actinic
and Raman pulses to record the modification induced to the transmitted WLC probe, which is
frequency-dispersed by a spectrometer onto a CCD device. In the two beam ISRS geometry, the
Actinic pulse branch (highlighted by the dotted rectangle) is absent. Alternatively, frequency
domain SRS is performed using the same WLC path the OPA path which produces a narrowband
pulse by means of frequency doubling in a long BBO crystal. DF: dichroic filter VA: variable
attenuator. HW: half waveplate. The insets highlight the experimental tools used as control
knobs in the thesis within the specified chapter.
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A choppering scheme is employed to detect differential signals. Two choppers, synchronized
at half (500 Hz) and a quarter (250 Hz) of the source repetition rate, alternatively block the
Actinic and Raman pulses or allow them to reach the sample, while the WLC is always detected.
The choppers are also synchronized with the detection software and require a detector device
able to measure the probe in shot-to-shot mode.

3.2 Pulses generation and detection

In this section, we specify the details of the general setup just discussed, in particular referring
to that developed in Sapienza (Fig. 3.2). Since the majority of the results presented in this thesis
is focused on two and three beams ISRS, we discuss in details the WLC and NOPAs branches
which are used to synthesize the femtosecond Actinic, Raman and probe pulses. We also briefly
describe the generation of narrowband pulses exploited in the SRS experiment presented in
Chapter 1.

Figure 3.2: Panoramic photo of the Femtoscopy experimental setup.

3.2.1 Laser Source

The different optical branches of the setup are seeded by a 800 nm laser beam with a time
duration of approximately 40 fs. The laser source is composed by two main components: an 80
MHz oscillator and a regenerative amplifier with 1 KHz repetition rate. The oscillator provides
ultrashort pulses, operating in a mode-locking regime. These pulses are then amplified through
the Chirped Pulse Amplification (CPA) technique [78]. In our setup, the oscillator (Coherent
Micra) is a Ti:sapphire based mode-locked system pumped by a solid state laser (Coherent
Verdi), which provides a 5 W beam centered at 532 nm. Using a Ti:sapphire crystal as active
medium provides a large gain bandwidth centered around 800 nm, allowing the generation of
ultrashort pulses via passive mode-locking.
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Figure 3.3: Scheme of the mode-locked Ti:sapphire oscillator.

To achieve femtosecond pulse generation, the passive system must have a fast, virtually
instantaneous response. To this aim, the Coherent Micra oscillator exploits the lens effect
induced in the gain medium by a Kerr nonlinearity * [79]. This mechanism allows to trigger the
mode-locking, operating on the pulse profile. Together with the Kerr-lens mode-locking, prism
compression provides the requested duration for the output beam, compensating the spectral
dispersion produced in the cavity. The output beam of the Coherent Micra oscillator has a
power of ~ 400 mW, a wavelength of 800 nm and a bandwidth that ranges from 30 to over 100
nm.

The regenerative amplifier (coherent Legend Elite) is also based on a Ti:sapphire crystal.
The optical excitation of the crystal is achieved by pumping with a Q-switched pump laser
(Coherent Evolution-15), whereas the amplification is obtained by forcing multiple round trips
of a single laser pulse through the gain medium in a resonator. The pulse is trapped in the
resonator by means of an optical switch, constituted by two Pockels cells, and experiences an
intensity gain over 10°. After a tunable number of round trips, usually from ten to fifteen, a
voltage is applied to the output Pockels cell and the pulse can leave the resonator.

The direct amplification of an ultrashort pulse is not feasible, because the damage threshold
of the active medium can be easily reached due to high peak powers involved. This issue is
overcome by CPA. In this technique, the output beam from the oscillator is firstly stretched in
time, lowering the peak power, by means of a pair of gratings which introduce a known amount
of chirp, and then safely amplified through the regenerative amplifier. Thereafter, the resulting
pulse can be compressed again by a second pair of gratings which removes the chirp introduced
by the stretcher, nearly achieving the initial duration. The output of the Legend amplifier is
characterized by the parameters listed in Table 3.1

Center Wavelength  Time duration  Energy  Repetition rate
~ 800 nm ~ 40 fs ~ 3.5 mJ 1 kHz

Table 3.1: Parameters of the laser source output

IThe optical Kerr effect is a third order nonlinear phenomenon occurring when intense light propagates in
a medium leading to a dependence of the refractive index of the medium on the intensity of light itself. It is
related to the electronic degrees of freedom of the medium (deformation of the electronic orbitals) that cause a
very fast response (a few femtoseconds) [70].
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Figure 3.4: Scheme of the Chirped Pulse Amplification technique exploited by the regenerative
amplifier. Adapted from [80]

3.2.2 White light probe generation and detection

The broadband probe pulse is synthesised through a supercontinuum generation process

obtained focusing a portion of the ultrashort pulse from the source on a transparent plate, such as
silica, calcium fluoride (CaF5) or sapphire. The competition between two nonlinear effects, self-
focusing and self-phase modulation, leads to a significant spectral broadening [81, 82]. The shape
of the spectral envelope can be varied by changing the material used for the WLC generation,
the pump power and the focus properties, controlled by an iris and a variable attenuator. The
resulting pulse is a WLC whose bandwidth spans hundreds of nanometers. Our setup exploits a
sapphire plate by means of which it is possible to cover a spectral range from 440 nm to the NIR.
Alternatively, we can generate the WLC using a CaFy plate to reach lower wavelengths. In this
case, the plate needs to be continuously moved by mechanical translators when exposed to light,
in order to reduce photodamaging. Depending on the experiment, the spectral region of interest
can be further selected by filters, which remove the residual of the fundamental at 800 nm and
avoid the saturation of the detector. In particular, for the experiments presented in this thesis
we probed the visible region. The WLC spectra obtained using the two materials and the action
of the filter are shown in Fig. 3.5. In all the experimental realizations presented here, the WLC
serves as the probe pulse and is detected. The detection strategy is heterodyne: the spectroscopic
information, generated by the interaction of all the pulses with sample, is encoded in the spectral
envelope of the probe pulse itself as it pass through the sample and retrieved measuring the
differential transmission in presence and in absence of the additional preparation pulses. To
collect the wavelength dependent data, the probe needs to be spectrally resolved by focusing it on
a monochromator slit after the interaction with the sample, synchronizing the spectra recording
with the choppers operating on the other pulse lines. The device used in our setup is composed
by a optical multichannel analyser (OMA), which provides the simultaneous acquisition of a
large wavelength range, combined with a charge-coupled device (CCD) array. The detection
is shot-to-shot to reduce the noise of measurement. The monochromator (Acton sp 2500i),
using one among the three available gratings with respectively 150, 1200, 2400 grooves/mm,
disperses the beams onto a CCD array (Princeton Pixis 400) with 1340 horizontal and 400
vertical pixels. The horizontal number of pixels determines the lower bound of the instrumental
spectral sensitivity.
Finally, an home-built Graphical User Interface (GUI) and an acquisition software, based on
MATLAB platform, is used to control the hardware and the setup parameters. This software is
also responsible for the synchronization between the laser source, which triggers the choppers,
and the data acquisition.
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Figure 3.5: Normalized WLC spectra generated using a sapphire plate and a calcium fluoride
(CaF3) crystal. Dashed and continuous lines report the spectra with and without the action of
a BG40 filter, respectively. The transmission function of the filter is also reported as a black
line. CaFy provides a bluer spectrum and a stable continuum even below 450 nm, but requires
to be moved during the experiment since it can be damaged by exposition to the femtosecond
radiation.

3.2.3 Impulsive Actinic and Raman pulse

Collinear and non collinear OPAs [83, 84] exploit a second order nonlinear optical effect
to obtain broad frequency tunability of short pulses. The OPA working principle grounds on
the coherent energy transfer from an intense pump beam at frequency w, to a weak seed at a
lower frequency ws < wp. Additionally, to satisfy energy conservation a third color idler beam is
produced at w; = wp —ws. When the pump frequency is fixed, the amplified color w; is selected
by the phase matching condition, which needs to be satisfied to achieve efficient amplification,
typically using a birifrangent material. For collinear OPA, phase matching is ruled by a scalar
equation: Ak =k, —k; —ks = 0. Once the polarizations of the beams are fixed, phase matching
can be fulfilled adjusting the angle # between the wave vector of the propagating beams and
the optical axis of the crystal. For amplification in the visible domain, Type I phase matching
is usually exploited, in which the pump and signal have perpendicular polarizations. In case
of NOPAs [85-87], the phase matching condition becomes a vector equation and an additional
degree of freedom is given by the angle between the pump and seed pulses. This allows to satisfy
the phase matching and maximize the spatial and temporal overlap of the traveling wave inside
the birifrangent crystal at the same time. The last condition is obtained because the different
distances that the signal and idler must travel through the crystal, due to their relative angle,
minimize their group velocity mismatch. As a consequence, if wisely designed, NOPAs can fulfill
the phase matching condition for a very broad range of signal frequencies at the same time (Fig.
3.6), and, consequently, they can be used to generate pulses significantly shorter than the pump
pulse.

The NOPA used to generate the femtosecond Actinic and Raman beams is sketched in Fig.
3.7. A fraction of the laser source output, ~ 1.2m.J, is split into two beams by an asymmetric
beam splitter. The minor portion, which serves as a seed, is attenuated and then focused on a
3 mm Sapphire plate to generate a chirped white light continuum extending from 480 to 1000
nm. The larger portion of the input is exploited as pump beams for the amplifier and frequency
doubled by a 1 mm BBO crystal to generate a pulse centered at 400 nm via Second Harmonic
Generation (SHG). The seed and pump beams are spatially overlapped on a 2 mm BBO crystal
crossed at the phase matching angle, in order to amplify a portion of the continuum. The relative
delay between pump and seed, controlled by a delay line on the pump branch, determines the
amplified color within the seed envelope due to the different arrival times of the WLC spectral
components. The NOPA output can then be tuned in the range ~ 480-700 nm with an average
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Figure 3.6: Phase matching angle # as a function of the wavelength for different values of the
seed to pump angle « for a tyoe I NOPA operating at a w,=400 nm. For a collinear geometry
(a = 07), the phase matching angle is different for each wavelength, preventing broadband
amplification; as « increases, the dependence of 6 on the wavelength becomes weaker. For
example, at a = 3.7°, a large portion of the visible is amplified for the same value of 6§ ~ 31°.
Image from [83].

power of the order of the micro Joule.

The broadband amplification achieved by NOPAs allows for significantly reducing the time dura-
tion of the pulses by means of compression. For example, multiple reflections on a pair of chirped
mirrors introduce a negative dispersion proportional to the number of bounces. Adjusting this
number, the chirp of the NOPA output is compensated and pulses below 10 fs can be obtained.
The time duration of the pulses is measured by second harmonic noncollinear autocorrelation.

3.2.4 Narrowband Raman pulse

An efficient nonlinear protocol to obtain picosecond pulse from a femtosecond source is based
on spectral compression via second harmonic generation (SHG-SC) [88-90]. In this protocol, the
second harmonic generation process is performed in the presence of large group-delay-mismatch
(GDM) between the fundamental frequency (FF) and the second harmonic (SH) pulse. The
resulting narrow bandwidth is given essentially by the inverse of GDM. This process leads to
a highly efficient conversion from the broadband FF to the narrowband SH, explained by the
fact that SH photons are generated not only by direct SHG, but also by an intra-pulse SFG
between FF spectral components that are symmetric with respect to the SHG phase-matching
frequency. In our setup, the SHG-SC is performed aligning the output of a commercial two
stage OPA (TOPAS-C) on a long BBO crystal (~ 2 cm). Through a mechanism similar to that
reported in the previous section, TOPAS-C produces a 60 pJ output at 880 nm from a 1.7mJ
input beam, coming from the source. After the spectral compression narrowband picosecond
pulses in the 320 — 750 nm range are synthesized. In view of SRS application, an inherent
limitation of this technique is represented by the unfavorable temporal profile of the obtained
narrowband pulse, which is characterized by a steep trailing and a gradual leading edge. This
shape causes artefacts appearing as a strong frequency ringing in the Raman spectra. This issue
has been circumvented by spectrally filtering the picosecond pulses produced by SHG-SC [91].
For this purpose a double-pass (2f) spectral filter with a single grating (1800 lines/inch, 410 nm
blaze) and an adjustable slit in the collimated region of the spectrally dispersed beam are used.
Thanks to this, the spectral wings of the incoming pulse can be suppressed narrowing the slit,
while the temporal envelope evolves from the asymmetric nose-shaped one characteristic of the
unfiltered spectral compressor to a broader, more symmetric profile.
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Figure 3.7: Scheme of Noncollinear Optical Parametric Amplifier (NOPA): a portion of the
laser beam is divided in two branches. One is used to generate a WLC which is used as seed.
The other is frequency doubled in a f-Barium Borate (BBO) crystal and then serves as the
pump. Pump and seed are tunably delayed by a delay line (DL) on the pump path and spatially
overlapped on a second BBO crystal. DF: dichroic filter. BS: beam splitter. VA: variable
attenuator. HW: half waveplate. SP: sapphire plate.

3.3 Collecting the experimental data

In the next two sections, we present the main points of data acquisition and handling. The
experiments presented in this thesis involved several samples, from liquid solvents to large pro-
teins and solid state perovskite semiconductors. Consequently, each study required to optimize
the measurement technique in the light of the photophysics relevant to the specific sample. Thus,
the details on the experimental scheme for each result will be given in the related chapter. In
the following, we summarize the general approach for the three techniques: TA, ISRS and SRS.

3.3.1 Delay line calibration

One of the critical issue in every pump-probe experiment is the calibration of the arrival
time of the pulses, which, in our setup, is controlled by the two delay lines. The detection of
the temporal overlap of two ultrashort pulses that last tens of femtoseconds, as the WLC and
the femtosecond pulses used in ISRS, is beyond the capabilities of any electronic device and
requires the use of optical expedients. One possibility is to exploit the nonlinear index of re-
fraction through a Kerr gate. The optical Kerr effect consists in the modification of the optical
properties experienced by a weak beam due to the presence of a strong beam when they are
propagating together in a nonlinear medium. In our case, the strong Actinic (or the femtosecond
Raman) pulse rotates the polarization of the WLC by an amount that is maximum when the
pulses are overlapped.

Effectively, we focus the Actinic and the WLC on a nonlinear medium with orthogonal polariza-
tion (obtained through an half-wave plate on the NOPA output) and detect the transmission of
the WLC trough a crossed polariser. The transmitted light grows proportionally to the overlap
of the two pulses, as the rotated fraction of the WLC pulse. The zero delay time T" = 0 between
the pulses corresponds to the delay line position in which the maximum of the transmitted signal
occurs. Optical Kerr effect can also be used as a direct tool for the verification of the temporal
width of the laser beams, if the response time of the material is fast enough. Figure 3.8 provides
an example of a Kerr gate measurement; from the Kerr signal, it can be noted that WLC pulse
is chirped, as its spectral components are shifted to the red in the leading edge of the pulse and
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Figure 3.8: Kerr gate measurement of the time delay 7' between WLC and the NOPA generated
pulse: the transmitted amount of the WLC probe by a crossed polarizer is due to modification
of the index of refraction induced by the other pulse.

to the blue in the trailing edge. As specified in the next chapter, the chirp is generated by the
propagation of the optical pulse through dispersive media [92].

3.3.2 TA

Transient absorption spectroscopy has been performed monitoring the photoinduced changes
in the absorption of the WLC pulse induced by the interaction of Raman pulse with the sample,
following the pump-probe scheme. The quantity of interest, in this case, is the frequency resolved
differential absorption as a function of the time delay T, defined in eq. 1.1

Ion(T7 >\s) - Ioff(Ty As)
IOff(Ta As)

AA(T, \,) =

where I,, and I,ss are proportional to the CCD counts obtained with and without the Raman
pulse on the sample. In particular, it is useful to record also I,s; at each time step to monitor
the degradation of the sample.

3.3.3 ISRS

When sufficiently short Raman and probe pulses are used, i.e. shorter than the vibrational
period of the Raman active mode, the same apparatus can be used for both TA and ISRS
experiments. ISRS oscillations are measured sampling at different time delays the transient
transmission of the probe modulated by the coherence created in the sample by the Raman
pulse. To avoid cross phase modulation artifacts, only time delays beyond the pulses temporal
overlap region are usually considered in the data analysis. When the Raman pulse is resonant
with one of the absorption edges of the sample, this oscillating ISRS response is superimposed
to the TA signal. The underlying electronic kinetics responsible for such TA background needs
to be subtracted from the detected signal to extract the oscillating temporal dynamics, before
Fourier transforming to retrieve the Raman spectra, as sketched in Fig. 3.9. An example
is given in Fig. 3.10, showing the probe wavelength resolved TA map of the hybrid organic-
inorganic perovskite MAPbBr3 and the associated ISRS oscillation obtained after the subtraction
of transient dynamics (see Chapter 5 for further details).

Since ISRS is a time domain technique, the information is not encoded in a single time delay,
but at least a period of the vibrational oscillation needs to be sampled in order to extract the
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Figure 3.9: The experimentally detected differential signal (Left Panel) from the TA pulse
scheme shows the photo-induced modifications of the transmission profile as a function of the
time delay between the two pulses. The signal consists in oscillating components, which carry
the vibrational frequencies, superimposed to the transient absorption exponential dynamics
(Central Panel). The vibrational information is directly obtained by Fourier transforming the
experimental data after the subtraction of the TA decay (Right Panel).

Raman spectrum. This issue, together with the often low amplitudes of the oscillations with
respect to the background, motivates additional attention to minimize the noise while performing
the experiment. Therefore, we optimized the number of consecutively repeated acquisitions for
each time step, in order to achieve a trade-off between a sufficient signal to noise ratio and a
short acquisition time for the single trace. The last requirement, indeed, is critical to reduce the
noise occurring over a single time trace.
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Figure 3.10: Transient absorption map (top) and extracted ISRS oscillation (bottom) in
MAPDBr3 perovskite thin films.

Intensity fluctuations within the period of the probed oscillation may hide the vibrational
signal. Therefore, a strict control on the pulse and instrumental stability and reducing the
acquisition time of a single trace were critical factors to obtain high quality data. To this aim,
we monitored the Raman fluence on the sample during the acquisition to correct for fluctuations.
Moreover, we repeated the same measurement using different time steps, obtaining the final
frequency domain spectra averaging over the data collected with different steps. In this way,
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noisy instrumental artifacts are eliminated by destructive interference, further improving the
signal to noise ratio. Finally, to improve statistics, the whole experimental routine is repeated
and the resulting maps averaged in frequency domain, after Fourier transforming the data. The
three beams version grounds on a similar experimental routine and is further detailed in Chapter
6.

3.3.4 SRS

In the SRS scheme, the acquisition of different combinations of a narrowband Raman and
WLC pulses is needed to calculate the Raman gain, defined as

RG = Igon/IRoys

where Iro, and Irosy are the number of counts on the CCD recorded with and without the
presence of the Raman pulse, obtained through the choppering scheme. Thanks to the long
duration of the picosecond Raman pulse, the overlap between the WLC probe and the Raman
pulse is more easily achieved and adjusted simply maximizing the signal. Because of the mech-
anism of generation and the optical path, the spectral components of the WLC have different
focus depths; as consequence a simultaneous acquisition of the red and the blue side of the FSRS
spectrum with respect to the frequency of the narrowband pulse gives artificial differences be-
tween the intensity on the two sides. This is due to the necessarily finite precision in controlling
the spatial overlap between the narrowband Raman and the blue or red components of the WLC
at the same time. To avoid this issue, the spectra for each Raman wavelength reported in the
two panels of Fig. 1.6 have been measured separately.

Finally, we remark that the delay line in SRS is used differently. Indeed, since the delay
between the narrowband Raman and WLC affects the efficiency of Stimulated Raman Scattering
process, the delay line position was fixed at the delay which optimized the trade-off between the
spectral resolution and the SRS peak intensity [56].

3.4 Data Analysis

In this section, we report some additional details on the analysis of the ISRS data.

3.4.1 Pump-probe dynamics and baseline subtraction

A global fitting routine, based on a combination of polynomial and exponential functions, is
employed to subtract the TA dynamics from the probe wavelength resolved ISRS maps in time
domain and isolate the fast oscillating components. The Raman spectrum is hence obtained
from the oscillatory temporal signal using the Fast Fourier Transform (FFT) algorithm. An
example of the fitting routine output is shown in Fig. 3.11, in which the time domain TA traces
obtained in MAPDbBr3 are shown for selected probe wavelengths.
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Figure 3.11: Baseline subtraction in MAPbBrs: raw TA traces (dots) in which ISRS oscillations
are superimposed to the TA dynamics for selected wavelengths. Six-order polynomial function,
reported as continuous lines, were employed in this case to eliminate the TA dynamics and
isolate the weak vibrational oscillating components.

3.4.2 Zero padding and windowing

Before Fourier transformation, we post-processed the time domain experimental data to
improve the spectral quality of the ISRS plots and maps, using the zero-padding algorithm and
the multiplication by a window function [40]. Specifically, pixelation effects are smoothed by
adding zeros to end of the time-domain signal to artificially increase the length of the probed
time window. However, the effect of zero padding is conceptually similar to measure a longer
time window and multiple it by a square window function. This is reflected in the frequency
domain as a spectral ringing. To suppress the ringing, zero padded time traces are windowed
by Kaiser-Bessel function W(N, 3) [93]:

W(N, ) =J(0,8)""T | 0,8 (3.1)

where f is the width parameter, N is the number of sampled delays, n = [0,1,..., N] and J is
the modified Bessel function of the first kind. We stress that zero padding does not improve the
spectral resolution of the measurements, which is controlled by the actual length of the probed
time window.

3.4.3 Measurement of time zero and chirp

The value of the linear chirp C for a given WLC spectrum can be obtained from the probe
wavelength dependent time zero to(\;) measured in the Kerr spectrogram, which reports the
arrival times of the different color within the pulse envelope. Defining the probe field as

Ey(w) = |Es(w)]e*™) with p(w) = C(w — wp)? (3.2)
we can obtain C' from
- do
folw)= -2 =2 .
o(w) 7o wC' (3.3)

where fo(w) = to(2%¢
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Figure 3.12: Spectrogram of the chirped WLC pulse obtained by a Kerr gate measurement. The
extracted value of the chirp for this pulse was ~ 178 fs?. (b) ISRS spectrum of CCly, obtained
averaging different spectral regions of the dispersed probe shown in (a).

Alternatively, the probe chirp can be estimated from the relative delay of the onset of oscilla-
tions at different probe wavelengths. In off resonant conditions, a more accurately measurement
can be performed using the cross phase modulation (XPM) between the Raman and probe
pulses. This offers an advantage with respect to the Kerr gate measurement, since the XPM
can be detected simultaneously with the ISRS experiment, without any change in the setup.
XPM, also known as coherent artifact, is due to the photoinduced nonlinear modification of the
material index of refraction felt by the probe as it crosses the sample, due to the simultaneous
presence of the intense ultrashort Raman pulse. Since the effect manifests itself in TA spectrum
only when both the pulses are present on the sample, it can be exploited to measure the time
overlap.
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Figure 3.13: XPM artifact and magnified ISRS oscillations in liquid Cyclohexane. Fitting the
first momentum of the XPM distribution along the probe wavelength allows for the determina-
tion of the WLC chirp simultaneously with the ISRS measurement. In this case, using eq. 3.4,
it has been obtained a retrieved chirp of C' = 137 fs?.
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In particular, a raw estimation of to()s) can be obtained by calculating the maximum of the
XPM at each A\s. However, we found that an higher accuracy is achieved by choosing to(As) as
its first momentum:

/ t|fXPM(ta)\s)|2dt

fo(\,) = L= T (3.4)
/‘fXPM(ty)\s)|2dt

The boundaries integration 7 in eq. 3.4 indicate the region in which XPM is observable, while
fxpam(t, \s) is its time-wavelength profile, shown in Fig. 3.13.



Broadband Impulsive stimulated Raman
Spectroscopy with shaped pulses

Impulsive stimulated Raman Spectroscopy (ISRS) represents a powerful tool to probe vibra-
tional spectra of chemically and biologically relevant molecular systems and solid state samples
[36, 94]. The potentialities of ISRS has been recently demonstrated investigating prototypical
cases of photoinduced dynamics, including the photochemistry of rhodopsins [95, 96], polymers
[97], intermolecular vibrational motions in liquids [98] and the excited-state proton transfer in
fluorescent proteins [99]. As we anticipated in Chapter 1, ISRS exploits the large bandwidth
of two temporally separated femtosecond laser fields, the Raman and probe pulses, to induce
and subsequently probe vibrational coherences on the ground and electronically excited state,
in a time-domain scheme. A particularly useful approach is the broadband ISRS which uses a
white light continuum as probe pulse [37, 40, 41]. In broadband ISRS, the signal records the
changes in the transmitted probe pulse as a function of its temporal delay with respect to the
Raman pulse, T, and its wavelength A, thereby resulting in a two dimensional signal. Fourier
transforming over the T' dimension recovers the Raman spectrum, while heterodyne detection,
using the highly directional probe field as local oscillator, suppresses fluorescence and other in-
coherent processes. Taking advantage of a WLC provides the access to a larger spectral window
with respect to conventional approaches, allowing for resonance enhancements over different
absorption edges and, at the same time, it does not compromise the temporal resolution [100].
Notably, using broadband pulses offers an additional control knob in performing the experiment:
shaping the different components within the spectral envelopes of the pulses.

This strategy falls within a broader research field, directed to many different nonlinear spec-
troscopies, known as coherent control [101, 102]. Femtosecond light sources have been widely
used in control schemes that exploit quantum interference between different dynamics pathways
to regulate the outcome of photochemical processes in complex systems [103, 104]. In transient
absorption, an approach to coherent control is the pump-dump scheme in which one or mul-
tiple pulses are shaped to tune the relative population on the ground and excited state upon
photoexcitation [105-107]. Among the possible phase modulations, varying the chirp of the
pulses has been demonstrated as experimentally convenient and powerful. The use of chirped
pulses has been investigated in different nonlinear techniques from two photon absorption [102,
108] to coherent antistokes Raman Scattering [109]. In particular, using strong chirped pump
in a transient absorption geometry allowed chirp-dependent control of the population created
onto the excited state [110]. Since ISRS exploits the same setup of TA, similar strategies are
extensible from population transfer to control of vibrational coherences. In this chapter, after
describing two different geometries to detect vibrational features using stimulated Raman and
a broadband probe, we will show how a chirped probe pulse affects the ISRS multidimensional
maps, comparing the simulated signal with the experimental measurements on a liquid solvent.
Finally, we demonstrate that this dependence may be used to control the relative intensities of
ISRS bands and discern between ground and excited state vibrations.

49
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4.1 Different approaches to broadband ISRS

In this section, we present the derivation of the signal for two techniques: the linear detection
of a shaped broadband pulse and the two beam ISRS configuration. The derivation of these
signals, achieved by means of the perturbative theory presented in Chapter 2 allows to appreciate
the role played by the spectral envelope of the probe pulse in a time domain Raman spectroscopy.

4.1.1 Linear detection of a non equilibrium state by a phase shaped
probe

The simplest realization of a stimulated Raman experiment may be achieved by using a
single pulse. Indeed, shaping the phase within the broadband envelope of a femtosecond pulse
enables the measurement of multidimensional vibrational spectra using a single probe beam.
This strategy has been experimentally applied using a phase-jump modulation to measure CARS
and SRS spectra in Chloroform and Pyridine [111, 112], while a sinusoidal pulse shaping allowed
the detection of two dimensional Raman signal in CCly [53]. Notably, this approach reduces the
acquisition times and the overall experimental complexity with respect to time domain approach,
in which several time-delayed unshaped pulses interrogate the system, even if it may introduce
a background due to the spectral modulations.

For this reason, it is important to derive the signal expressions relative to the single shaped
pulse geometry and use them as a reference to interpret the experimental results. This can be
done using the diagrammatic framework that we have introduced in chapter 2. As an example,
here we discuss the phase-jump shaping protocol applied to the detection of a non equilibrium
state by a linear probe. We suppose that at time ¢ = 0, the system is described by a density
matrix pg prepared by an undetermined pump process. After a delay T, a shaped probe pulse
interacts linearly with the system and is heterodyned detected to track the evolution of the
prepared state.
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Figure 4.1: Level scheme (a) and Feynman diagrams (b) relevant for linear Raman detection of
a prepared state with a shaped ultrashort pulse. The indexes g, e and f (primed and not) refer
to the vibrational manifolds of the three electronic states Sp, S1 and So, respectively.

The signal can be calculated by the sum of the diagrams that contribute to the process. We
look for all the possible diagrams with two arrows: the linear interaction and the free induc-
tion decay. Both the interactions should involve the probe in order to impose self heterodyne
detection. Since the free induction decay is represented conventionally by an arrow pointing to
the left and acting on the ket side of the diagram, which brings a term £*, the first interaction
has to involve £ in order to preserve energy conservation, as prescribed by the rules in chapter
2. Consequently, the relative arrow points to the right and can act on the ket or the bra side
of the density matrix. The two possible diagrams are shown in Fig. 4.1 and lead to the signal
expression:

SDw.) =91 Z/dA / AAE (w0, 7)E (W + Ay 7)e BTSA £ AJF (A, AL (41)
J
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where we have explicitly expressed the temporal shift of the envelope with respect to the prepa-
ration process and v = y(w) represents the set of control parameters of the pulse shaping:

E(w,7) = E(w)e*)

E (w) is the unshaped spectral envelope of the pulse. The correlation functions, given by the two
Feynman paths in Fig. 4.1, are given by:
Fi(A,A) =+ (VLG(A + A)VIG(AL),, (4.2)

Fii(A, Ag) = = (VLG(A + An)VEG(AL)) (4.3)

V is the dipole operator (with dipole matrix elements p;;), Vi (Vg) is its superoperator repre-
sentation acting from the left (right) and G is the retarded Green function in frequency domain:

1

Glw) = wl — Hy + ic

The brackets in the correlation functions can be evaluated expanding the signal in terms of the
eigenstates of the unperturbed system. We consider three electronic states with the associate
vibrational manifolds, as shown by the level scheme in Fig. 4.1a. We indicated vibrational
states pertaining to different electronic levels with different letters, while primed and not primed
versions of the same index represent different modes in the same manifold. In order to obtain
the material response, we have to consider all the possible combinations of vibrational indices
relative to the states that the density matrix may occupy during the process, so the indices
g, e, e, and f are mute and have to be summed over the relative vibrational manifolds. The
resulting sum-over-states expressions for diagrams i-ii are:

$D(w,7) x s 3 E (W VEW = BeeyV) iy, o1 (4.4)
free W Wre

Sz‘(il)(w77) xS Z € (Wa’)’)g(‘*i* Dees ) e~ Weer T (4.5)
e W — Weg’

with @;; = w; —w; —il';;. The signals in eq. 4.4 and 4.5 differ only in the electronic resonance

probed, being Si(l) resonant with the stimulated emission and Si(il) with excited state absorption.
Since here we are interested in the dependence on the pulse shape, which is the same, we can
write both using the same expression and denoting with we; the electronic transition. Making
the phase dependence explicit, we obtain:

EX (W)€ (W — Deer)

w—&el

S(l)(w’ fy) o % Z e_i‘bcc/Teiw(wa‘:)ce’?'Y) (46)
e,e el
where ¥(w,w’,7) = ¢plw — w',v) — d(w,7). For T=0, eq. 4.6 becomes:
et (WBeer ) [(w - wel) sin(a(w, Wee! ’Y)) — Dy COS(CL(CU, Wee! 5 7))]
(w—wer)? 4+ T2

S (w, y) (4.7)
with ¢ = R(¢) and b = J(¢) which are functions of w and, critically, are evaluated at the
vibrational frequency wee. Thus, tuning the £ pulse to resonance switch the signal from a
sinusoidal to a cosinusoidal functional behavior.

We note that if the system is initially prepared in a population state, for example leaving it
unperturbed in the ground state, pg = Z and the signal does not depend on the pulse phase and
temporal delay and we recover the linear absorption.

In Fig. 4.2, we compare S (w,~) at T=0 for a non-shaped pulse with ¢(w) = 0 with that
obtained for a Gaussian phase jump of width o and centered at the probe central frequency wy,
which is given by

O, 0) = me T e’
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The simulation is performed for a model with a vibrational mode at 123 cm™! . Using unshaped
light, the linear detection results in a broad signal which does not carry any vibrational infor-
mation (panel a in Fig. 4.2). Considering a phase jump with ¢ comparable to the vibrational
dephasing of the mode, we obtained dispersive like features at the vibrational frequency (panel
b in Fig. 4.2), superimposed to a broadband background.
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Figure 4.2: Linear detection of a non-equilibrium initial density matrix with a broadband (a)
non-shaped and (b) Gaussian jump phase shaped pulse. The vertical lines indicate the value of
the vibrational frequency.

As the probe pulse is delayed, the features start oscillating with T', changing from positive
to negative dispersive lineshapes. The period of the oscillation corresponds to the vibrational
period. Thus, sampling enough delays allows to extract the vibrational information also in the
form of a Fourier transformation over T, as in time domain ISRS. However, a two beam geometry
is more effective for this purpose, because the resulting signal, at least in off resonant condition,
is background free.

4.1.2 Two beam geometry

As we anticipated in the first chapter, the typical ISRS configuration exploits two delayed
beams: the Raman pulse &, induces the vibrational coherence which is read out after a delay
T by the probe &, by means of a third order stimulated Raman process. The result is the
bidimensional ISRS signal S(T,w;). When both the pulses are centered far from any absorption
edge of the sample, ISRS is given by the sum of two Feynman pathways, shown in Fig. 4.3.
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Figure 4.3: Feynman diagrams relative to the two beam ISRS geometry.
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Reading from the diagrams, we obtain the expression for the ISRS signal:

S(T, ws) —\SZ< ) / / / dwidwadws &y (w1, T)Er (wa, T)Es (w3)E5 (ws)

(5(0.}5 —CU3+LU2 —wl)Fj(wl,wg,wg) (48)

The correlation functions for the two terms are
Fi (w1, wa,w3) =(VG(w3 — wa + wi)VIG (w1 — w2)VG(w1)VT),,, (4.9)
Fy(wy,wa,ws) =(VG(wz —ws + wl)VTG(wl — wg)VG(wl)VT> (4.10)

Pgg

where pgy4 is the equilibrium density matrix and w, is the detected frequency. In general, taking
into consideration a sample of finite size, dispersion affects the phase matching condition of the
two diagrams calculated above. Thus, eq. 4.8 is strictly valid only when the width crossed by
the beams inside the sample is negligible. In section 4.2.2, we will show how to account for
the sample size and phase matching. Using the delta function to solve one of the integrals and
expanding the two correlation functions in their sum-over-states expressions, we obtain

S(T.w,) —JZ( ) [ st T T ) )

Heglleg’ e g’ Heg [Fl(wsywl,WZ) + Fa(ws, wi, W2)] (4.11)
with
1
(Ws — Degr ) (w1 + Dge) (W1 — w2 + Dyggr)
1

(ws — ‘:’eg)("& - “N-’eg)(‘*-@ e a’g’g)

Fl(ws7 w1, UJQ) =
(4.12)

FQ(WS,Wl,WQ) =

The summation in ¢’ runs over the vibrational modes of the system. We are interested in
calculating the Fourier transform of 4.11, the two dimensional signal S(£,ws)

“+oo
S(Q,w,) = / dTe™7T S(T, w,) (4.13)
In the following, we will report the ISRS as a function of A, instead of ws, S(€, As), since this
form is more commonly found in literature. In Fig. 4.4, we report both the two dimensional
maps S(T,ws) and S(£, A), calculated for a system with an active Raman mode at 800 cm ™1
and a probe pulse centered at 540 nm.
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Figure 4.4: Simulation of the non resonant third order ISRS response for a system with a Raman
active mode at 800 cm ™! in the ground state. The two dimensional map of S(T, ;) (left panel)
and its Fourier transform S(Q, As) (right panel) are shown.
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As can be seen from the simulation, S(7, As) consists in an oscillatory signal in T which is
maximized around two values of A, which are red and blue shifted with respect to the central
wavelength of the probe pulse. This behavior results from the interference of the two Feynman
pathways in Fig. 4.3 that generate time oscillations with opposite phases, peaked in different
regions of the dispersed map. This can be seen directly from the correlation functions. Indeed,
from the denominators in eq. 4.12, it is clear that the two integrations in w; and wsy of eq. 4.11
give the maximum contribution when wg — w1 = —wyp for Fy and wy — wy = wy4p for Fo, where
we defined wyi, = wy — wy. Substituting these values in the probe envelope &(ws + wo — w1)
in eq. 4.11, the two diagrams result shifted from the probe central frequency by the vibrational
frequency, since the signal results proportional to & (ws £ wyip), where the minus sign holds for
diagram 1 and the plus for diagram 2. As a results, the two diagrams interfere destructively
and cancel out in the central region of the spectrum, where they have comparable intensities,
resulting in a bilobed profile along A, in the frequency transformed map S(£2, As).

Interestingly, the resonance condition affects this spectral dependence. When the probe
pulse is resonant, the two contributions oscillate with the same phase and the positions of the
maxima along A in the resulting ISRS map are ruled by the two denominators (ws — G)egz)_l
and (ws — &)eg)_l appearing in eq. 4.12, for diagram 1 and 2, respectively. Consequently, the
response associated with diagram 2 is maximum at the central wavelength of the linear absorp-
tion spectrum, while diagram 1 at a value red-shifted from that by the vibrational frequency.
Under this regime, we can distinguish between two different cases: for a vibrational frequency
larger than the width of the absorption two lobes can be resolved in the ISRS map, while, in
the opposite case, only one lobe can be distinguished [40]. Finally, we remark that when the
Raman pulse is tuned resonant, this picture is further complicated by the possibility to generate
vibrational coherences also on the excited state, and consequently the additional contributions
resulting from excited state aborption and stimulated emission transitions must be considered
[113].

4.2 Using the probe chirp as a control knob

In the first section of this chapter, we have shown that the phase can be exploited to encode
spectroscopic information in a broadband ISRS probe. Here we select one particular way to
shape the phase of the probe pulse, namely the chirp. From a certain perspective, chirp can
be seen as an issue in pulsed optics and several techniques to remove it has been developed to
decrease the temporal broadening of ultrashort pulses. Conversely, we identified in the probe
chirp an experimental control knob for coherent control of vibrational feature and for assigning
a given vibrational dynamics to the relevant potential energy surface. As a starting point for
the discussion, we show how the ISRS signal depends on the probe dispersed wavelength in real
experimental conditions. Building on the experimental measurements and on the diagrammatic
approach, we demonstrate that the chirp affects the ISRS signal in a mode selective way. Then,
we apply the results to establish a method for discerning excited from ground-state vibrational
features in a three beam ISRS configuration by means of a chirped probe. Before addressing
these topics, we briefly recall the origin of the chirp in pulsed optics.

4.2.1 Chirp in a Gaussian pulse

Chirp is a characteristic effect that arises when a short pulse propagates in dispersive me-
dia and manifests itself as a frequency sweep in time. For instance, when a quadratic time
dependence is added to the original phase term of a Gaussian envelope

g(t) — A067Ft27i(wot+ct2) (414)

the instantaneous frequency varies linearly with time

d
w(t):d—f:woJrCt
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being more red in the leading edge of the pulse and more blue in the trailing edge, if the pulse
is positively chirped C' > 0, or vice versa if C' < 0. This effect can be simply derived considering
the propagation of a transform-limited Gaussian pulse through a distance x [92]

E(w,z) = E(w)ek @) (4.15)

w—wg)?
where & is the non-propagated pulse envelope at the initial point & (w) = Aoe*( 7 , I its
spectral width and k(w) = nw/c the frequency dependent propagator. Expanding k(w) as a

Taylor’s series around the carrier frequency wq

k(w) = k(wo) + k' (wo)(w — wo) + %k”(w —wo)+... (4.16)

and Fourier transforming back to the time domain, we get

2
E(t,z) = @Ao exp | —iwp (t - v¢(xwo)> exp |—T'(z) (t - v:(iu)) (4.17)
I'(z), vy and v, are the modified form factor, the phase and group velocity, respectively
- (3),
¢\ k oo ~ n(w)
dw w dn(w
=g e ()

I'(z) = (1{ + Qik”x) - (4.18)

In particular, I'(z) depends on the frequency through the second order term in eq. 4.16 , which
corresponds to the group velocity dispersion (GVD)

(kY d [ 1
o= (&), - (eta). Y

Due to the GVD, each color within the bandwidth of the pulse travels with a different velocity
and, consequently, the temporal duration of the pulse increases. Additionally, the pulse phase
acquires a chirp term, as can be seen substituting the expressions 4.18 in the second term of eq.

4.17
2 2
. r ;2 4 o2k ;2
Xp | ——————— [t — — i | — —
P erer)? Vg 1+ (2Tk"z)? Vg

which shows a phase term quadratic in time.

4.2.2 Vibrational mode tuning in the off resonant two beam geometry

As we derived using the diagrammatic expansion, the broadband ISRS signal depends on
the dispersed probe wavelength A in a mode specific manner. This is reflected in Fig. 4.5,
were we report experimental measurements on the liquid solvent Cyclohexane CgHps. From
the two dimensional map reported in panel 4.5a, it is clear that the dependence on the probe
wavelength of the low frequency modes at 384 and 423 cm™! and that of the higher frequency
mode at 801 cm~! are different, being the former monolobed and the latter bilobed as a function
of A\s. In particular, the intensity of the 801 cm~! Raman mode shows a minimum at A\, =555
nm corresponding to the center of the probe pulse spectral envelope. Two maxima arise at longer
and shorter wavelength, shifted by the vibrational frequency, giving rise to the bilobed behaviour.
This is in line with the interference between the two Feynman diagrams which generate the off
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Figure 4.5: (a) ISRS spectrum of liquid cyclohexane as a function of the probe wavelength A4
and the Raman frequency. The top panel shows the marginal spectrum obtained by integrating
over all probe wavelengths. (b) Top panel: Probe wavelength dependent phase ¢(\4) of the 800
cm ™! mode ISRS oscillation, extracted from both experimental data (red circles) and simulation
(blue dashed line). Bottom panel: profile of the experimental FFT amplitude as a function of
A for the same mode.

resonant ISRS signal, as presented in section 4.1.2. The predicted jump of the phase at the
maximum of the probe pulse is clearly visible from panel b in Fig. 4.5, which compares the
simulated phase with the one retrieved from the time domain experimental oscillations.

On the contrary, the band at 384 cm ™! peaks around the central probe wavelength \,=555
nm, for which the only maximum in the reported spectral range occurs. To explain this behavior,
we studied the role of phase matching conditions and probe phase shape in the ISRS experiment,
including the chirp of the pulse and the specifics of the material response explicitly in eq. 4.8.
Considering a sample of length L aligned with the probe pulse direction Z, eq. 4.8 becomes:

202 i o
S(Tw,) = X 5 1S / dusr dus€ (w1, T)E (ws, T)Es (s + w1 — w2)E (ws)
j S0
sinc {W} exp <zAk(u;hw2) '2L> Fj(ws,wl,wg)} (4.20)

where the correlation functions F; that must be included in the summation are those of eq.
4.12. Explicitly, the phase mismatch Ak is

Ak(wr,we) = =k (w1) + kp(w2) + ks(ws + w1 — wa) — ks(ws) (4.21)

Due to finite sample length, the phase-matching condition can significantly influence the sig-
nal. To evaluate the effect of Ak # 0 we performed a numerical integration of eq. 4.20 and
Fourier transformed the result as shown in eq. 4.13. The pulses envelopes have been modeled
as transform limited Gaussian functions, with central wavelengths and widths As, = 540nm,
A)X;, = 100nm for the WLC probe and A,, = 545nm, A\, = 60nm for the Raman pulse.
Moreover, we considered a non-collinear geometry, in which the Raman and probe pulses are
separated by an angle § = 4°. The result is reported in Fig. 4.6, where we show the dependence
of S(f2 =800cm ™1, \,) as a function of the sample length L. Specifically, in panel a, we report
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Figure 4.6: Simulated intensity of the 800 cm™! ISRS feature as a function of the sample length
L for nonresonant ISRS, in the case of a nondispersive medium (a) and considering the dispersion
curve of cyclohexane (b).

the non physical case of a non-dispersive medium, in which the refractive index n()) is constant
over all the spectral range. The resulting phase factor is wavelength-independent and opposite
for the two processes. Thus, the intensity of each ISRS peak is modulated by the sample length
L but not distorted, and it shows two symmetric maxima as a function of the probe frequency.
When we considered the actual dispersion curve of the Cyclohexane [114] to calculate the phase
mismatch in Eq. (4.21), we recovered the actual asymmetric double peak profile, as shown in
Fig. 4.6b, which corresponds to the behavior experimentally measured for the 801 cm ™. In this
case, the spectral shape of the signal is perturbed by the GVD, defined in eq. 4.19, which acts
asymmetrically for the two pathways that generate the signal, being the two maximized at two
different colors. The different phase mismatch of the two diagrams, once integrated, leads to a
different amplitude of the two processes. This is shown by the asymmetric doubly peaked profile
in Fig. 4.6b. Notably, the cancellation of the signal at A; =540 nm, which is expected from
the interference at the maximum of the probe pulse, is not complete, because of the additional,
unbalanced phase term due to the GVD.

Interestingly, we note that, since the GVD further induces a temporal broadening of the
Raman and probe pulses during their propagation inside the sample, the coherent generation
of the signal stops when the duration of the Raman pulse exceeds the vibrational mode period
(Tyiv = w2::b)' Hence, if the sample size is greater than a critical length (L., usually few
millimeters), the signal reaches a stationary intensity. The critical length L. depends on several
parameters, namely the Raman pulse initial duration, the beams relative angle, the vibrational
mode frequency and the sample group velocity dispersion. The suppression of the ISRS signal
for L > L. also sets a lower bound to the decrease of temporal resolution in ISRS based pump-
probe experiments due to the pulse broadening. This is a useful advantage over other kind
of ultrafast measurements, where the temporal broadening of the pulses keeps diminishing the
temporal resolution as the sample length increases.

Despite the combination between GVD and sample length can modulate the weights of
the two diagrams, it is not enough to generate profiles with a single lobe centered around the
maximum of the probe, such as those reported in Figure 4.5 for the low frequency modes.
Indeed, the destructive interference is still dominant. We found that the monolobed intensity
can be obtained by considering the chirp of the probe pulse. The effect of a linear chirp on the
probe can be taken into account in eq. 4.20 by introducing it directly in the probe electric field
envelope as shown in eq. 4.14. Thus, we set:

Es(w, C) = &y (w)eiCle—wo)? (4.22)
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Figure 4.7: ISRS maps reporting the signal dependence on the probe chirp C and A for a high
frequency mode at 801 cm~! (left) and a low frequency mode at 384 cm™! (right) in liquid
Cyclohexane. In the top panels, the experimental data (dashed lines) are overlapped with the
theoretical simulations (solid lines) for two different values of the probe chirp, indicated by the
dashed horizontal lines in the maps. The red features correspond to those presented in Fig. 4.5.

where C' is the chirp and wy is the central frequency of the Gaussian probe

~ 1 _(wmwn)?

A chirp in the probe pulse envelope reflects in an additional and mode-specific phase to the two
ISRS diagrams, which strongly affects the spectral shape of the signal. Indeed, as we stressed
in section 4.1.2, since the envelope of the probe pulse appears in the signal expression evaluated
at w £ wy;p for the two diagrams, there is a mode dependent phase factor which is opposite
in the two cases. The two dimensional maps in Fig. 4.7 report the simulated intensity of the
801 cm~! and 384 cm™' modes of Cyclohexane as function of C' and A,. In the top panels,
the experimental results (continuous lines) for two different chirped probe pulses are compared
with the simulations (dashed lines), showing a good agreement. Modifying the chirp enables to
reshape and enhance the signal profile, in particular switching from a bilobed to a monolobed
dependence over the probe wavelength, as shown for the 801 cm™' mode. Conversely, a small
WLC chirp (50 fs?) causes a phase shift between the diagrammatic contributions for 384 cm™1!
Raman mode, making the two components no longer opposite in phase and turning the bilobed
shape in a more intense monolobed one. Since this relative phase depends quadratically on the
observed vibrational frequency, as can be seen in eq. 4.22, the 384 cm™! mode depends more
weakly on the probe chirp than the 800 cm~!. Thus, the positive interference survives even for
higher values of chirp (> 400 fs?), resulting in a monolobed profile in the whole explored region
of chirp values. Only a higher value of C' (=~ 500 fs?) would generate the bilobed profile, as a
consequence destructive interference between the diagrams.

Critically, besides rationalizing the measured spectral dependence on the probe wavelength,
this dependence can be turned to an advantage in performing the experiment. On one side, it is
relevant for signal analysis. The identification of the signal dependence on the probe wavelength
for each mode, indeed, allows to perform the correct weighted average over the entire probe
spectrum, improving signal to noise ratio. More importantly, the possibility to tune the 801
and 384 cm~! mode intensities as we showed suggests that an optimally shaped probe pulse can
be used to selectively enhance specific vibrational modes, coherently controlled by means of the
chirp profile.
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4.2.3 Excited state selectivity of vibrational features

Excited state vibrations play a critical role in determining the dynamics in many photochem-
ical and photophysical processes, as, for example, those involving energy transfers relevant for
photosynthesis and photovoltaics [115]. It is important to assign unambigously a given spectro-
scopic feature to a specific electronic state, ground or electronically excited. In general, this is
a challenging task, which has caused limitations to the interpretation of vibronic spectra and
to the understanding of the underlaying physics [116]. If the ground state absorption is well
separated from the stimulated emission or the excited state absorption of the sample, this task
can be simply achieved tuning the resonance condition of a broadband probe pulse. However,
in case of overlapping resonance regions in the transient absorption spectrum, this not effective
and the resonance condition cannot be directly exploited to discriminate the involved electronic
transition. Thus, there is the need to advance standard vibrational techniques and exploit new
parameters in order to extract this additional information. To this aim, in ISRS, chirped pulses
have been used mainly to control the excitation process of the coherence, rather than its de-
tection. In particular, it has been shown that negatively chirped Raman pulses exceed their
transform limited analogues in inducing vibrational coherences specifically in the ground state,
while the opposite happens for positively chirped pulses [117-119]. This effect may be used to
discriminate the formation of an oscillatory ground-state component via ISRS. However, it is
not always effective and, critically, depends on the fate of the wavepacket evolving on the excited
state along the molecular reaction trajectory. For example, the phase dependence imprinted by
the Raman pulse may be lost as a consequence of the coupling to a thermal bath.
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Figure 4.8: (a) Three beam ISRS geometry. (b) Feynman diagrams for the ISRS process. Upon
resonant actinic excitation, the system may evolve ending up into an unknown population state,
(either the ground g or the electronically excited e), depending on the specific relaxation pathway
(gray boxes). (c) Energy level scheme of the model system. We consider three electronic states
So, S1 and S; with the associated vibrational manifold. The resonance conditions of the three
pulses are shown too.

For these reasons, the effects of chirped probe pulses have recently been considered [120-122].
In this respect, we introduced a three beams experimental ISRS configuration which exploits
chirped probe pulse to control the coherence detection [120]. The scheme uses a resonant
actinic pulse to generate a population either in the ground or excited state, followed by an ISRS
detection which combines an off-resonant Raman pulse and an ad-hoc chirped WLC probe. This
configuration allows to unveil the undetermined population state, following the photoreaction
process triggered by the actinic. Keeping the Raman pulse electronically off resonant guarantees
that the vibrational coherence is solely generated in the electronic state manifolds which are
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involved in the actinic excitation, preventing contributions arising from additional electronically
excited state, which, conversely, may be reached by a resonant Raman pulse.

In particular, we calculated the ISRS signal arising from the following photophysical pro-
cess. The system is modeled by three electronic states, g, e and f and the associated vibrational
manifolds. The actinic pulse promotes the system into a non equilibrium excited state, which
can only relax, before the Raman pulse arrival time, to the ground g or to the electronically
excited state e, depending on its relaxation dynamics (indicated by the gray boxes in Fig. 4.8b).
At this point, the system could be vibrationally excited, as it happens in presence of hot vi-
brational populations [18, 123] or time dependent frequencies along reaction coordinates [14,
124]. However, for the sake of simplicity, in this chapter we consider a vibrationally relaxed
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Figure 4.9: Excited state selectivity in chirp-controlled Impulsive Stimulated Raman Spec-
troscopy . (a) Simulated intensity of the 800 cm~! ISRS feature as a function of the probed
wavelength and the probe chirp, C, for ground and excited state coherences. (b) Slices for se-
lected wavelengths show that the signal oscillates as a function of the chirp. The phase of this
oscillations carries information about the electronic level in which the vibrational coherence is
generated.

state. In other words, the role of the Actinic excitation is simply to create a population either
in the ground g state or in the excited e. Accordingly, we will not include the actinic excitation
pulse explicitly in the calculation. The extension to the case in which a coherence in created
will be discussed in Chapter 6. The relevant Feynman diagrams that contribute to the signal
under these conditions are represented in Fig. 4.8, together with the level scheme considered
for the sample. We calculated again the signal using eq. 4.20 and considering in the summation
the correlation functions F} related to the Feynman diagrams o-¢ in Fig. 4.8. Moreover, we
included a term P;(—T') in eq. 4.20 indicating the population in the relevant electronic state,
ground or excited, at the arrival time of the Raman pulse, resulting from the photorelaxation
upon the actinic excitation. The correlation functions F}(ws, w1, ws) that have to be integrated
in Eq. (4.20) are now given by

1
(Ws — e ) (W1 + Def) (W1 — Wa + Deer)

F(ws,wi,ws) = (4.23)

1

(ws — @pe) (w2 — Bpe) (Wa — w1 — Were)

Fg(ws,wi,ws) = (4.24)
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Fy(ws, w1, wp) = RSO @e;) o T o) (4.25)
Fs(ws,wr,wz) = (@0 — Gorg) (s — gfle)(m o a0 (4.26)
Fe(ws,wr,ws) = (Gn o )on & d;)(wl T T 5] (4.27)
Fe(ws,wi,w2) = ! (4.28)

(Ws = Weg) (w2 — Deg) (w2 — w1 — @grg)
In Fig. 4.9, we present the result of the calculations, showing the simulated dependence of the
801 cm~! Cyclohexane ISRS band on the probe chirp. In particular, S(Q = 80lecm™1, )\,) as a
function of C is separately reported for the diagrams a-d, in which the vibrational coherence
is generated on the excited state e and diagrams e-( which are responsible for the ground
state signal. We note that both the signals undergo an oscillatory behavior as a function of
C. Critically, the phases of these oscillations are tilted along the probe wavelength axis by a
different amount depending on the frequency of the electronic state. This results again from the
chirp dependent phase factor carried by the envelope of the probe pulse, which is evaluated at
the vibronic frequency of the state involved in the process, consequently ruling the interference
between the different Feynman paths. Therefore, the information carried by the broadband
probe can be used to discriminate among the two cases, studying the progressive phase shift of
the oscillations in C along different slices in Ay of the map S(Q = 80lecm™1; A, C), reported in
Fig. 4.9b.

4.3 Conclusions

In this chapter, we showed that shaping a broadband pulse, either by adding a phase jump
or a linear chirp, can be used as a tool in the detection of vibrational signatures within different
impulsive stimulated Raman schemes. In particular, we described the ISRS process by means of
the diagrammatic approach, calculating the nonlinear polarization induced in the sample by the
Raman and probe fields. We dissected the pathways that generate the nonlinear response and
rationalized the spectral dependence on the probe wavelength in the off resonant measurements
for liquid Cyclohexane.

Specifically, in off resonant ISRS with unchirped pulses, the signal for a given detected
wavelength results from the sum of two concurring third-order processes, associated with photons
which are red and blue shifted by the vibrational frequency with respect to the center wavelength
of the probe. This gives rise to two contributions oscillating as a function of T with opposite
phases, which interfere destructively, resulting in a strong signal suppression around the central
wavelength of the probe pulse. When the sample dispersion is considered this interference
pattern changes due to additional and mode dependent phase factors that contribute differently
to the two diagrams. An even stronger effect can be achieved by chirping the probe spectrum,
which allows to shape the dependence of the Raman peaks intensity in the Fourier transformed
map S(€, \s), shifting from two to one maximum as a function of A\s. Our results suggest that
an optimal probe chirp profile can be used to selectively enhance specific vibrational modes and
are relevant for signal analysis improvement.

Furthermore, it is possible to exploit a linearly chirped probe to assign a given vibrational
dynamics to the relevant potential energy surface, due to the coupled phase dependence of the
signal on both the electronic frequency and chirp. Consequently, the fine tuning of the relative
phases between the processes contributing to the signal generation represents a control knob to
discern excited from ground state vibrational coherences.
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Probing electron-phonon coupling on

femtosecond time scale in Lead Halide
Perovskites

Correlations between electronic excitations and lattice vibrations are expected to play a
role in determining the outstanding optoelectronic properties of metal halide perovskites, due
to the soft fluctuating nature of their crystal structure. Thus, unveiling electron—phonon cou-
pling upon ultrafast photoexcitation is a necessary step for the optimization and application of
the groundbreaking capabilities of these semiconductors in photovoltaics and other light-based
technologies. In this chapter, we present the study of the ultrafast vibrational response upon
resonant excitation in hybrid lead-bromide perovskites by means of broadband ISRS. In the first
part, we review the properties of hybrid perovskites and discuss the recently advanced hypoth-
esis of polaronic effects upon charge generation. Even if polarons have been observed in other
polar crystals sharing the perovskite structure, their role in the photophysics of hybrid organic-
inorganic photovoltaics is still unknown. In the second part, we report the experimental results
obtained in methylammonium lead-bromide perovskite thin films. The additional dependence
of the signal on the dispersed probe wavelength has been exploited to dissect the origin of the
different Raman bands under resonant and non-resonant conditions, leading to the experimental
observation of polaronic signatures in selected excited state modes coupled to the photocarrier.

5.1 Photoinduced charge carriers in hybrid
organic-inorganic perovskites

Hybrid organic-inorganic perovskites recently triggered a wide entusiasm in the scientific
and technological community as a new promising class of materials for efficient photovoltaic and
optoelectronic applications [125, 126]. Combining their flexibility when used as absorber layers
for light harvesting with low production costs, they are emerging as preferential candidates
within the so-called third generation solar cells, achieving a year-by-year monotonic increase of
the power conversion efficiencies (PCE), from the few percents reported in 2009 when initially
demonstrated in the dye-sensitized configuration [127], to 10% in 2010 [128] and exceeding
20% in 2015 [129]. In parallel with gathering the efforts of the photovoltaics community, these
materials arouse interest for application to light-emitting diodes [130] and amplified spontaneous
emission or lasing [131-133]. Here, we briefly summarize recent theoretical and experimental
findings related to hybrid perovskites with particular emphasis on the photocarrier generation
and recombination processes.

5.1.1 Structure and optoelectronic properties

The term perovskite broadly indicates the materials sharing the crystal structure of calcium
titanium oxide mineral CaTiOgz, which are described by the stechiometry ABXj3. In particular,
A and B are cations, while X is the anion. The remarkable optoelectronic properties that
distinguish these materials have been demonstrated so far for X anions belonging to the class of
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halogens, such as Iodine (I7), Bromine (Br~), and Chlorine (Cl7). In all inorganic perovskites
A and B are both metallic cations while, in the hybrid version, A is an organic molecule, tipically
methylammonium(CH3NHJ , abbreviated as MA) or formamidinium (HC(NHs)2 or FA). The
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Figure 5.1: Structure of a hybrid organic-inorganic perovskite.
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properties that make hybrid perovskites so appealing for light harvesting applications comprise
low exciton binding energies, slow carrier recombination times and long diffusion lengths, as well
as high absorption coefficients across the visible spectrum [134]. On the other hand, modest
charge mobilities have been reported, lower than those of crystalline semiconductors albeit
higher than those found in organic semiconductors. Because of these characteristics, solution-
processed solar cells based on perovskite layers combine the capabilities of the well developed
class of silicon-based devices and the low cost and versatility of organic photovoltaics.

However, despite the technological appeal, the fundamental processes underlying their pho-
tophysics are still matter of debates [134-139], with recent results discussing the role of electron-
phonon coupling, defects and dynamical disorder of the organic cation in the soft polar structure
of these perovskites. As an example, despite the soft nature of their ionic cage, these materials
exhibit a surprisingly low level of electronic disorder resulting in sharp band edges and narrow
distributions of the electronic energies. This attracted the efforts of heterogeneous communities,
spanning from Raman and optical Kerr effect spectroscopy and 2D IR to picosecond electron
diffraction, aimed to understand structural and dynamic disorder and its impacts on the op-
toelectronic properties of the hybrid perovskites [140-143]. These studies point to the role of
structural fluctuations in reducing the carrier recombination rate, specifically linking the latter
to the freely reorienting organic dipoles but also to the structural deformations of the inorganic
lattice. However, how and how much this softness effectively determines the optoelectronic
properties of the material is still debated and necessarily requires a deeper understanding of the
carrier generation process.

The main open points currently under investigation can be summarized by the following two
questions:

e Why are the recombination times so long, considering the structure of these materials?

e What are the relevant phenomena that determine the nature of photocarriers?

To date, the answers to these questions remain unclear, although, in the last few years, several
mechanisms involving charge generation and screening have been proposed, in particular pointing
to the role of the strong electron-phonon coupling in this class of systems, as we discuss in the
next sections.
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5.1.2 Charge relaxation and recombination processes

The efficacy of a semiconductor as a solar-cell material largely depends upon its ability to
generate and maintain free carriers until their extraction. This is why the extended lifetime of
charge carriers, and the associated electron and hole recombination processes, are among the
most salient and studied features of the hybrid perovskites photophysics. The recombination
process in solids usually starts with an initial carrier relaxation. Indeed, the photoexcitation
drives an out-of-equilibrium charge-carrier distribution which subsequently relaxes through a
range of different processes toward the band edge. These processes have been well documented
over the years for inorganic semiconductors such as GaAs [144]. Since lead halide perovskites
share many of the typical features of direct inorganic semiconductors, the same relaxation path-
ways are considered to be relevant also in hybrid materials [134], although further investigations
are now being pursued. Typical relaxation pathways in both inorganic and hybrid semiconduc-
tors includes:

1. Charge carrier thermalization: immediately after photoexcitation, a coherent superposi-
tion of ground and electronically excited state arises and rapidly dephases, leaving the
system in a population state. Here, the charge carrier distribution is not thermal, i.e. it is
not possible to define an electron temperature. Then, within picoseconds, the charges ther-
malize by scattering within the conduction band to a Boltzmann distribution characterized
by a carrier temperature 7.

2. Charge carrier cooling: the initially hot distribution in which 7, is much higher than
the lattice temperature relaxes in a two step process, interacting firstly with longitudinal
optical phonons and then with acoustic phonons. For elevated excitation densities, a
different mechanism, called phonon bottleneck [145], is also possible, in which a significant
phonon reabsorption, due to acoustic phonon bath temperature raised toward the charge-
carrier one, keeps charge carriers hot for an extended time period.

3. Many body effects: for high excitation densities, Pauli and Coulomb interactions between
the multiple electrons start to play a role. For example,the need to minimize the exchange
and the correlation energies leads to the bandgap renormalization (band edge redshift)
and the finite density of available states causes state-filling effects (with a perceived band
edge blueshift).

Studying thermalization and the associated timescales is particularly interesting in the context
of photovoltaics since they determine the ultimate limit for carrier extraction. Indeed, the excess
of energy carried by hot charges can in principle be harvested yielding higher PCEs. Recently,
timescales as low as a few femtoseconds have been revealed by two dimensional electronic spec-
troscopy in MAPbI3, with charge thermalization principally mediated by carrier-carrier scatter-
ing [146].

Throughout and after thermal relaxation, charge recombination takes place. The decay of
the charge density n(t) is usually modeled by the rate equation

dn

E = —kgﬂg — k2n2 — leL (51)

where k1, ko and k3 are called the monomolecular, bimolecular and three-body recombination
rates. This gives rise to a density-dependent recombination dynamics which is reflected in photo-
luminescence (PL) and transient absorption measurements [147]. An example of monomolecular
recombination is sketched in Fig. 5.2a where an electron in the conduction band is captured
by a trap state. Notably, due to this mechanism, defects associated with intragap states limit
photovoltaic performances. In a bimolecular process (Fig. 5.2b), conduction band electrons
undergo radiative recombination with holes in the valence band. Finally, many-body process
are possible, as happens in Auger recombination where the recombination of an electron with a
hole is accompanied by the promotion of a second conduction band electron to a higher energy
state (5.2c). These processes may occur in a direct or indirect way, depending on the change
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Figure 5.2: Direct recombination mechanisms of free carriers in organic-inorganic metal halide
perovskites: (a) Trap-assisted recombination is a monomolecular process involving the capture
of a charge carrier (electron in the sketched case) in a intragap trap state (for example due to
defect). (b) Bimolecular recombination occurs between electrons in the conduction band CB
and holes in the valence band VB. Since all processes have to satisfy energy and momentum
conservation, indirect transitions may happen if mediated by a phonon (see Fig. 5.3). (c) Higher
order processes are also possible. In e~ Auger recombination the energy of an electron in CB; is
transferred to another electron in a different conduction band CBsy to allow nonradiative recom-
bination with a hole in VB. A similar process can involve two holes in the valence recombining
with an electron in the conduction band.

of the charge momentum k. In a direct bandgap transition, a photon vertically projects the
electron form the fully occupied valence band to conduction band. Since photons carry only
a very weak momentum, the carrier momentum should remain unchanged during an electronic
transition. Thus, an indirect transitions is momentum forbidden unless is mediated by another
particle, for example a phonon, whose energy is either donated by or released to the solid. The
nature of the transition reflects in the absorption constant: since the need of a phonon with
a specific energy makes indirect transition less favorable, consequently the relative absorption
rate will be lower.

Since the early day of hybrid perovskites, the low carrier recombination rates [148], compara-
ble to single crystalline semiconductor, turned out to be as intriguing as somewhat unexpected.
Indeed, strong absorption constant and a high photoluminescence quantum yield in the proto-
typical materials, as MAPbI3 and MAPbBr3, indicated a direct gap transition but the lifetimes
exceed the Langevin limit for direct recombination by several order of magnitude [134, 149]. To
solve this conundrum, mixed direct-indirect recombination has been proposed, in which a direct
absorption motivates the optical response of the material while the long photocarriers lifetime
is accounted for by an indirect recombination. Recent observations through temperature depen-
dent time-resolved microwave conductance and photoluminescence experiments showed that the
electron-hole recombination in MAPDIS3 is a thermally activated process suggesting the possible
role of slow phonons [150]. In particular, photogenerated electrons may relax into a distinct
dark electronic state which extends the charge carrier lifetime.

However, no direct experimental evidences were available for a phonon-assisted recombina-
tion process. Therefore, both the nature of such state and the reaction pathway which would lead
to its population remain unclear. Critically, we recently observed such evidences in MAPbBr3
by means of ISRS and in section 5.2.3 we discuss their role in the recombination in the light of
the literature presented in this section.
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Figure 5.3: Forbidden momentum pathways for recombination of electrons and holes in per-
ovskites. (a) An indirect transition to a minimum of the conduction band (CBM) that is shifted
in the momentum (k) dimension requires a phonon coupled to the electronic movement. The
change in momentum is then compensated by the phonon energy E,,. A non-vertical transition
from the CBM back to the valence band maximum is forbidden, and no radiative recombination
of photogenerated carriers is generally observed in this case. (b) Scheme of the recombination
pathway proposed by Hutter and colleagues [150]. Following above bandgap photoexcitation,
generated hot electrons relax down to a dark state (dashed curved arrow). An activation barrier
of energy F..; must be overcome by the system to allow for radiative electron—hole recombina-
tion. Moreover, momentum conservation also requires the mediation of a phonon (solid curved
blue arrow). Image adapted from [149].

5.1.3 Free carriers vs excitons

Upon photoexcitation, electron-hole pairs are created in the perovskite semiconductor. Since
many acceptors are available to the light, the total carrier population will include both uncor-
related pairs, i.e. free carriers, and cases in which the positive and the negative charges of
the same pair come from different atomic sites, correlated by the Coulomb interaction, and the
resulting delocalized carrier bound state is called a Wannier-Mott exciton. As these delocal-
ized excitations start interacting with the surrounding lattice, they can exchange both charge
and energy'. Depending on their characteristics, excitonic carriers have a great impact on the
application side. Since they posses their own binding energy Ej that needs to be overcome in
order to separate electrons and holes and make them contribute to the photocurrent. Binding
energies below thermal energies at room temperature are highly desirable because, in this case,
thermal fluctuations may be sufficent to dissociate the exciton. Notably, E}, can be extracted
from the absorption spectrum by means of the Elliott theory [151].

In general, in view of the application of a given material, there is the need to assess whether
excitonic photoexcitations or free charge are dominant. Most organic-based devices fall into the
cathegory of excitonic solar cells [152]. In contrast, recent measurements of the PL quantum
yield dependency on the excitation density [153] pointed to identify free carriers as the dominant
species in solution-processed lead iodide perovskites thin films. In particular, in presence of
Wannier-Mott excitons, the fraction x of free charges over the total excitation density n =
N e + Nege can be expressed by the Saha-Langmuir equation [153, 154]

x? 1 (2nukpT LI
— — [ ZEREBL Y,
1—=x n

= BT (5.2)

n other systems, mainly molecular, the average distance between atoms prevent charge transfer and excitons
exchange only energy. These states are known as Frenkel excitons.
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being h the Planck constant, p the reduced mass of the exciton and kg7 the available thermal
energy. The application of equation 5.2 shows that under equilibrium at room temperature free
carriers are the primary source of photoexcitation for excitation densities representative of the
operating condition in photovoltaics devices (n< 1071° cm™2). Conversely, at low temperature
the exciton population increases and may become dominant. However, the relative contribution
between free carriers and excitons during the first few picoseconds of the dynamics is still
debated.

5.1.4 Polarons

Given the polar nature of the perovskite lattice, it has been suggested [136] that carriers
localize as large polarons in contrast to a pure band like picture where carriers act as delocal-
ized Bloch waves. This picture would be suggestive of the presence of strong electron—phonon
scattering mechanism, at ease with recently demonstrated carrier transport and temperature
dependence of the homogenous linewidths of electronic transitions [155].

Polarons, firstly introduced by Lev Landau in 1933 [156], indicate quasi-particles created by
the electron-phonon interaction in crystals. In general, charge carriers in inorganic and organic
matter interact with ion vibrations. In covalently-bonded crystals, these interactions can be
neglected and electrons described as freely moving in a frozen lattice, with the exception of the
scattering with thermal phonons. In polar crystals, this picture does not hold anymore, even
at low temperature, due to the Coulomb interaction between electrons in the conduction band
and the lattice ions, resulting in a strong electron-phonon coupling. In this case, the electron
attracts positive ions towards it and repeals the negative ones, binding itself to the surrounding
cloud of virtual phonons induced by its presence (Fig. 5.4). The resulting self-trapped electron
and the associated pattern of displaced atomic equilibrium positions can be treated as a unique
entity, called polaron. Similarly, a polaron can be formed by a hole in the valence band.

At odds with a usual band-carrier, a polaron is characterized by its own binding energy,
effective mass m*, different from the carrier band mass, and optical properties. When the
radius of the polaron, i. e. the distance the electron can travel in the time of a phonon period,
is much larger than the lattice constant of the crystal, the latter can be treated as a polarizable
continuum. This situation is refered to as large or Frohlich polaron [157, 158]. Large polarons
have been observed in a broad class of materials, including inorganic perovskites. The properties

Figure 5.4: Schematic representation of a polaron: the electron shifts the equilibrium positions
of the surrounding anions (blue) and cations (red). In turn, the ions in the lattice produce a
potential felt by the carrier.

of large polarons are modeled by the coupling constant «, introduced by Frohlich [159, 160].
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In the Frohlich model the electron-phonon interaction under the weak coupling assumption is
described by the Hamiltonian:

2
H= oY heso sl e, + Y (Vi + e ©3)
kj kj

where my, is the band mass of the photogenerated electron, described by the position and mo-
mentum operators p and r, wro ; is the frequency of the longitudinal optical (LO) phonon with
wave vector k; and creation (annihilation) operator aLj (ak,) to which the carrier couples and

Vi, is the corresponding Fourier component of the electron-phonon interaction matrix
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The dimensionless Frohlich coupling constant « in eq. 5.4 is a measure of the strength of the
electron-phonon interaction and is defined as

2 1 1
a=2 M (= (5.5)

h '\ 2hwro \ € €0
being €4, and €¢ the high frequency and the static dielectric constant of the polar crystal, respec-
tively. Building on the weak coupling theory of Frohlich , a method for calculating perturbatively

the polaron binding (or free) energy was initially developed by means of a formulation based on
canonical transformations [161], obtaining

EO ~ fozthO (56)

An alternative all-coupling polaron approximation was developed by Feynman who introduced
a variational principle for path integrals approach, providing an expansion in terms of « for the
polaron ground state energy calculation [162]

Eo ~ —hwro [a +0.012302 + 0.00064043} (5.7)

Over the years the perturbative coefficients of the expansion have been calculated with increasing
precision, up to those by Selyugin and Smondyrev [163, 164]:

Eo ~ —hwro {a + 159196220 - 1072 o + 0.806070048 - 10~* a?’} (5.8)

This result holds under the hypothesis of weak coupling and low temperature regimes [165].
Analogously, perturbative expansions in the strong coupling limit can be obtained [164]. Taking
into account finite temperature effects is a demanding task. In the case of weak and intermediate
coupling regimes, evidences from Monte Carlo simulations and the Feynman variational approach
point to an increase of the polaron free energy with temperature [166, 167]. Inasmuch as these
results can be generalized to a broader class of cases, eq. 5.8 is an estimate of the lower bound
for the polaron free energy at finite temperature.

In section 5.2, we present the application to the framework just discussed to study the polaron
formation in MAPDbBr3 and estimate the relative parameters. We want to stress that a polaronic
quasi-particle defines the phonon dressing of both correlated and uncorrelated carriers. Thus,
whether the dominant photo-excitation source is from excitons or free carriers, this does not
affect our conclusion. On the other side, polarons may offer the answer to the two questions we
raised at the beginning of this chapter.

5.2 Impulsive stimulated Raman spectroscopy on lead bro-
mide perovskites
Fueled by the motivations presented in the previous sections, we investigated the ultrafast

vibrational response of methylammonium lead-bromide perovskite (MAPbBr3) [168]. In particu-
lar, we aimed to study the nature of the charge carriers and the relation between electron-phonon
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coupling and long recombination time in this material, by comparing the Raman spectra ob-
tained under electronically resonant and non-resonant conditions. For this reason, we used ISRS
with a Raman pulse tuned to two different wavelengths to explore the vibrational properties of
the ground and excited electronic states in polycrystalline thin film of MAPbBr3 and to identify
the phonon energies coupled to the electronic excitations. As already emphasized in Chapter 4,
ISRS offers the potentiality to resolve excited state Raman bands with high spectral resolution.
Since the measurement is performed in the time domain, there are no spectral limitations nei-
ther artifacts arising from elastic pump-scattering and photoluminescence, which benefits the
probing of the low frequency region, containing the most relevant modes of the inorganic moiety.

5.2.1 Preparation and characterization of MAPbBr;

Pristine MAPbBr3 polycrystalline thin films used in the experiments were synthesized by
spin coated deposition on a clean glass substrate from commercially available Lead(IT) bromide
(PbBr2, > 98 %), N,N-dimethylformamide (DMF, anhydrous, 99.8%) and methylammonium
bromide (MABr). All the measurements have been conducted at room temperature, where the
perovskite exhibits the cubic phase. In Fig. 5.5, we show a photo of the sample and a scanning
electron microscope image of the coated surface.

S

Figure 5.5: Photo (a) and SEM image (b) of one of the MAPbBr3 samples used in the experi-
ment.

The optical characterization of the sample is presented in Fig. 5.6. The linear absorption
spectrum, reported in panel a, shows a sharp feature around 524 nm, corresponding to a direct
band gap energy of 2.35 eV, with an excitonic resonance approximately at 2.37 eV, pointing to
a binding energy larger than 40 meV, as estimated by the Elliot formula [148]. Photodamaging
is known to be an issue in polycrystalline perovskite films exposed to intense electromagnetic
fields [169]. This is shown in Fig. 5.6b where we report the photoluminescence (PL) spectra
of MAPbBr3 thin films obtained under two different excitation energy regimes, corresponding
to excitation density comparable to the one used for the ISRS experiment (~ 107 ¢cm™3, blue
lines), and to lower values (~ 10® cm ™3, red lines). The sample has been excited by fs pulses as
in the ISRS experiment. Firstly, the measurements have been conducted in vacuum, measuring
at low excitation density before or after the high energy as reported in top and central panel,
respectively. The central panel shows the broadening of the red spectra related to sub-band gap
emissive features, which indicates the formation of trap states. The differences between the two
panels testifies that the low energy PL spectrum is modified by the exposition to the high density
pump, due to damaging of the sample. In order to address this issue for ISRS measurements, the
sample was encapsulated by a thick Poly(methyl methacrylate) (PMMA) layer and measured
in air. The PMMA layer preserves the sample from water vapor and hampers the formation
of intra-gap defect states. The PL spectrum relative to the encapsulated sample is shown in
the bottom panel of Fig. 5.6b in which the protective effect of PMMA is visible, considering
that the order of the measurement is the same as in the central panel, i.e. the sample was first
exposed to the high density pump.
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Figure 5.6: Characterization of the pristine MAPbBr3 polycrystalline thin film. (a) Visible
absorption spectrum of the sample (in black) and normalized spectral envelopes of the pulses
used in the ISRS experiment. The red and green lines indicate respectively the 1.86 eV off-
resonant and the resonant 2.46 eV Raman pulse energies while the shaded box represents the
dispersed probe wavelengths considered in the analysis. (b) Photoluminescence spectra measured
from the sample in vacuum (top and central panels) and the sample covered with a PMMA layer
and measured in air (bottom panel). Red and blue lines refer to excitation densities equal to
10'® and 10'7 cm~3, respectively. In the top panel, low excitation density measurement preceded
the one at high energy, while in central and bottom panel the order of the two measurements
has been reversed. The PL measurements have been collected in the laboratories of the Center
for Nano Science and Technology, Istituto Italiano di Tecnologia, Milan.
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Figure 5.7: Ultrafast response of MAPbBr3 upon resonant excitation at 2.46 eV. (a) Transient
absorption of the sample the as a function of the probe photon energy within the first 3.5 ps of
its photoinduced dynamics. (b) Selected TA traces at 100 fs (purple line) and 3 ps (blue line)
time delays between the Raman and Probe pulse.

In Fig. 5.7, we report the ultrafast response of the sample upon photoexcitation at 2.46 eV
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studied by transient absorption (TA). Interestingly, the TA spectrum presents a photo-bleaching
(PB) band arising from the state-filling convolved with a derivative like line-shape, emphasized
in Fig. 5.7b. This kind of features is generally associated to the presence of Coulomb effects
in the electronic/excitonic transition [170]. While the PB follows the charge carrier dynamics,
living for hundreds of picoseconds [135], the derivative feature decays within the first picosecond,
on a timescale comparable to the lattice motion probed by the ISRS. We will further comment
on that after presenting the ISRS measurements in the next section.

Since by the same experimental setup we acquired simultaneously the TA and ISRS data,
TA has been used as a tool to further monitor photo-degradation during the ISRS experiment.
In particular, the absorption maps collected during the ISRS measurements after different ex-
position times of the sample, from the beginning of the data collection to its end, did not show
any changes. This is shown in Fig. 5.8, in which we present selected slices of the TA spectra
taken at a time delay of 4 ps between the Raman and probe pulses for the first and the last
acquisition of the experiment.
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Figure 5.8: Slices of the TA maps corresponding to a time delay between Raman and Probe
pulses of T' = 4 ps, acquired at the beginning (black) and at the end (red) of the data collection
for ISRS. The inset reports the difference between the two traces and testifies the absence of
photo-degradation exposition in the sample.

5.2.2 ISRS experimental results

As already discussed in the previous chapter, in ISRS the ultrashort Raman pump pulse
generates ground or excited state vibrational coherences by means of its large bandwidth. After
a tunable temporal delay, the broadband ultrashort probe pulse records the evolution of the
vibrational coherences in the form of transient absorption spectra, on the top of which coherent
oscillations are visible, related to the photo-activated Raman modes [37]. In Fig. 5.9, we
compare the ISRS measurements on MAPbBrs obtained upon resonant (top panel) and non-
resonant (bottom panel) excitation by Raman pulses of two different colors. For the off-resonance
measurements, Apw gy = 30 nm, 30 fs NOPA pulses centered at 665 nm were generated with
the setup described in 3, while in the resonant ones, we used Apw gy = 10 nm, 50 fs pulses
centered at 503 nm. Critically, the pulse durations were much shorter than the periods of the
vibrational modes we aimed to probe, ranging in the 0-200 cm~! spectral region. The spectra of
the pulses are reported in Fig. 5.6, superimposed to the linear absorption of the sample. Since
the detection of the probe was spectrally dispersed, we obtained probe-wavelength resolved
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vibrational coherence maps. We focused the analysis on the dispersed probe wavelength region
corresponding to the maximum of the TA signal, specifically optimizing the data collection from
510 to 540 nm (photon energies from 2.43 to 2.30 eV), where the ISRS cross section is enhanced.
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Figure 5.9: ISRS measurements of MAPbBr3 under different resonance regimes. (a) Top and
bottom panels report the probe wavelength resolved ISRS maps, upon resonant (Epuymp = 2.46
eV) and non-resonant (E,ymp = 1.86 €V) excitations, respectively. The maps have been obtained
by Fourier transforming the oscillating component of the transient absorption data, to retrieve
the vibrational spectra. The central panel shows the average of the ISRS map over all the
measured probe wavelengths. Green and red shaded Raman spectra refer to resonant and non-
resonant conditions, respectively. (b) Fitted peaks positions of the measured Raman modes as
a function of the probed wavelength. Red and green symbols refer to Raman modes obtained
by pumping at 1.86 eV and 2.46 eV, respectively. Vertical dashed lines indicate the position of
the sample ground state vibrational modes reported in literature [171].

The experimental routine has been described in details in Chapter 3. In particular, here we
recorded the coherent oscillations within a temporal window of 4.25 ps, covering time delays from
0.25 to 4.5 ps with steps of 83 fs. This corresponds to spectral resolution of Av = 7.8 cm™!. Time
traces have only been considered from 250 fs on-wards to avoid cross phase modulation artifacts,
due to pump and probe temporal overlap. After removing the superimposed dynamics from the
TA signal, we applied Fourier transformation at each probe wavelength. Zero padding algorithm
together with to Kaiser-Bessel windowing with § = 12 was applied to increase the length of the
probed delay vector of a factor three and enhance the spectral definition. In particular, in order
to avoid artifacts due to pulse and instrumental instabilities, Raman pulse fluence was monitored
during the experiment and the measurements were repeated using additional time steps of 33 fs
and 54 fs, further improving the signal to noise ratio of the averaged ISRS map.

The average of the ISRS maps over all the detected probe wavelengths is reported in the
middle panel of Fig. 5.9a, where the green and red shaded spectra correspond to resonant
and off-resonant excitations, respectively. The obtained Raman spectra in both the resonance
conditions have been fitted with Gaussian functions in order to extract the peak positions of
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the various modes, reported in Fig. 5.9b. The results of the fit for the resonant data in selected
probe spectral regions are shown by the blue line in Fig. 5.10 superimposed to the data.

In the off-resonant map, peaks at 64 cm™! , 78 em™! , 98 cm~! , 121 cm ™! and 134 cm™!
can be observed. These frequencies are in good agreement with theoretical calculations and
continuous wave (CW) Raman spectra [140, 171, 172]. The peak positions of the modes from
CW measurement reported in literature [171] are compared with those we obtained with ISRS in
Fig. 5.9. These modes represent the vibrational degrees of freedom exhibited by the lead-halide
octahedra and point to the inherent softness of the inorganic cage [173]. For what concerns their
assignment, the bands at 98 cm ™! and 134 cm ™! have been linked to the symmetric stretch modes
of the Br-Pb-Br bond and the one at 121 cm ™! to the asymmetric stretch. The 64 cm™! and 78
cm~! bands are related to the corresponding symmetric and asymmetric scissoring modes. The
measured full widths at half maximum of the modes are in agreement with phonon dephasing
times T~! ~ 1 ps.

Using the resonant Raman pulse, we observed four bands. Two of them correspond to the
64 cm~! and 121 em™! modes, also present in the non-resonant case. Remarkably, we observed
additional phonon modes at 89 cm ™! and 106 cm ™' which are not present in the off resonant
spectra nor in CW Raman. In the next section, we show that these two families originate from
different physical processes.
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Figure 5.10: Slices of the resonant ISRS map shown in the top panel of Fig. 5.9, obtained
averaging over 4 nm regions around selected probe wavelengths. The spectral profiles are fitted
with the sum of 5 Gaussian profiles (continuous lines) in order to extract the peaks positions of
the measured Raman modes.

5.2.3 Discussion

To understand the different nature of the spectral features in the ISRS maps, it is necessary
to elucidate the mechanism of coherent phonons generation in crystalline materials. In non-
resonant conditions, coherent phonons are generated exclusively in the electronic ground state
and, consequently, the obtained spectrum is analogous to the CW Raman. Differently, under
resonant excitation, two mechanisms are possible depending on the relative shift of the ground
and excited state potentials along the vibrational coordinate, which we refer to as impulsive and
diplacive excitation coherent phonons processes (IECP and DECP) [174, 175] 2. These mecha-

2Tn the solid state community, IECP is denoted as Impulsive Stimulated Raman Scattering (ISRS), while we
used the latter acronyms in relation to the spectroscopic technique. Thus, we introduce the acronymus IECP to
distinguish between the two.
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nisms are sketched in Fig. 5.11. In IECP, the ground state vibrational modes that are coupled
to the electronic transition experience selective resonance enhancement, via electron-phonon
interaction. This is the case of the 164 cm~! and 121 cm~! modes which we observe in both
resonant and off-resonant spectra. This coupling is confirmed also by temperature dependent
photoluminescence spectroscopy [155] and via mid infrared spectroscopy [176]. Differently, we

(a) (b)
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A J
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Figure 5.11: Representations of generation of ground and excited state coherences via ISRS.
(a) In IECP, the resonant Raman pulse generates an oscillating coherence in the ground state.
Immediately after photoexcitation, the vibrational wavepacket is peaked at the equilibrium posi-
tion and then starts oscillating along the normal mode coordinate. (b) Excited state coherences
can be created by DECP, provided that the ground and excited electronic potential are shifted
along the corresponding normal mode. In DECP, the ground state wavepacket is projected by
the Raman pulse onto the excited state, where it begins oscillating from a starting position far
from the equilibrium.

assign the 89 cm~! and 106 cm ™! modes to a DECP mechanism. In this case, the minimum of
the potential energy surface of the excited state is shifted in the coordinate space with respect
to that of the ground state. This leads to the generation of coherent phonons on the excited
electronic state correlated to the photoexcitation. Specifically, the presence of photo-generated
carriers leads to a re-adjustment of the crystalline lattice, which in turn modifies the phonon
structure to include additional modes at frequencies distinct from those of the ground state
vibrations.

Accordingly, the observed 89 cm~! and 106 cm~! are the modes driving the crystalline
distortion through transient lattice oscillations. The new configuration is reached along the
specific coordinate after a quarter of the period of the corresponding phonon, equal to 80 fs and
95 fs, respectively. Since electronic band states as well as Wannier excitons would not show an
associated pattern of displaced atomic equilibrium positions, our results provide evidence for
the polaronic nature of charges in this class of systems. Interestingly, the time interval taken
by the new lattice geometry to equilibrate is comparable to the decay of the dispersive feature
in the TA spectra of 5.7, suggesting that the presence of ionic displacements could potentially
screen any Coulomb correlations. Recently, further evidences of DECP mechanism in MAPbBrg
have been pubblished, reporting DECP frequencies of 92 cm ™! probed via time-resolved optical
Kerr effect [141] and 92 and 340 em~! [177] using ISRS.

In order to corroborate the DECP assignment, we studied the dependence of the modes on
the phases of the coherent oscillation and the Raman pulse fluence. Indeed, the phase analysis
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gives information on the generation process underlying the features in ISRS maps. When the
impulsive Raman excitation generates a coherence in the ground state, as it happens in both
non-resonant condition and IECP process, the vibrational wavepacket starts oscillating from the
energy minimum of the potential (Fig. 5.11a). On the contrary, the coherent oscillation induced
by a DECP process on the excited state originates from a Franck-Condon projection of the
initial ground state wavepacket onto an out-of-equilibrium position of the new lattice geometry
(Fig. 5.11b). Consequently, the relative phases between the oscillations probed in non-resonant
conditions result to be approximately null, while there is a non-zero phase difference between
IECP and DECP modes observed in the resonant measurements.
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Figure 5.12: Phase analysis of the ISRS oscillations upon non-resonant (a) and resonant (b)
photo-excitations. The phases have been retrieved from LPSVD reconstruction of time domain
ISRS data before FFT. The phase differences with respect to the one of the mode at 121 cm™!
are reported for both ground state and DECP phonons.

Using as a starting point the observed frequencies of the modes reported in Fig. 5.9b,
we reconstructed the phases of ISRS oscillations by decomposing the experimental wavelength
dispersed time domain traces in the sum of damped oscillations, through a fitting algorithm
with relative phases, amplitudes, peak positions and dephasing times as free parameters. The
resulting relative phases with respect to the one of the 121 cm™! mode are shown Fig. 5.12.
In panel a, showing the off resonant data, the relative phases for all the modes are similar and
contained in the same range of values despite a non trivial dependence on the probed wavelength,
which is in line with the results presented in Chapter 4. With the same analysis for the resonant
data, presented in panel b, we obtained phase factor between the 89 and 106 cm™! and the 64
and 121 cm~! modes, exceeding 60° for some values of the probed wavelength, indicating that
the former are generated by DECP. Additionally, in Fig. 5.13, we compare two measurements
performed with Raman energy of 0.3 nJ and 1.33 nJ, normalized to the intensity of the 121 cm ™!
band. Notably, while the two IECP modes at 64 and 121 cm™! scale similarly, the features 89
and 106 cm~! modes do not follow the same scaling, further testifying their different nature.

On the line of the formalism presented at the beginning of this chapter, we calculated the
Frohlich coupling constant « using the weighted sum of the DECP frequencies to compute wro
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Figure 5.13: Dependence of ISRS spectra on the Raman pulse power, upon resonant excitation.
The spectra have been obtained averaging over the detected probe wavelengths and normalized
to the intensity of the ground state mode intensities at 64 and 121 cm ™' . The vertical arrows
highlight the different scaling of the DECP phonons at 89 and 106 cm ™! as the excitation energy
is changed, pointing to their different nature.

in eq. 5.5. The weighted sum w.fs has been calculated through the relation

werp =122 A D % (5.9)

being A; the measured spectral amplitudes of the DECP modes. We note that, having considered
time traces only from 250 fs onwards in the data analysis reduces the confidence interval in the
DECP mode relative amplitudes but this reflects weakly on the estimation of «, introducing a
total uncertainty of only the 3%. Using the values g = 25 and £, = 6.7 reported in literature for
the static and high frequency dielectric constants in this material [178], we found o, = 1.84 and
ap = 1.28, for electron and hole, respectively. We note that these values are in agreement with
those obtained for other hybrid perovskites by previous studies [155], based on first-principles
calculations and PL measurements.

Critically, these results allowed us to estimate also the polaron binding energy Ej, by means
of eq. 5.8. We obtained E, = 46 meV, corresponding to f—; ~ b38K, significantly above the
thermal energy kp7T at room temperature. This suggests a possible rationale for the extended
carrier lifetime. Indeed, for the carriers to relax back into the ground state, an energy barrier
equal to Ep, should be crossed. This would allow the system to restore the original lattice
geometry and relax back to the ground state. Notably, this value agrees well with the activation
energy of the supposed dark state needed to explain temperature dependence of the carrier
lifetime in MAPBI; in [150], as anticipated in section 5.1.2.

As already discussed, although the derivation of eq. 5.8 is strictly valid in the zero temper-
ature limit, finite temperature effects lead to an increase of this estimate. Therefore, the value
obtained for F} has to be considered as a lower estimate for the polaron binding energy [157].
However, this would not change the argument on the blocking of recombination by polaron
formation, as a higher binding energy would result in a even more strong bound to be overcome
for the carrier to recombine. Interestingly, PL studies on a similar perovskite, MAPbI3, show
that the bimolecular recombination rate in the cubic phase decreases with decreasing temper-
ature [179], which would be at ease with the absence of enough energy to allow band to band
recombination. Our observations may indicate a suggestive hyphotesis for explaining the long
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carrier lifetimes in hybrid perovskites, but further investigations are needed in order to link
the presence of polaronic effects in MAPbBr3 and other perovskites to momentum forbidden
recombination.

Finally, we remark that our estimates of both o and Ej are based on electron-phonon inter-
actions within a Frohlich-like mechanism, whilst the observation of lattice reorganization upon
photo-excitation may be suggestive of the presence of additional strong coupling contributions.
We calculated two-point nondiagonal Padé approximants E;(n,n — 1) introduced by Selyugin
et al., using the first n terms of the weak (i = w) and strong (i = s) coupling limit [163]. In
particular, Es(3,2) and Fy(2,1) give lower and upper bounds for the actual polaron ground
state energy®. In our case, we obtained Fy(3,2) = 541 K and E,(2,1) = 538 K, validating the
accuracy of the provided estimate.

5.3 Conclusions

In this chapter, we presented the application of ultrafast spectroscopy to address the electron-
phonon coupling in hybrid organic-inorganic lead halide perovskites on the ultrafast time scale.
After presenting a brief review of the exceptionally fast growing field of hybrid perovskites, we
focused on the nature and recombination of photogenerated carriers, two of the main and more
discussed characteristics that contributes to make these materials so promising for optoelectronic
applications.

By contrasting the response obtained upon resonant and non-resonant Raman coherent ex-
citation, we isolated the phonons that are coupled to the above-gap electronic transition. In
addition to selected ground state modes which are resonantly enhanced, we revealed excited
state phonons, absent in the ground state spectrum. These are the key modes generated via
displacive excitation mechanism, which provide the pathway to the photo-induced lattice modifi-
cation occurring upon carrier generation. Associating a pattern of displaced atomic equilibrium
positions to the presence of the charge carrier, our results provide evidence for the polaronic
nature of photo-excitation in this class of systems.

In particular, for MAPDbBr3 in the range 50-200 cm~! we found two DECP phonons, at 90
and 106 cm~!. Their frequencies allows to calculate the parameter of the polaron within the
Frohlich framework. In particular, the calculated polaron binding energy, significantly above
the thermal fluctuations, offers a rationale for the long carrier lifetimes. In order for the carrier
to recombine, the system would need to spend and additional amount of energy to dissociate
the polaron and re-configure the lattice, which makes such a transition less favorable. The
experimental ultrafast dynamics we presented here can offer experimental benchmarks in order
to further develop polaron models in these materials.

3In the strong coupling limit, we considered n = 3 for the Padé approximant as the first and third order
perturbative coefficients vanish.



Vibronic couplings during ultrafast chemical
reactions probed by 2D Impulsive Stimulated
Raman Spectroscopy

The properties of molecules undergoing physical or chemical reactions are determined by the
shape of electronically excited potential energy surfaces over which the dynamics occurs. Aiming
at studying ultrafast reactions requires the mapping of these electronic surfaces over multiple
vibrational dimensions, typically hampered by the need of high resolution spectroscopic probes
of two degrees of freedom, the electrons and the vibrations, that evolve with largely different
energy and temporal scales. In this chapter, we introduce a three color 2D Impulsive Stimulated
Raman Spectroscopy (2D ISRS) scheme which takes advantage of resonant pulses to selectively
probe mode couplings between different active sites in molecular compounds, combining the
capabilities of Fourier transformed multidimensional techniques with the structural sensitivity
of Raman spectroscopy. In this technique, vibrational wavepackets are coherently generated and
manipulated on electronically excited states, by means of three temporally delayed femtosecond
pulses. After introducing the technique, we present a theoretical framework based on the density
matrix perturbative approach to model resonant 2D ISRS on a multi-level molecular harmonic
system in the presence of mode mixing in the excited states, namely the Duschinsky effect.
We assign the origin of out-of-diagonal peaks in the 2D maps, connecting the evolution of
the wavepackets between the pulses to the properties of the vibrationally structured potential
energy surfaces of the system. Then, we benchmark the method addressing the experimental
measurements on wild type Green Fluorescent Protein [180, 181], in order to probe vibronic
couplings in this prototypical dye during the first steps of its photoinduced dynamics. We report
the collected 2D ISRS data over the full vibrational fingerprint spectral region, and rationalize
our experimental results by means of the harmonic treatment of the molecular Hamiltonian,
showing that this simple model is able to isolate the specific origin of the different couplings.
We show how, by wisely designing the experimental conditions, it is furthermore possible to
observe dark/weak modes as coupling peaks, displacements among energy potential surfaces
with their signs and signatures of harmonic mode mixing in the excited states beyond the
linearly displaced approximation.

6.1 Multidimensional spectroscopies of vibronic interac-
tions

Many of the mechanisms underlying biochemical and physical reactions reside on the in-
terplay between different vibrational and electronic degrees of freedom [182-184]. Ultrafast
spectroscopy aims at studying these properties by means of ad hoc sequences of laser pulses
to photoexcite and subsequently probe the induced modifications over the relevant timescales,
ranging in the ps and fs domain. Different pulse schemes and strategies have been developed
over the years to access these temporal realms, using various combinations of wavelengths and
durations. However, the vibronic properties are still challenging to track especially on the elec-
tronically excited states. Besides lacking sufficient temporal resolution, linear vibrational tech-
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niques, such as IR and spontaneous Raman spectroscopy, cannot induce vibrational coherences
on the excited states. On the other hand, visible and UV pulses are needed to exploit resonance
enhancement and access the excited states in biological systems, but UV-visible absorption
spectroscopy usually lacks the required structural sensitivity and, as a consequence, vibronic
signatures are overwhelmed by multiple overlapping contributions. Nonlinear multidimensional
techniques can cope with such demanding constraints and disentangle congested spectra, at
the price of spreading spectral information over different dimensions [46, 185]. Infrared and
UV /visible 2D spectroscopies have been demonstrated to be powerful and complimentary tools
to gain quantitative information on ground state vibrational correlation and electronic couplings,
respectively, tackling conformation and structural changes, system-bath fluctuations and energy
transfer in biological systems [48, 186-189]. 2D electronic spectroscopy, for instance, is able
to achieve femtosecond temporal resolution and show signature of electronic couplings but the
structural information is hidden inside the lineshape. For these reasons, novel nonlinear and
multidimensional schemes have been proposed in which IR and visible pulses are combined to
excite electronic and vibrational resonances during different time intervals [49, 190-193] and
recently, a new experimental paradigm has been realized to probe fourth-order correlations by
means of the combination of resonant and non resonant pulses [54, 194].

Within such context, multidimensional coherent Raman spectroscopy has been advanced as an
ideal candidate to directly address vibronic correlations in time and frequency domains [99,
195-197]. Raman scattering benefits from the ability of probing the full vibrational manifold
of interest. Additionally, with respect to IR, it allows for resonance enhancements of specific
chromophore signatures and opens the possibility to comprehensively investigate vibrational en-
ergy flow through a molecule during reactive transformations without the need to rely only on
a few selected marker bands. This makes multidimensional Raman particularly attractive for
the study of light-induced processes, such as vibrational energy redistribution following Franck-
Condon (FC) photo-excitation as well as shining light on non-adiabatic crossing mechanisms
with unprecedented structural clarity [198].

In particular, ISRS provides several advantages with respect to frequency domain Raman tech-
niques for the detection of mode correlations [39, 120, 168, 199], especially for low frequency
vibrations, being free from elastic scattering and background noise. Its two dimensional exten-
sion, 2D ISRS, has been initially theoretically proposed [42] and realized in both non resonant
[200, 201] and resonant [202-204] versions to study ground state intramolecular vibrational
anharmonicities, nonlinear corrections to the molecular polarizability, product-reactant correla-
tions and solvation dynamics, up to the recent realization of single pulse 2D spectroscopy by
means of appropriately shaped light [53].

Critically, electronic resonances can be applied to the study of the excited state of a molecule
undergoing an ultrafast reaction. To this aim, we introduced a doubly resonant scheme for 2D
ISRS and deciphered the nonlinear response by developing a method to read out the properties
of vibronic coupling and enabling the mapping of multidimensional Potential Energy Surfaces
(PES) from the intensities and positions of diagonal and out-of-diagonal peaks in the 2D spec-
tra. Wisely tuning the optical wavelengths to match static and transient electronic resonances
allows to isolate contributions from excited state PES. The resonant conditions have two main
consequences, beside enhancing the Raman cross section. Firstly, vibrational coherences can be
stimulated selectively in a specific excited electronic state, depending on the probed spectral
region. Secondly, the harmonic fifth order response, vanishing in the off resonant regime, is
accessible when pulses are tuned resonant with the electronic transitions.

6.2 Concepts of resonant 2D Impulsive Stimulated Raman
Spectroscopy
The 2D ISRS pulses scheme is presented in Figure 6.1 (panel a) along with a sketch illustrat-

ing the working principle of the technique (panel b). A frequency tunable Actinic pump pulse &,
resonant with the ground state absorption Sy-S; promotes the system to an excited electronic
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state S1, in which vibrational coherences are generated owing to the large pulse bandwidth.
After a time delay T;, a Raman pulse £,, resonant with the excited state absorption S-S,
induces additional vibrational coherences. Finally, after a delay Ts, a spectrally resolved WLC
probe pulse records the temporal evolution of the vibrational coherences in the form of transient
absorption spectra. Accordingly, the signal depends on both the tunable delays, T and Ts,
and on the dispersed probe wavelength. The induced nonlinear polarization oscillates during T
and Ty, with the frequencies of the photo-activated Raman modes, modulating the transmitted
broadband probe pulse. As a result, Raman features, obtained by a 2D Fourier transform along
Ty and T, are associated with the correlations between different modes, which give rise to cross
and combination peaks.
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Figure 6.1: Concepts of 2D ISRS: (a) Pulse sequence used for the experiment and (b) Energy
ladder scheme illustrating an example of signal generation. The Actinic pump pulse (blue)
promotes the system to an excited electronic state Si, in which vibrational coherences are
impulsively generated and oscillate with the characteristic parameters of vibrations A and B.
After a tunable delay T4, the Raman pulse (orange), resonant with S,,, impulsively stimulates a
different coherence, only associated with mode A. Lastly, after T, the interaction between the
two vibrational coherences is recorded by the Probe pulse.

Tuning the resonance conditions of each pulse with different excited state transitions and
averaging over different spectral regions of the probe increases the signal to noise ratio and
critically selects the potential energy surface on which the vibrational coherences are created.
In particular, averaging probe wavelengths over the stimulated emission isolates the vibronic
response pertaining to the S; state.

For each probe wavelength, the 2D Raman maps were generated by extracting the oscillatory
part along T for every recorded time point along T4, giving the signal S(T},T3), which is sub-
sequently 2D-fast Fourier transformed to yield the 2D ISRS map S(1,3). As a consequence
of two dimensional Fourier transformation, 2D ISRS spectra depend on both positive and neg-
ative frequencies, as opposed to the one dimensional equivalent in which they carry the same
information. Specifically, the 2D Fourier transform of a real time-domain signal is symmetric
with respect to the inversion of the I-III and II-IV spectral quadrants, associated with signal
components having the same and the opposite signs along the two frequency axes, respectively.
Therefore, we folded the maps as shown in Fig. 6.2.

Notably, since the Raman pulse must necessarily interact with a molecule previously excited by
the Actinic pulse in order to contribute to the 2D ISRS signal, this technique is free from lower
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order background involving cascades between two different molecules that generally hinder fifth
order spectroscopies [205-208]. Thus, in our realization, 2D ISRS probes genuine fifth order
effects.
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Figure 6.2: 2D maps generation routine: S(77,7%) is obtained removing the exponential dy-
namics along 75 to isolate the oscillating component and repeating for each 77;. Then the
time-time map is Fourier transformed by means of a 2D FFT algorithm and the obtained
frequency-frequency maps S(€1,22) are folded and smoothed with a two dimensional filter to
further suppress the residual baseline and increase signal-to-noise ratio. Finally, after repeating
this routine for each recorded dispersed wavelength, the S(€;, ) signal is averaged over the
selected probe spectral region,

6.2.1 Derivation of the signal

The interpretation of 2D ISRS spectra is hampered by the fact that similar spectral features
may arise from different and concurring physical processes. Thus, the rich variety of structural
information contained in these measurements can only be extracted by a careful modelling. To
achieve this, we derived the 2D ISRS signal using the perturbative density matrix framework
presented in Chapter 2. Since the 2D ISRS process requires that each of the three pulses induces
a Raman transition in the sample, two interactions with each pulse are needed. Thus, 2D ISRS
signals originate from the fifth-order terms of the nonlinear polarization P("™). We considered,
as a reference model, the three electronic level system with a ground and two excited electronic
states, Sy, S1 and S, depicted in Fig. 6.1b, with the associated vibrational manifolds. In the
semiclassical theory, 2D ISRS processes are described by the Hamiltonian

H=Hy+H (6.1)

where Hy is the free molecule and H’ is the interaction term. In the dipole approximation, H’
is the Power-Zienau radiation-matter interaction Hamiltonian

H'(t) =V -E*(t) + cc. (6.2)
where V is the dipole operator and £ the positive frequency component of the total field

E(r,t) = Zfi’j(t —~Tj)e™™ + ce. (6.3)
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The summation runs over the spectral modes of the field which consists in the three delayed
pulses described above: the Actinic pump &, resonant with the ground state absorption Sy-S1,
the Raman pulse &,, resonant with the excited state absorption 5;-5, and a the broadband
continuum probe &, resonant with the excited state emission from S;. The probing protocols
consists in the spectrally resolved detection of the broadband &£. We considered well separated
pulses, with delays 77, between the &, and &,, and 15, between &, and &, greater than the
pulses temporal envelopes.

In the frequency dispersed heterodyne detection, the signal is given by the interferometric trans-
mission of the field &£, which acts as a local oscillator:

+00 3 t 7y’ ’
Sw.T1,Tp) = S & (w)P(w, T1,Ty) = ss;‘(w)/ dt ' Ty {Ve_h Joo LT

— 00
(6.4)
= (V(t)) = Tr[Vp(t)] represents the nonlinear polarization induced by the interactions
and the Liouville superoperator H” = [H', -] acts on the equilibrium density matrix p(—o0) in

the interaction picture, as detailed in Chapter 2. The 2D ISRS signal is obtained expanding the
exponential in eq. 6.4 to the fifth order in field matter interaction and the expression depends
on the delays 77 and T» and on the dispersed frequency w.

The total polarization in 6.4 is calculated by means of diagrammatic techniques. The pulse
scheme and the detection geometry reduce the number of relevant Feynman diagrams needed to
describe the signal to the eight shown in Fig. 6.3, since other processes are suppressed by the
resonance conditions. For diagrams i-iv we obtain

(5) 7/ 5 oo ot t ts tq ts to

T, .T5) =< —— it o e
S (w, 1, 2) Y ( h) /_oodte 55 (w) /_OO /_OO /_OO /_OC /_Oodtg) dtl (65)
Ea(t1)Ey (t2)Ep(ts — T1)E (ta — T1)Es(ts — To — T1) F(t, 1,2, t3, 1, t5)

The matter correlation function F is obtained from the Feynman paths:

F = [F; + Fi; + Fiii + Fi) (6.6)
where
F; = <VG (t —ts)VIG(ts — t))VG(ty — t3)VIG(ts — t)VG(ty — tl)VT> (6.7a)
Fy = <VG t—ts)ViG(ts — ta)VIG(ty — t3)VG(ts — t2)VG(ts — tl)vT> (6.7b)
Fii = <VG (t—ts)VIG(ts — t)VG(ty — t3)VIG(ts — ta)VIG(ts — tl)V> (6.7¢)
Fip = <VG(t VTGt — t)VIG(ts — 1)V Gty — t2)V Gt — tl)V> (6.7d)

G is the retarded Green function in the time domain
G(t, _ t//) _ G(t/ _ t//)efiHo(t’ft”) (6.8)

Similarly, signal expressions for diagrams v — viii can be obtained. In this case, since the last
interaction is an absorption of &, the heterodyne detected signal is

SOV w, Ty, Ty) = =S E(W) PO (—w, T1, Th) = —S / e (w) PO (t, Ty, Ty) (6.9)
and the related correlation functions read:
- <VTG(t —t)VG(ts — t)VG(ts — t3)VIG(ts — t2)V Gt — tl)VT> (6.10a)
Fpi = <VTG (t — t5)VG(ts — t)VIG(ts — t3)VG(ts — t2)VC(ts — tl)VT> (6.10b)
Foi = <VTG (t — t5)VG(ts — t)VG(ty — t3)VIG(ts — ta)VIG(ts — tl)V> (6.10¢)
Foiii <VTG (t —t5)VG(ts — ta)VIG(ty — t3)VG(t3 — t2)VIG(ts — tl)V> (6.10d)
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The brakets in the expressions 6.7 and 6.10 can be solved expanding the signal as a sum over
states (SoS) corresponding to the eigenfunctions of Hy. Since the pulses are well separated, it
is possible to extend the integration over ts and ¢4 to 400, obtaining two delta functions that
are used to break up the multiple integration. Then, the total signal can be expressed as

SO (w, Ty, Tp) = 85 (w, Ty, Ty) + SO, (w, Ty, Ty) (6.11)

where in S(()‘Zl and Séi)en we gathered the contributions from even and odd numbered diagrams
of Fig. 6.3
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where @;; = w; —w; —il';; and p,; is the matrix element of the dipole operator V. The weighted
pulse spectral densities Wy, for k = a, p are defined as

Ep (W' + wi) £ (W)
2(&], + (:)2)

,ufe’//JZ”f W (Wererrs @ef — Weer) Ne’g,u:g [Wa(wee’»@ee/ — Weg) — Wa(Weer, d}ge’)} e

(6.14)

Wk(wl,&}g) = /dw’

and rule the resonant bandwidth accessible by the finite widths of the Actinic and Raman pulse.
The subscripts e, €/, €’ run over the vibrational levels of S;, while f and g,¢’ over those of
S,, and Sy, respectively. At room temperature, modes above a few hundreds cm™! are initially
populated only in the vibrational ground state, i.e. g in eq. 6.12 and 6.13 is fixed. In general, the
initial thermal population is ruled by the Boltzmann factor K (g) that depends on temperature.
We note that due to the symmetries of the diagrams only four of the eight terms need to be
calculated. Indeed, diagrams in the pairs i-viii, ii-vii, i9i-vi and iv-v can be obtained one
from the other changing the side and reversing the arrows of the first four interactions, giving
opposite and conjugates responses. Since the heterodyne detection is sensitive to the imaginary
part, expressions in eq. 6.12 and 6.13 are equivalent. However, combining the diagrams in this
way has the advantage that the integral in the weighted pulse spectral density of &£, needs to be
evaluated only once: W, (werre, Derrer —@fer) OF Woy(Wererr, e f — Weer ) for odd and even numbered
diagrams, respectively.

Finally, a Fourier transformation over the two delays and the integration on w lead to the 2D
frequency correlation map:

+oo +o0 ) )
SOy, Q) = / dw / ATy dTe*n T+ gO) () Ty Ty) (6.15)
— 0o —0oQ

We note that, for a given combination of the dummy SoS indexes in eq. 6.12, each diagram
contributes to the signal via a product of two weighted pulse spectral densities, ruled by the
spectral widths of the Actinic and Raman pulse, a function of w, related to the transition induced
by the probe pulse and a complex exponential function of the delays T and 75 that selects the
position of the associated peak in the 2D spectrum.

Using a WLC probe, the effective domain of integration over w in eq. 6.15 is restricted by the
bandwidth of the pulse (w). In our experimental implementation, the measurement is spec-
trally resolved in w, a selective average over specific spectral region can be exploited to isolate
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the resonant contributions from the stimulated emission or the excited state absorption of the
system.

In the SoS picture, the signal is determined by contributions of different pathways in the Li-
ouville space, corresponding to the different permutation of the SoS indexes. In this way, the
contribution of selected modes to the signal can be easily isolated, additionally giving the ad-
vantage to speed up the calculations by removing the contributions to unobserved region of the
spectrum. In particular, in the simulations, we did not include the contributions to the signal
laying on one of the two axes, originating from pathways in which populations instead of coher-
ences evolve during 717 or T3, since they provide the same information of third order techniques
and are suppressed by the experimental analysis routine.
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Figure 6.3: Double sided Feynman diagrams contributing to the 2D ISRS signal averaged in the
SE region of the probe pulse.

6.2.2 The harmonic model of the molecular Hamiltonian

In the derivation presented in the previous section, the 2D ISRS signal depends parametri-
cally on the frequencies w; and lifetimes 7; of the modes and the dipole matrix elements f;;,
in a way determined by the choice of the molecular Hamiltonian Hy. As Hj is selected, these
quantities can be computed fitting the experimental observations within the chosen model.
Here, we assume the harmonic oscillator (HO) approximation for Hy, in which the vibrational
manifold associated to each electronic state can be depicted as a n-dimensional parabola, being
n the number of normal modes of the sample. Hj is then given by a collection of harmonic
oscillators (HO):

2 2 2
Hy=Y_ =HEC with HYO =" QTV + oy (Qu, 5 Qo) (6.16)
7=0 vj
where v; runs over the vibrational manifold of S; and @,; and Qq,, are the corresponding
mass-weighted normal coordinate and equilibrium position, i.e. Q@ = v/ M@, being Q the non-
weighted coordinate. It is worth stressing that deviations from the harmonic regime manifest
themselves mainly in off-resonance conditions, when the harmonic contribution vanishes, allow-
ing to pinpoint the otherwise smaller contribution of single and multimode anharmonicities and
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polarizability nonlinearities [200]. Conversely, under resonant conditions, the harmonic response
is dominant. Nevertheless, single and multimode anharmonicities can be simply included in the
molecular Hamiltonian H, perturbatively.

Within the Born-Oppenheimer approximation, the dipole matrix element relative to the vibronic
transition {S,v} — {S’,v'} reads

psuis v = (V(Q) wsis(Q) [v(Q)) (6.17)

where S,v, @ are the initial electronic state, vibrational eigenfunction and normal mode coordi-
nate involved in the transition, the primed symbols refer to the corresponding values in the final
state, and pg.s is the electronic transition dipole. Since an analytical expression for pg/.s(Q) is
generally not available, the electronic dipole is usually expanded in Taylor series of @); around
the initial state equilibrium geometry, described by the coordinates Qy;

3#5/ S
0Q;

ps;s(Q) = pss(Qo) + Z (Qi — Qui) + 0(Q%) (6.18)
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Figure 6.4: Franck-Condon progression in the harmonic model for different values of the PES
displacement. (a) For non-displaced potentials, the only FC component different from zero is
relative to the 0 — 0 transition. (b) For a small displacement, 0 — 0 remains the stronger
component of the progression but weak transitions to the closest overtones are also possible. (c)
Further increasing the displacement, transitions to higher overtones become dominant and the
center of the FC distribution shifts.

In the Condon approximation, only the constant 0" order term is retained, obtaining
ps:s(Q) =~ ps.s(Qo) [62]. Since this term does not depend on the vibrational state, it is the
same for all the pathways in (6.13)-(6.12) and can be simply included as a common multiply-
ing factor. The linear term is the Herzberg-Teller correction [209], which accounts for different
electronic levels mixing and intensity borrowing. Considering resonance transitions, the Con-
don term is usually dominating while it is vanishing off the resonance. Near the resonance
conditions, both the term could contribute to the Raman cross section with a relative weight
depending on the system. Since we are considering resonant transitions, we will work under
the Condon approximation. Consequently, the relative intensities of different features in the 2D
ISRS spectra are ruled by the overlap of ground and excited state vibrational wavefunctions:
po . = (V(Q)|v(Q)). Generally, either the overlap integral or its squared value is denoted as
the Franck-Condon (FC) factors and we will follow the first convention. The extension to higher
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order transition integrals can be easily included in the model including in the calculation the
general expression for pgr.g. Analytic expression for both the FC and Herzberg-Teller terms in
the HO are derived in the appendix on page 103.
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Figure 6.5: Coupling between a non-displaced mode at 730 cm~' and a displaced spectator
at 250 cm™' : when 6p # 0, mode mixing switches on the FC inactive mode. The effect
become higher as the displacement of the spectator increases, as shown by the red and blue lines
corresponding to the two scenarios sketched on the right. The FC factor is indicated by the
notation ug%, in which a,b refer to the quantum numbers of the two modes in the initial state
and «,( are the corresponding values in the final state.

The simple picture presented so far is complicated in real case scenarios by mode mixing.
Because of the many modes that typically populate a vibration manifold, the resulting wave-
function lives in a multidimensional landscape and the normal modes of the ground and excited
states are not in general identical. Consequently, calculating FC factors requires a multidimen-
sional integration, which takes into account the rotation of the coordinate system in the excited
state, namely the Duschinsky effect, and the changes in the vibrational frequencies [210-213].
The Duschinsky effect arises when two electronic states possess different equilibrium geometries
for which the corresponding normal modes are nonparallel. This case can be treated by means
of the transformation

Q =JQ+D (6.19)

where the primed variables are those of the excited states, .J is the orthogonal Duschinsky matrix
and D is the vector of displacements. Thus, in general, the HO overlap integrals read

o) = [ dqiQ’ v(@u (@) (6.20)
being v, the HO eigenfunction relative to the mode v
0@ = [[(L i, ([ Qued (6:21)
v : Vz'ﬁ Vi A % .

Considering pair of modes, the changes in the normal coordinate system upon accessing the
resonant state can be summarized as a displacement d, a distortion and a rotation by the
Duschinsky angle 8p between the associated two-dimensional PES of the initial and final elec-
tronic states, reflecting different equilibrium position, force constants and vibrational mixing in
the molecule, respectively. If J is the identity operator, the total wavefunction is the product of
uncorrelated single mode linearly displaced harmonic oscillators (LDHO), whose excited state
PES are displaced along the normal mode coordinate with respect to the ground state potential.
The FC factors in the linearly LDHO are simply calculated by the overlap of the single mode
wavefunctions:

') = [T o) (6:22)

,J
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The effect of each displacement d; along the mode w; is to enhance or suppress a given component
of the FC progression relative of that mode, gradually shifting the maximum from the 0 — 0
transition to higher overtones, as depicted by the sketch in Fig. 6.4.
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Figure 6.6: The effect the coupling of a low frequency spectator to a 1147 cm~! mode: the
dependence of the fundamental (blue line) and overtone (red line) transitions of the 1147 cm™?
mode on the Duschinsky angle 6 between the two modes brings to the inversion of the sign and
to zeroes in the corresponding FC factors. The three bottom panels represent three different
values of the observed mode displacement, keeping the spectator displacement constant, as
sketched by the parabola in the top panels.

If J # I the FC integrals are not separable since normal coordinates mix in the excited state.
The effect of the Duschinsky rotation has been detected in linear spectroscopies, in particular
resonance Raman and hyper-Raman [214, 215], but since the information collapses on the unique
available dimension, the obtained parameters are highly correlated.

In 2D ISRS, mode mixing affects the relative intensity between off diagonal peaks, enabling FC
transitions even if the relative displacement is zero. Thus, even if along some direction @); the
excited state is not displaced, the transition 0 — n with n # 0 can be strong, if the mode is
coupled to a displaced one. This is illustrated in Fig. 6.5, in which we report the FC factor
0 — 1 for a non-displaced mode at 730 cm ™! coupled to a spectator FC active mode at 250
em~! not involved in the transition. In absence of mode mixing (6p = 0°) the FC factors vanish
independently of the displacement of the spectator mode, as expected. On the contrary, as 0p
is changed, the FC activity of the 730 cm™' mode is switched on by the Duschinsky effect and
the value of the overlap integral starts oscillating. The amplitude of the oscillations depends on
the displacement of the spectator mode.

In a similar way, the FC activity of a displaced mode can decrease due to the coupling to other
modes. To show this, we consider a 1147 cm ™! coupled to a displaced low frequency spectator
mode at 80 cm~! , changing the displacement of the observed mode. The FC factors relative to
the fundamental 0 — 1 and overtone 0 — 2 transitions of the observed 1147 cm~! mode as a
function of its displacement are reported by the blue and red lines in Fig. 6.6. In the left panel,
at fp = 0°, due to the small displacement of the observed mode, only the fundamental transition
is active. As fp increases, the fundamental FC factor decreases in magnitude, while the one
relative to the overtone increases, resulting in a structured dependence of the FC factors on the
angle 0p. This includes the changes of the FC factors signs and, consequently, values of 8p for
which they vanish. In general, the position of the zeroes depends on the displacements of both
the observed and spectator modes, as sketched by the central and right panels, and, loosely, on
their frequencies. We stress that in absence of mixing, the magnitude of the FC factors of the
fundamental and overtone transitions are comparable unless the displacement is enough small
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to suppress the overtone. The opposite situation, in which the overtone is dominating and the
fundamental is negligible, is only possible in presence of mode mixing.

6.3 Assigning the origin of the 2D ISRS peaks in the har-
monic model

To understand how the structural information is carried by 2D ISRS maps, we first consider
a Linearly Displaced Harmonic Oscillator (LDHO) model with two vibrational modes w; and
wy, organized in three electronic manifolds. Then we introduce mode mixing in the same model
and analyze how the 2D ISRS maps are modified by the nonlinear vibronic interaction.

6.3.1 Linearly Displaced Harmonic model

Within a three electronic states system, two displacements per vibrational mode are needed
to determine the 2D spectra. Considering two vibrations, with frequencies w; and wy,, the signal
depends on four parameters, i.e. the displacements between the electronic surfaces along each
vibrational cut, dj”* and dj"'. Tt follows from the expressions of the FC integrals what is the
role of each parameter: di # 0 enables the FC activity of the mode i that can be consequently
excited by the Actinic pulse and probed by the WLC as a diagonal peak in the map; in order to
observe combination peaks both d; and ds of the involved modes have to be different from zero.

(a) (b)
E s,\_J E Sa |

/

e
o

+_-_-

\
S\

_(_
N

AN
So- sp
1 d3
>

Q Q;

Figure 6.7: Different energy landscapes probed by the Actinic pulse (panel a) and the Raman
and Probe pair (panel b). In the dynamic LDHO, even if three electronic energy potentials
are involved, three different displacements among them have to be considered, since d; can be
different from ds, due to the relaxation of the molecule out of the FC region.

In real systems, excited state dynamics often modifies this simple scenario, even in the case
of the LDHO model. For example, in case of dynamic shifts of the vibrational frequencies, due
to the coupling to a thermal bath, peaks are asymmetrically broadened with respect to the
diagonal [124, 202]. Here we consider a different situation in which the dynamics is exhausted
within the finite duration of the femtosecond pulses. In this case, the displacement probed by
the Actinic pulse is different to that probed by the Raman and probe pair as shown by Fig. 6.7
and three displacements per mode are required to appropriately describe the 2D ISRS spectra.
Consequently, 2D ISRS is sensitive to a dynamics which is too fast to be resolved as a shift in the
Raman peaks and does not modify the frequencies of the modes but only the dipoles. Specifically,
a common situation is that upon photoexcitation by the Actinic pulse, the minimum of the
harmonic potential of the excited state S is shifted from the initial value corresponding to S§'¢
to a new value corresponding to a potential S7, and we refer to this scenario as dynamic LDHO.
This model corresponds also to the situation in which four electronic states are considered.
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Figure 6.8: 2D ISRS response of the harmonic model for a two modes system wj, = 730 cm~!
and w; = 250 em~! . (a) Simulation for the LDHO considering three different choices of the
displacement set, in which two of the six parameters are set to zero: left panel shows diagonal
peaks obtained for d%, d5 = 0 and the other parameters different from zero; the central panel
shows two cross peaks at 1y = +w;, 5 = wy obtained by switching off d{‘ and dé; in the
right panel, the only vanishing displacements are d and d%, which lead to a diagonal peak
at w; and two combination bands at Q1 = wp, & w; and Q9 = wy,. Red (blue) horizontal and
vertical lines highlight the w; (wp) frequency. The values of the non-zero displacements are all
set to 0.05amuz A for do and 0.01 amuz A for dy and ds. (b) Simulation in presence of mode
mixing: the same model considered in (a) has been extended including a Duschinsky rotation
of p = 30° between S7 and S1’. In the right panel, the ground (blue) and excited state (red)
PES in the parallel and rotated cases simulated in (a) and (b) are sketched. The displacements
are summarized on the top of the figure: red (blue) ds represent non-zero displacements along
the low (high) frequency mode. Grey ds indicate non-displaced coordinates.

Notably, at odd with the simple picture holding for the static two mode LDHO described
above, off diagonal peaks are possible even if d; or d3 are vanishing for one of the modes. This
is shown in Fig. 6.8a, in which we present the simulated 2D ISRS signal of the dynamic LDHO
depending on three displacements for the three typical contributions that may appear in the
2D maps: diagonal peaks at (w;, w;), cross peaks at (+w;, ftw;) and combination peaks at
(wi £ wj, w;). The choices of the displacements are specified in the caption and summarized
by the color scheme on the top of the figure: displacements different from zero along the high
and low frequency coordinate are highlighted by blue and red ds, respectively. The dominant
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Liouville pathways contributing to these peculiar features are:

100) (00| — [01) (00| — [01) (00| — |00) (00| (6.232)
100) (00| — [11) (00| — [01) (00| — |00) (00| (6.23b)
100) (00| — [01) (01| — |01) (00| — |00) (00| (6.23¢)
00) (00] — [01) (00| — |10) (00| — |00) (00| (6.23d)

where |hl) (I h| represents the state of the density matrix with the corresponding occupational
number for modes w; and wy, and each arrow is the interaction with a field. These pathways offer
an overview of the origin of the peaks in 2D ISRS maps: eq. 6.23a corresponds to a diagonal
peak at wy, eq. 6.23b-c to combination peaks at the sum and difference frequencies along the y
axis (1 = w; £ wp, Q2 =w;), and eq. 6.23d to a cross peak with Q; = w; and Qo = wp,.

6.3.2 Mode Mixing

Building on the 2D ISRS signal of eq. 6.12 and the simulations, we can summarize the
effect of the three displacements in the dynamic LDHO as follows. The condition df, d} # 0
is necessary for a diagonal peak at w;. A cross peak between w; and wy indicates that the
displacement dy is non-vanishing and comparable for the two modes. A combination peak at
(wi £w,, w;) implies not vanishing and comparable dy or ds for the two modes, if the combination
frequency is along €1 or €2, respectively, and d% # 0 . Mode mixing complicates this scenario,
correlating the FC activity along different vibrational modes because the corresponding excited
and ground state normal modes are not orthogonal. In Fig. 6.8b we report the effect of mode
mixing. We simulated the 2D ISRS maps for the same values of the displacements used in the
panel a, additionally imposing a rotation of §p = 30" between the normal modes of S{'¢ and
S

As can be seen from the simulations, diagonal peaks are loosely affected by the mode mixing.
On the contrary, the Duschinsky effect causes the appearance of a new combination band in the
central panel, without affecting the intensity of the cross peaks, while leads to the cancellation
of the combination bands in the right panel. Additionally, the effect of the overtone of the w;
mode is visible as a new weak feature at (23 = —500, Q2 = 500), in line with the mechanism
described in Fig. 6.6.

In general, all these processes contribute to the total signal, with weights depending on the
relative magnitude and signs of the displacements. Since the signal emission requires that the
final state of the density matrix is diagonal, we stress that an off diagonal peak requires at least
one two-photon process, in which two quantum numbers in the density matrix are changed by
the same pulse. For the off diagonal peaks analyzed above, this process is mediated by the
Raman, Actinic and the probe pulses, respectively. Even if in general more than two vibra-
tional modes exist in real molecular system, correlation between multiple modes are negligible
in the limit of small displacements because they imply multiple two-photon processes. Thus,
the scheme we built for the two modes LDHO can be applied to multimode systems, considering
all the possible pairs of modes.

Finally, we note that since resonant 2D ISRS explores three different electronic surfaces, it is
sensitive to the sign of displacements, a key advantage over lower order one dimensional tech-
niques. Indeed, if only two electronic states are probed (for instance Sy and S), the Raman
signal is totally symmetric with respect to an excited state S; displaced by the same amount to
the right or to the left of Sy. This happens because, even if transitions with an odd difference
of quantum numbers in the initial and final states scales linearly with the displacement, the
FC factor is squared since two transitions between the same states are required to go back to a
diagonal state of the density matrix. Probing an additional excited state breaks this symmetry.
Even if the same line of reasoning applies when all the displacements are to the right or all to
the left, a different sign of Sp-57 and S1-.5,, will change the spectrum. With linear and also third
order techniques, resonances between two electronic states are usually probed, while resonant
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2D ISRS is conceived specifically to probe three excited PES at the same time.

6.4 Excited-State Two-Dimensional Raman Spectroscopy
on Green Fluorescent Protein

In this section, we report the resonant 2D ISRS spectra of wild type Green fluorescent
protein (GFP) measured during the early stages of its photodynamics. GFP is a prototypical
dye molecule widely used in the bioimaging community as a gene expression and protein target
in living cells and organisms. GFP was first extracted [216] from the bioluminescent jellyfish
Aequorea Victoria in 1962 and then expressed in other organisms [217] and genetically modified
covering many color variants [180, 218]. This opened to the possibility to look inside a cell in
vivo for the first time, motivating the 2008 Nobel prize to Osamu Shimomura, Martin Chalfie
and Roger Tsien. Since then, green fluorescent proteins have been used in an extremely broad
range of applications from superesolution microscopy [219] to the recently proposed usage as a
source for polarization-entangled photon states [220]. The photochemical characteristics of GFP
arise largely from the protein environment, which inhibits deactivation pathways dominating in
the isolated chromophore, namely p-hydroxybenzylideneimidazolinone (HBDI). In particular, it
provides the specific H-bonding channel that is functional for an Excited State Proton Transfer
(ESPT) reaction, which leads to the bright luminescence from the deprotonated state of GFP
instead of the radiationless decay of HDMI. [221]. Under physiological conditions, the GFP
chromophore exists predominantly in a neutral, protonated A form, shown by the grey structure
in Fig. 6.9. Photoexcitation at ~ 397 nm promotes the GFP chromophore to the first excited
state, A* (blue structure in the figure), which subsequently undergoes the ESPT of the phenolic
proton from chromophore’s Tyr 66 to Glu 222, across an hydrogen bonding network. Within
picoseconds, this reaction yields the highly fluorescent, deprotonated I* form, corresponding to
the green structure, which decays radiatively in nanoseconds. Finally, re-protonation occurs on
a time scale that vary from hundreds of picoseconds in water to nanoseconds in D3O, due to
the high kinetic isotope effect [222].
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Figure 6.9: Photodynamics of wild type Green Fluorescent Protein. Photoexcitation of the
neutral chromophore at 400 nm prepares A* which decays with biexponential rates of 4 and 12
ps to the fluorescently active deprotonated I* . On the left, a photo of Aquorea Victoria jellyfish
from which the GFP has been isolated [223].

Lately, spectroscopic investigations reported hints of mode mixing and non-Condon effects
in fluorescent protein and GFP in particular, suggested by the energy shift between the one and
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two photon absorption profiles [224, 225]. Clearly, the effects of mode mixing and higher order
couplings, as the Herzberg-Teller, are difficult to isolate in one dimensional spectroscopies in
which all the contributions are overlapped on the same dimension. From another point of view,
recent femtosecond stimulated Raman measurements on GFP in both frequency and time domain
focused on the role of low frequency vibrational motion on the excited state during the ESPT
reaction. Fang et al. measured the FSRS spectra of GFP in water and observed a low-frequency
(125 ecm™!) modulation of the C-O (phenol) and C=N (imidazole) stretching vibrations during
ESPT, assigned to an out-of-plane skeletal mode crucially promoting the reaction [226]. In
a more recent study [99], the same low-frequency coupling ( 104 cm~!) was tracked in time
domain with the phenol C-H stretching vibration but, interestingly, marker bands at the early
time production of I* form did not show similar modulation, suggesting that the low frequency
mode does not impact the reaction. While the two studies disagree on the importance of this
coupling for the ESPT, both attribute the observation of oscillatory modulation of the excited
state Raman spectrum to anharmonic vibrational coupling. Conversely, related studies on other
molecules suggest that anharmonic couplings are challenging to isolate in such experiments due
to competitive lower order processes [207]. In addition, it is not always possible to extract
unambiguous and quantitative parameters from data analysis because this depends from the
anharmonic term included in the reference model.

These factors motivate the need for a clear interpretation of vibronic mode correlations in GFP.
To this aim, we performed 2D ISRS on the wild-type GFP in water.

6.4.1 Experimental results

In Figure 6.10 we report the experimental characterization of wt-GFP. The ESPT proceeds
with a large Stokes shift (5440 cm~!) and the corresponding transient absorption spectrum after
1 ps from photoexcitation at 397 nm shows a stimulated emission band at 509 nm, corresponding
to its well known fluorescent emission, as well as a broad photo-induced absorption band at
higher wavelengths, centered at 720 nm, as shown by the traces in Fig. 6.10a and the transient
absorption map in Fig. 6.11a.
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Figure 6.10: Experimental characterization of GFP. (a) Absorption spectrum (grey) and tran-
sient absorption spectrum at 1 ps (green) are shown with the employed Actinic and Raman pulse
spectra (blue and orange). (b) FC (blue) and A* Fourier amplitude spectra (orange) binned
in T; to 300 fs to average out any effect of oscillatory modulations. Spectra were averaged
in the probed spectral region between 575 and 615 nm and coherent oscillations were Fourier
transformed after 536 fs for 1 ps. Actinic pulse: 15 fs, 400 nm. Raman pulse: 9 fs, 800 nm.

We measured 1D and 2D ISRS of the wild-type GFP in water using a 15 fs Actinic and a 9
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fs Raman pulse, whose spectral envelopes are shown in 6.10b and follow the resonant strategy
previously described. Specifically, the three non-collinear ultrashort beams used for 2D ISRS
have been synthesized from a common mode-locked laser source via two noncollinear optical
parametric amplifiers (NOPAs): the first produces a 400 nm actinic pump, resonant with the
ground-state absorption of the sample. The 800 nm output of the second NOPA was compressed
and used as Raman pulse. A pulse energy of about 160 nJ was employed in order to keep two-
photon absorption from the ground-state molecules below the 1%. The probe pulse has been
synthesized via supercontinuum generation, focusing a portion of the fundamental into a sapphire
plate. A triple-chopping scheme has been applied to remove lower order contributions to the
signal. Measurements have been conducted by the Kukura’s group in Oxford and additional
details on the setup used for these measurements can be found in [40]. Critically, sampling delays
of 1 ps on both dimensions, we focused on the faster relaxation that precedes ESPT, occurring
on a longer timescale (6 ps). In Fig. 6.10b we report the preliminary one dimensional FC
spectrum (blue area) obtained in absence of the Raman pulse together with the corresponding
A* excited-state Raman spectrum (orange area) averaged over 300 fs along T;. We observe that
the position of Raman bands up to ~# 1200 cm™! are not altered by the FC relaxation on A*.
This is in line with previous observations suggesting that the proton motion, leading to product
formation, is not a dominant part in the GFP subpicosecond dynamics [226].
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Figure 6.11: TA (a) and 2D ISRS (b) measurements on GFP in different resonance conditions
of the probe pulse. The left and right panels in (b) have been obtained averaging the spec-
trally resolved maps over the SE (520-580 nm) and ESA (620-680 nm) region of the sample,
respectively.

Resonant 2D ISRS maps averaged over the stimulated emission (SE) and excited state ab-
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sorption (ESA) spectral region of the dispersed probe pulse are shown in Fig. 6.11b. As already
emphasized, we focus on the SE averaged map, since it selectively reports on vibronic correla-
tions laying on the A* (which we refer to as S; to be consistent with the previous section). In
case of ESA resonances, additional diagrams have to be considered to account for vibrational
coherences generated on the S, excited state.

In particular, the highest signal to noise ration has been achieved for the probe region
between 575 and 615 nm and the corresponding 2D ISRS spectrum, shown in Figure 6.12a,
presents pronounced peaks along the diagonal (Fig. 6.12a, black line) that match frequencies
obtained in the corresponding excited-state Raman spectrum. In addition, we find several
prominent off-diagonal peaks that lie only along vertical lines (i.e. parallel to 2, red dashed
lines in Fig. 6.12), while horizontal connections appear to be missing. Off diagonal peaks are
gathered mainly in three regions: a vertical stripe for 2,=1147 cm™! , and two sub-diagonals
for Q1 = Qy — 1010 and Q; = Qy — 2294 cm~! , highlighted in Fig. 6.12 by orange and blue
arrows respectively. Weaker contribution are present also along €2 ~ Qs — 2000 cm ™! .
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Figure 6.12: 2D ISRS characterization of the GFP excited state. (a) Experimental map and
(b) fit result based on the linearly displaced harmonic model. Vertical lines correspond to the
frequencies of the GFP excited state vibrations, extracted by fitting the principal diagonal.
The blue and cyan arrows highlight combination bands involving the fundamental and overtone
frequencies of the 1147 ecm™! mode, respectively. As it can be seen from the experimental map
in (a), several couplings with the overtone are present, while there are no peaks on the cyan

arrow. The orange arrow highlights combination bands involving the mode at 1010 cm™?.

6.4.2 Discussion

We described the sub picosecond dynamics of the GFP through the dynamic shift of the
S1 potential induced by the Actinic pulse, at ease with the large Stokes shift in the absorption
spectra, and fitted the experimental data with the dynamical LDHO model, which gave rise to
the map in Fig. 6.12b.
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In the light of the general results obtained for the HO model, we can now interpret the 2D
ISRS measurements on GFP. The presence of vertical and diagonal correlations, rather than
horizontal, points to the conclusion that combination rather than cross peaks are principally
observed. The absence of cross peaks, in turn, indicates that most of the modes are displaced
along d;. On the other hand, this displacement is needed for the formation of combination
bands. A mode at 1010 cm~! shows high FC activity on the S, state, testified by the two
sub-diagonals at Q7 ~ Q3 — 1010 cm ™! and ; ~ O, — 2020 cm ™! , which correspond to a series
of combination bands with other modes due to its large d. On the contrary, the absence of
any features at 1010 cm ™! on the principal diagonal shows that ds = 0 for this mode, revealing
directly the effect of the dynamics (dy # ds). This testifies the capability of 2D ISRS to uncover
dark or weak bands by boosting small FC displacements via another transition.
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Figure 6.13: Effect of mode mixing in the 2D ISRS maps of an harmonic model. Simulation of
the 2D ISRS signal of a two modes system with frequencies 822 and 1147 cm ™! coupled to a
non-displaced low frequency mode at 80 cm™! . If §p = 0°, the system behaves as a linearly
displaced harmonic model and a displacement d3!4” # 0 causes the progressive switching on of
the combination bands involving this mode and its overtones (left panel). The cyan and blue
arrows indicate the position of combination bands associated to 1147 cm™! and 2 - 1147 cm ™!,
respectively. In presence of a Duschinsky rotation §p=90° between S; and S, between the
normal coordinates of the 1147 and 80 cm ™! modes, the combination band associated to the
fundamental of the 1147 cm~! is suppressed (right). The sketch in the top panel illustrates the
projection onto the 822 and 1147 cm~! modes of the corresponding potential energy surfaces in
case of parallel normal modes (left) and rotated by the Duschinsky angle (right).

Additionally, we observed the coupling between the 1147 cm~! O-H phenol mode and a low
frequency mode at 120 cm ™! | which was the focus of debates we reported in the previous section
related to the role of low frequency vibrational motion on the excited state during the ESPT
reaction [99, 226] and was attributed to anharmonic vibrational coupling. Instead, here we
show that a coupling between the 1147 cm ™! and 120 cm~! mode can be also explained within
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the harmonic model by the displacement of the excited state PES along these vibrational cuts,
as testified by the agreement between the combination band in our 2D measurements and fit.
Within this framework, any coupling peaks in GFP are not required to be functionally important
for the ESPT reaction coordinate. Moreover, we remark that the intensity of this combination
band is more intense above the diagonal than below, suggesting additional contributions due to
a cross coupling between the 1147 cm ™! and the 1248 cm ™' mode.

We now discuss the interpretation of the other couplings of the O-H phenol mode at 1147
cm ™! showed by the 2D ISRS maps. According to the model discussed so far, the series of peaks
along the vertical at 5=1147 cm~"! indicates a large value of d; and d3 for this mode, while the
absence of a sub-diagonal at ; ~ Q, — 1147 cm ™! points to a small value of dy. Critically, the
sub-diagonal ; = Q5 — 2294 cm ™! (highlighted by the blue arrow in Fig. 6.12) is not captured
by the model. Indeed, within the LDHO, these feaures would indicate a strong ds displacement
for the 1147 cm~?, able to make both its fundamental and the overtone FC active on the S,
state. However, this is at odds with the absence of any peaks for ; = Q9 — 1147 cm~! in the
measured map, as highlighted by the cyan arrow in the left panel of Fig. 6.12.

This result can be interpreted as the signature of mode-mixing with low frequency modes in
the excited state. In particular, as we discussed in section 6.2.2, the Duschinsky effect can modify
the relative intensity between fundamental and overtone contributions to the combination bands.
In Fig. 6.13, we evaluate the effect of Duschinsky rotation in 2D ISRS couplings for the two
modes at 822 cm ™! and 1147 cm ™! | coupled to a non-displaced low frequency mode at 80 cm™!
. In absence of any mixing, i.e. for a vanishing Duschinsky angle 0p = 0, d3'*” # 0 is needed
to observe coupling with the overtone of the 1147 cm~! mode, leading to the two sub-diagonals
at Q = Qp — 1147 cm™! and ©Q; = Qp — 2294 cm ™! in panel 6.13a (cyan and blue arrows,
respectively). On the contrary, a rotation of fp # 0" between the 1147 and 80 cm ™! modes on
the excited states Sy and S,, leads to a suppression of the sub-diagonal peak at the fundamental
frequency Q7 = Qy — 1147 cm~! and enhances the intensity of the overtone couplings, as shown
in Fig. 6.13b. We found that the suppression is maximized at fp = 90° for these values of the
parameters, and is above 65% for all the values of fp in the range 65°-115".

6.5 Conclusions

In conclusion, we introduced a resonant 2D ISRS approach for multidimensional Raman
spectroscopy. We demonstrated a three color experimental scheme illustrating how to decipher
the correlations between vibronic modes in electronically excited molecules with electronic state
selectivity, using the density matrix perturbative approach to derive sum-over-state expressions
for the signal. Critically, 2D ISRS efficiently suppresses lower order cascade signals, as opposed
to other fifth-order Raman techniques. Moreover, using a WLC probe enables to select further
the electronic states from which 2D ISRS features originate, averaging on different region of the
transient absorption of the signal and opens to the possibility of studying vibrational manifolds
on highly electronically excited states.

By the identification of the vibronic origin of each peak in 2D ISRS maps, we elucidated
how different mechanisms, as linear displacement along specific normal coordinates and mode
mixing, contribute to the signal within the harmonic approximation. Notably, while lower order
techniques can only record one-dimensional projections of potential energy surfaces, 2D ISRS
is able to map complex PES, determining multidimensional FC overlaps directly. In presence
of ultrafast dynamics on the electronically excited state, the selectivity of 2D ISRS can be
exploited to directly access the structural conformation on the state in which the dynamics
starts, disclosing the initial stages of the reaction.

As a test-bed for the experimental scheme and the theoretical model, we applied the technique
to study the subpicosecond FC relaxation in the green fluorescent protein. We revealed that
high to low frequency mode correlations can be sustained even by fully harmonic interactions. In
particular, we probed a large FC activity on the excited state for a mode dark in the stimulated
emission transition, and an enhancement of mode overtones activity in determining out-of-
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diagonal peaks, which we linked to the presence of Duschinsky mixing.



Conclusions and perspectives

Unveiling the mechanisms which underlay the vibronic interactions in molecules and solid
state materials is the focus of a broad and interdisciplinary scientific effort, due to both a
fundamental and applied interest. In particular, this challenging goal has been recently fueled
by the outbreak of technological innovations whose working principle lays in different form of
electron-phonon coupling, from optoelectronic devices to novel low dimensional materials.

In this work, we tackled the challenge by realizing novel multidimensional protocols for
impulsive stimulated Raman spectroscopy. Thanks to its sensitivity to the vibrational structure
of the material and the electronic resonant enhancement, stimulated Raman effect is the ideal
tool to detect vibronic mechanisms. As a time domain technique, ISRS can induce and follow
the vibrational coherent oscillations in a sample, encoding them in the signal dependence on the
delay between the two incident pulses. Moreover, adopting a spectrally resolved detection of the
probe pulse immediately provides an additional parameter in which spectroscopic information
can be stored, leading to a bidimensional signal. Following this strategy, we presented different
ways to exploit and extend this intrinsic multidimensionality, with the aim to perform resonant
multidimensional Raman experiments.

The approach followed in this thesis grounded on a twofold toolbox. On one side, nonlinear
response theory supplied a common, diagrammatic language to describe and compare different
techniques. On the other hand, the ultrafast spectroscopy measurements allowed for experimen-
tal verification of the schemes designed by the theory. We applied the developed strategies to the
solution of three different problems: the dissection between ground and excited state vibrations
in molecules, the electron-phonon coupling in hybrid perovskites and the vibronic correlations
in the excited state of the green fluorescent protein. The results are summarized below.

The first control knob that we discussed concerns the spectral properties of the probe pulse.
Indeed, we have investigated the role of the phase matching condition and the probe chirp in
determining the spectrally resolved bidimensional response S(T, ;) of broadband ISRS experi-
ments presented in Chapter 4. As a starting point, we focused on the dependence of the signal
on the probe wavelength, rationalizing the experimental maps measured in off resonant condi-
tions in liquid Cyclohexane. Using the Feynman diagrams approach, we isolated two different
third-order processes that concur in the generation of the signal for a given detected wavelength.
These processes arise from probe spectral components which are red and blue shifted by the
vibrational frequencies with respect to the probed central wavelength, and are consequently
peaked in opposite regions of the map. This gives rise to two oscillations as a function of the
time delay between the Raman and probe pulses which interfere to determine the signals. In
off resonant ISRS with transform-limited pulse, the interference is destructive, explaining the
strong signal suppression that can be observed in the central part of the spectrum. A non-zero
chirp, however, modifies the relative phase of the oscillations in a mode selective manner and,
consequently, enhancement or annihilation of the signal can be controlled by varying the value
of the chirp. Extending these findings to a three beam geometry, we demonstrated that, upon
resonant Actinic excitation, a ISRS protocol performed with a chirped resonant probe pulse
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and a off resonant Raman pulse induces an additional phase, dependent on both the electronic
and vibrational frequencies. Consequently, excited and ground state vibrational coherences can
be controlled and discerned by mapping the ISRS oscillation as a function of the chirp. This
vibrational selectivity in the electronic resonant condition can be compared to the results pre-
sented in Chapter 1 for frequency domain SRS, where we showed that tuning the resonance
condition of the narrowband Raman pulse affects the lineshapes of the Raman bands in a mode
selective way. Notably, in ISRS, the control of relative mode intensities can be achieved also in
off resonant conditions.

In Chapter 5, we applied spectrally resolved ISRS in a two beam configuration to study
the ground and excited state Raman spectrum of hybrid lead halide perovskites. Specifically,
we compared the ISRS maps obtained tuning the frequency of the Raman pulse above and
below the band gap, in order to understand the role of ground and excited state phonon modes
on the carriers photogeneration in a thin film of methylammonium lead bromide (MAPbBrs).
The broadband probe and the two dimensional map gave us two advantages to resolve the
very weak oscillating component over the intense transient absorption decay in these materials.
Firstly, we could select from a broad spectral range of dispersed wavelength A; and average
in the region in which the contributions to ISRS interfere positively, enhancing the signal.
Secondly, the quantities of interest extracted from the measurements, specifically the positions
of the Raman peaks and the phases of the oscillations, have been monitored over multiple Ag,
reducing the impact of single wavelength noise on the analysis. Comparing the ground state
features obtained in non-resonant conditions to the map in which resonant excitations produced
photocarriers, we isolated the ground state modes coupled to the electronic excitation by the
resonant enhancement. More importantly, we revealed additional phonon modes, absent in
the ground state and assigned them to the excited state, generated via displacive excitation
mechanism. This analysis, corroborated by the phase and power dependence, provided the
proof of photo-induced modifications of the lattice as a result of carrier generation. Since neither
delocalized or excitonic carriers would show such effect of displaced atomic equilibrium positions,
our results are suggestive of polaronic signatures in the photocarrier generation process in this
class of systems. Furthermore, we proposed a mechanism for recombination blocking due to
the features of the polaron, which may provide a rationale for the extended carrier lifetime
in lead halide perovskites. In general, the obtained results provide important contributions to
the comprehension of electron-phonon interactions in hybrid perovskites films, with the aim of
fostering their application in commercially available photovoltaics and optoelectronics.

To address the third case of study of this thesis, in Chapter 6, we introduced and experi-
mentally implemented resonant 2D ISRS as a novel scheme for mapping excited state potential
energy surfaces. We demonstrated its ability to study the correlation between vibronic modes
in electronically excited molecules with selectivity on the excited electronic state. This is a com-
bined consequence of the resonance scheme and the WLC probe, which additionally may offer
the possibility to study vibrational manifolds on highly electronically excited states. Critically,
the obtained 2D spectra are free from lower order cascade signals, generally affecting fifth-order
Raman spectra. This is obtained through the three color scheme which resonantly suppress
these artifacts. We benchmarked the technique investigating the subpicosecond Franck Condon
relaxation in the green fluorescent protein. Using the diagrammatic theory, we deciphered the
experimental maps isolating the effects of linear and nonlinear mode couplings.

These results suggest the impressive possibilities given by a multidimensional approach to
stimulated Raman spectroscopies. Since multidimensional implementations are feasible and
convenient in both the time and frequency domains, the methods developed in this thesis can
be generalized to higher order spectroscopies which could take advantage of the properties of
both the approaches. Critically, especially when considering complex dynamics, the interplay
of different time and frequency scales may require the application of joint time and frequency
representation of the spectroscopic signal. Indeed, dynamics in nature evolves in phase spaces
of extremely high dimensionality, with mixed time-frequency coordinates and reducing the per-
spective to only one of these points of view could lead to a loss of available information. In
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this respect, the research of novel spectroscopic tools, both theoretical and experimental, should
be oriented beyond the pure time or frequency approach, pushing further the horizon of the
existing multidimensional schemes to include novel approaches which combine the two, as the
phase shaping techniques.
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Appendix

Calculation of transition integrals in the linearly displaced
harmonic model

The general transition integral of order r between two harmonic oscillators of mass M and

frequency w is defined as:
+oo

= Vr(z)a" Py (z + D)dz (A.1)

where k and [ are the quantum numbers associated to the initial and final state of the transition
and D is the displacement between the equilibrium positions of the two oscillators. The integral
in eq. A.1 can be calculated explicitly from the eigenfunctions of the harmonic oscillator
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being H,(z) the Hermite polynomial of order v. Nevertheless, it is convenient to derive a

recursive relation to implement fast calculations. This can be done in the ladder operator
representation [227]. We assume the usual expressions of the raising a' and lowering operators
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Eq. A.1 is equivalent to:
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The exponential can be split thanks to the Glauber formula [228]:
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Using the identity operator we can write:
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The last equality is obtained expanding the exponential in 1 and 2, for which only the zero
order term survives due to the definitions of the ladder operators, and using the canonical
transformation and the displacement operator D,, in 4, 5 and 6. Specifically for the term 3:
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We can now calculate the matrix elements using the binomial theorem and for r = 0 we obtain
the expression of the Franck-Condon factor:
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Similarly, we can compute the expression for r = 1, which is related to Herzberg—Teller factor:
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By proceeding in the same fashion, it is possible to derive closed expressions for every order of
.
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