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Abstract

An abstract convexity space on a connected hypergraph H with vertex
set V (H) is a family C of subsets of V (H) (to be called the convex sets of
H) such that: (i) C contains the empty set and V (H), (ii) C is closed under
intersection, and (iii) every set in C is connected in H. A convex set X of
H is a minimal vertex convex separator of H if there exist two vertices of H
that are separated by X and are not separated by any convex set that is a
proper subset of X. A nonempty subset X of V (H) is a cluster of H if in
H every two vertices in X are not separated by any convex set. The cluster

hypergraph of H is the hypergraph with vertex set V (H) whose edges are
the maximal clusters of H. A convexity space on H is called decomposable

if it satisfies the following three properties:

(C1) the cluster hypergraph of H is acyclic,

(C2) every edge of the cluster hypergraph of H is convex,

(C3) for every nonempty proper subset X of V (H), a vertex v does not
belong to the convex hull of X if and only if v is separated from
X in H by a convex cluster.

It is known that the monophonic convexity (i.e., the convexity induced by
the set of chordless paths) on a connected hypergraph is decomposable.

In this paper we first provide two characterizations of decomposable con-
vexities and then, after introducing the notion of a hereditary path family in
a connected hypergraph H, we show that the convexity space on H induced
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by any hereditary path family containing all chordless paths (such as the
families of simple paths and of all paths) is decomposable.

Keywords: convex hull, hypergraph convexity, path-induced convexity, con-
vex geometry.
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Secondary: 52B55.

1. Introduction

The use of minimal vertex clique separators as a structural tool has become a
research topic in graph theory with many algorithmic applications since, for many
classes of graphs, a decomposition by clique separators can be used to solve
efficiently many problems (such as Minimum Fill-in, Maximum Clique, Graph
Coloring and Maximum Independent Set) [13, 15] using a Divide-and-Conquer
approach by first solving them on the subgraphs resulting from a clique separator
decomposition, and then merging the obtained results.

The maximal induced subgraphs of a graph G having no clique separators
are called the prime components (or “prime factors”) of G and the hypergraph on
V (G) whose edges are precisely the vertex sets of prime components of G is called
the prime hypergraph of G. It is well-known [9] that the prime hypergraph of G
is acyclic and the minimal vertex clique separators of G are precisely the minimal
vertex separators of the prime hypergraph of G. These two properties of clique
separability can be re-stated in a convexity-theoretic framework by considering
monophonic convexity (or m-convexity) [6, 8]: a vertex set X is m-convex if
X contains all vertices on every chordless (or induced or minimal) path joining
two vertices in X. Then, the edges of the prime hypergraph of G are precisely
the maximal vertex sets that in G are not separable by m-convex sets, and the
minimal vertex separators of the prime hypergraph of G are precisely the minimal
vertex m-convex separators of G. Moreover, Diestel [4] proved that the edges of
the prime hypergraph of G are all m-convex, and Duchet [6] proved that, for
every nonempty proper subset X of V (G), a vertex v does not belong to the
m-convex hull of X if and only if v is separated from X by a clique separator of
G. All of these properties also apply to connected hypergraphs [10, 11].

In this paper, we consider an abstract convexity space C on a connected
hypergraph H. As in [11] a nonempty subset X of V (H) is called a cluster of
H if every two vertices in X are not separated by any convex set of H, and
the hypergraph whose edges are the maximal clusters of H is called the cluster

hypergraph of H. Thus, if C is the m-convex space on H, then the cluster
hypergraph of H is precisely the prime hypergraph of H. An abstract convexity
space C on H is decomposable [11] if C satisfies the following three properties:
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(C1) the cluster hypergraph of H is acyclic,
(C2) every edge of the cluster hypergraph of H is convex,
(C3) for every nonempty proper subset X of V (H), a vertex v does not be-

long to the convex hull of X if and only if v is separated from X in H
by a convex cluster,

which entail that C is fully specified by the subspaces of C induced by maximal
clusters of H (for example, C is a convex geometry [8] if and only if the subspaces
of C induced by maximal clusters of H are all convex geometries [11]). Moreover,
a convex-hull formula is given in [11] which applies to a class of convexity spaces
that strictly includes decomposable convexity spaces. It should be noted that,
by the above-mentioned properties of m-convexity, the m-convexity space on any
connected hypergraph is decomposable.

In this paper, we first prove that a convexity space C on a connected hyper-
graph H is decomposable if and only if C satisfies property (C3) and the following
property of minimal vertex convex separators:

(C4) every minimal vertex convex separator of H is a cluster of H.

Next, we show that decomposable convexity spaces can be characterized by
a formula which expresses the convex hull of a nonempty vertex set in terms of
certain convex clusters, and the existence of such a formula suggests that the
problem of computing the convex hull of any vertex set can be solved using a
Divide-and-Conquer approach. Finally, we introduce the notion of a hereditary

path family in a connected hypergraph H (such as the families of geodesics, of
chordless paths, of simple paths) and prove that the convexity space onH induced
by any hereditary path family containing all chordless paths is decomposable.
Thus, for example, the convexity spaces on H induced by simple paths or by all
paths are both decomposable.

The paper is organized as follows. In Section 2 we recall basic definitions and
state some results on minimal vertex separators and acyclicity in hypergraphs.
In Section 3 we recall the definitions of a convexity space on a connected hy-
pergraph, of a cluster, a minimal vertex convex separator and a subspace of a
convexity space. Moreover, we state some results about them. In Section 4 we
introduce the notion of a decomposable convexity space and provide two charac-
terizations of decomposable convexities. In Section 5 we introduce the notion of
a hereditary path family in a connected hypergraph and show that the convexity
space induced by any hereditary path family containing all chordless paths is
always decomposable.

2. Definitions and Preliminary Results

We assume that the reader is familiar with basic graph-theoretic notions. In this
section we introduce most of the terminology and notions of hypergraph theory
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needed in the sequel.

A hypergraph is a nonempty set H of (possibly empty) sets, called the edges

of H, whose union is called the vertex set of the hypergraph, denoted by V (H).
H is trivial if it has only one edge. H is reduced if no edge of H is contained
in another edge of H. Two vertices in V (H) are adjacent if there exists an edge
of H containing both. A nonempty subset X of V (H) is a clique if every two
vertices in X are adjacent. H is conformal if every clique is contained in some
edge of H. The 2-section of H is the graph with vertex set V (H) in which two
vertices are adjacent if they are adjacent in H.

Let H and H ′ be two hypergraphs with the same vertex set (i.e., V (H) =
V (H ′)). H ′ covers H if every edge of H is contained in an edge of H ′.

2.1. Connectivity in hypergraphs

Let H be a hypergraph. A path in H is a sequence p = (u0, E1, . . . , Eq, uq), q ≥ 1,
where the ui’s are pairwise distinct vertices, the Ei’s are pairwise distinct edges
and {ui−1, ui} ⊆ Ei, for 1 ≤ i ≤ q. The path p is said to be a u0–uq path (or to
join u0 and uq) and p is said to pass through each ui, 1 ≤ i < q. Two vertices ui
and uj are consecutive on p if |i−j| = 1. Moreover, by V (p) we denote the vertex
set {u0, . . . , uq} and by H(p) we denote the hypergraph {E1, . . . , Eq}. Finally,
each sequence (ui, Ei+1, . . . , Ej , uj), 0 ≤ i < j ≤ q, of p is the subpath of p joining
ui and uj .

Two vertices u and v are connected in H if there exists a u–v path in H. A
subset X of V (H) is connected in H if, for every two distinct vertices u and v
in X, there exists a u–v path p in H with V (p) ⊆ X. H is connected if V (H) is
connected.

A path p in H is chordless if no two distinct nonconsecutive vertices on p are
adjacent in H.

Proposition 2.1. Let H be a connected hypergraph and p be a u–v path in H.

There exists a chordless u–v path p′ in H such that V (p′) ⊆ V (p).

Proof. Let p = (u0, E1, . . . , Eq, uq), q ≥ 1, be a u–v path in H. Let i(1) =
max {h : h ≤ q ∧ uh is adjacent to u0}, and let E′

1 be an edge of H containing
both u0 and ui(1). Then p1 = (u0, E

′

1, ui(1), Ei(1)+1, . . . , Eq, uq) is a u–v path. If
i(1) = q, then p1 is a chordless u–v path and V (p1) ⊆ V (p). Otherwise, let i(2) =
max

{

h : i(1) < h ≤ q ∧ uh is adjacent to ui(1)
}

, and let E′

2 be an edge of H con-
taining both ui(1) and ui(2). Then p2 = (u0, E

′

1, ui(1), E
′

2, ui(2), Ei(1)+2, . . . , Eq, uq)
is a u–v path. If i(2) = q, then p2 is a chordless u–v path and V (p2) ⊆ V (p).
Repeating this procedure we can construct a chordless u–v path p′ in H such
that V (p′) ⊆ V (p).
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Let X be a subset of V (H). Consider the equivalence relation between edges
of H defined as follows: E1 ≡X E2 if there exists an edge sequence (E1 =
F1, F2, . . . , Fq = E2), q ≥ 1, such that (Fi−1 ∩ Fi) \ X 6= ∅, 1 < i ≤ q. The
classes of the resulting partition of H are called the X-components of H. An
X-component H ′ of H is proper if V (H ′) \X 6= ∅.

Remark 2.2. Let H be a connected hypergraph, and let Y ⊆ X ⊆ V (H). For
every X-component HX of H there exists a Y -component HY of H such that
HX ⊆ HY .

Remark 2.3. Let H be a connected hypergraph, let X be a subset of V (H), and
let H ′ be an X-component of H. For every pair of vertices u and v of H ′ there
exists a u–v path (u0, E1, . . . , Eq, uq) of H ′ such that ui−1 ∈ (Ei−1 ∩ Ei) \ X,
1 < i ≤ q.

2.2. Minimal vertex separators

Let H be a connected hypergraph. Let X be a subset of V (H), and let u and v
be two vertices in V (H) \X. If u and v are in two distinct X-components of H,
then X is a u–v separator of H.

Lemma 2.4. Let H be a connected hypergraph. Let X be a subset of V (H) and

H ′ be a proper X-component of H. If V (H) \ V (H ′) 6= ∅, then for every pair of

vertices u ∈ V (H ′) \X and v ∈ V (H) \ V (H ′), X ∩ V (H ′) is a u–v separator of

H.

Proof. We will show that in every u–v path in H there exists a vertex belonging
to V (H ′) ∩ X. Let p = (u0, E1, . . . , Eq, uq), q ≥ 1, be any u–v path in H. Let
i = min {j : uj /∈ V (H ′) \X}. Since uj ∈ Ej ∩ Ej+1 and uj /∈ X, 1 ≤ j < i, one
has that Ei ≡X E1. Hence, ui ∈ V (H ′) and, since ui /∈ V (H ′) \X, one has that
ui ∈ X.

Let X and Y be two subsets of V (H), and let v be in V (H)\Y . We say that
Y separates v from X if either X ⊆ Y or Y is a u–v separator of H for every
u ∈ X \ Y .

Lemma 2.5. Let H be a connected hypergraph. Let X be a nonempty proper

subset of V (H). For every X-component H ′ of H, V (H ′) ∩ X separates every

vertex v ∈ V (H ′) \X from every subset of (V (H) \ V (H ′)) ∪X.

Proof. Let Y = V (H ′)∩X. LetX ′ be a subset of (V (H)\V (H ′))∪X. IfX ′ ⊆ Y ,
then the statement trivially holds. Otherwise, let u be a vertex in X ′ \ Y . We
have to show that V (H ′)∩X is a u–v separator of H. If u ∈ V (H) \V (H ′), then
by Lemma 2.4, Y is a u–v separator of H. If u ∈ X, then since u /∈ Y , then again
u ∈ V (H) \ V (H ′) so that, by Lemma 2.4, Y is a u–v separator of H.



498 F.M. Malvestuto and M. Moscarini

A u–v separator X of H is a minimal u–v separator of H if no proper subset
of X is a u–v separator of H. A subset X of V (H) is a minimal vertex separator

of H if there exist u and v in V (H) such that X is a minimal u–v separator of
H. By S(H) we denote the set of minimal vertex separators of H.

2.3. Acyclic hypergraphs

A hypergraph is acyclic if it is conformal and its 2-section is a chordal graph
[1]. Several equivalent definitions of acyclic hypergraphs appear in the literature
(e.g., see [1]). We now recall two of them which will be used in the sequel.

Let H be a hypergraph and X be a (possibly empty) subset of V (H). The
Graham reduction of H with respect to X, denoted by GR(H,X), is the hyper-
graph obtained by recursively applying to H the following reduction steps:

• eliminate a vertex v if v /∈ X and there is only one edge of H containing v,

• eliminate an edge E if E is contained in another edge of H.

A join tree [1] (also called a “junction tree”) of H is a tree whose vertices are the
edges of H, such that

• every edge (E,F ) of the tree is labeled by E ∩ F , and

• for every pair of distinct vertices E and F of the tree, the set E ∩ F is
contained in every label along the path between E and F in the tree.

Lemma 2.6 [1]. Let H be a hypergraph. The following conditions are equivalent:

(i) H is acyclic,

(ii) GR(H, ∅) = {∅},

(iii) H has a join tree.

Proposition 2.7 [1]. Let H be an acyclic hypergraph. For every edge E of H,

one has GR(H,E) = {E}.

Lemma 2.8. Let H be a connected acyclic hypergraph, and let X be a subset

of V (H). The X-components of H are the vertex sets of the trees of the forest

obtained from a join tree of H by eliminating every edge whose label is contained

in X.

Proof. Let F be the forest obtained from a join tree T of H by eliminating every
edge whose label is contained in X. We will show that two vertices E1 and E2

are connected in F if and only if E1 ≡X E2.

(Only if ) Let E1 and E2 be two vertices connected in F . If E1 = E2, then
E1 ≡X E2. Otherwise, let (E1 = F1, F2, . . . , Fq = E2), q > 1, be the path in T
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between E1 and E2. Since the label of the edge (Fi, Fi+1) is not contained in X,
one has (Fi ∩ Fi+1) \X 6= ∅, 1 ≤ i < q. Therefore, E1 ≡X E2.

(If ) Since E1 ≡X E2, the condition E1 6= E2 implies that there exists a
sequence (E1 = F1, F2, . . . , Fq = E2), q > 1, such that (Fi ∩ Fi+1) \ X 6= ∅,
1 ≤ i < q. Let pi be the path in T joining Fi and Fi+1. Since (Fi ∩Fi+1) \X 6= ∅
and the label on every edge along pi contains Fi ∩ Fi+1, pi is a path in F . It
follows that Fi and Fi+1, 1 ≤ i < q, are connected in F , and hence E1 and E2

are connected in F .

The following two results are consequences of Lemma 2.8.

Corollary 2.9. Let H be a connected reduced acyclic hypergraph. A subset X of

V (H) is a minimal vertex separator of H if and only if there exist two edges E
and F such that X = E ∩F and X is a u–v separator of H, for every u ∈ E \F
and v ∈ F \ E.

Proof. (If ) If there exist two edges E and F such that E ∩F is a u–v separator
of H for every u ∈ E \ F and v ∈ F \ E, then E ∩ F is the only minimal u–v
separator of H because every u–v separator of H must contain E ∩ F .

(Only if ) Let X be a minimal vertex separator of H, and let u and v be two
vertices such that X is a minimal u–v separator of H. It is sufficient to show that
X is the intersection of two edges. Let Hu and Hv be the two X-components
of H containing u and v respectively. Let T be a join tree of H. By Lemma
2.8, Hu and Hv are the vertex sets of two trees, Tu and Tv, in the forest F
obtained from T by eliminating the edges whose labels are contained in X. Let
p = (E1, E2, . . . , Eq), q > 1, be the shortest path in T such that E1 ∈ V (Tu) and
Eq ∈ V (Tv). Observe that (E1, E2) is not an edge of F (otherwise, E2 would be in
V (Tu) contradicting the choice of p). Therefore, E1∩E2 ⊆ X. We will show that
E1 ∩E2 = X. Suppose that E1 ∩E2 ( X, and let F ′ be the forest obtained from
T by eliminating the edges whose labels are contained in E1 ∩ E2. By Remark
2.2 and Lemma 2.8, there exist T ′

u and T ′

v in F ′ such that V (Tu) ⊆ V (T ′

u) and
V (Tv) ⊆ V (T ′

v). Since (E1, E2) is not an edge of F ′, T ′

u and T ′

v are distinct. Let
H ′

u and H ′

v be the two (E1∩E2)-components of H corresponding, by Lemma 2.8,
to T ′

u and T ′

v. Since

• neither u nor v are in E1∩E2 (since neither u nor v are in X and E1∩E2 (

X),

• u ∈
⋃

E∈V (Tu)
E ⊆

⋃

E∈V (T ′

u
)E = V (H ′

u),

• v ∈
⋃

E∈V (Tv)
E ⊆

⋃

E∈V (T ′

v
)E = V (H ′

v),
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one has that u and v are in two distinct (E1 ∩ E2)-components of H, so that
E1 ∩ E2 is a u–v separator of H, which is a contradiction.

Corollary 2.10. Let H be a connected reduced acyclic hypergraph, and let E be

an edge of H. In every E-component H ′ of H there exists an edge F such that

E ∩ F = E ∩ V (H ′).

Proof. By Lemma 2.8, for every E-component H ′ of H, H ′ is the set of vertices
of a tree T ′ of the forest obtained by eliminating from a join tree T of H every
edge whose label is contained in E. If H ′ is a trivial hypergraph, then the
statement trivially holds. Otherwise, let F be the vertex of T ′ nearest to E in
T , and let E′ be any vertex of T ′. We will show that E ∩ E′ ⊆ E ∩ F . Let
p = (E = F0, F1, . . . , Fq = E′), q > 0, be the path in T between E and E′. Then
there exists i, 0 < i ≤ q, such that F = Fi. Since T is a join tree of H, E ∩E′ is
contained in every label along p, so that E ∩E′ ⊆ Fi−1 ∩Fi. Since Fi−1 /∈ V (T ′),
Fi−1 ∩ Fi ⊆ E. Therefore, E ∩ E′ ⊆ Fi−1 ∩ Fi ⊆ E ∩ Fi = E ∩ F .

Lemma 2.11. Let H be a connected reduced acyclic hypergraph, let E be an edge

of H, and let H ′ be a proper E-component of H. If F is an edge of H ′ such that

E ∩ F = E ∩ V (H ′), then E ∩ F is a minimal vertex separator of H.

Proof. Let F be an edge of H ′ such that E ∩ F = E ∩ V (H ′) (such an edge
exists by Corollary 2.10). Since H is reduced, E \ V (H ′) 6= ∅. By Lemma 2.4,
E ∩ V (H ′) is a u-v separator for every u ∈ V (H ′) \ E and v ∈ V (H) \ V (H ′).
Therefore, E ∩ F is a u–v separator for every u ∈ F \ E and v ∈ E \ F . By
Corollary 2.9, E ∩ F is a minimal vertex separator of H.

3. Convexity Spaces on a Hypergraph

An (abstract) convexity space [5, 14] on a finite nonempty set V is a subset C
of the power set of V that contains ∅ and V , and is closed under intersection.
The members of C are called convex sets. The convex hull of a subset X of V
in C, denoted by 〈X〉C , is the minimal (with respect to set inclusion) convex set
containing X. It is straightforward that

• X ⊆ 〈X〉C ,

• if X ⊆ Y , then 〈X〉C ⊆ 〈Y 〉C , and

• 〈〈X〉C〉C = 〈X〉C .

A convexity space on a connected hypergraph H is a convexity space C on
V (H) such that every nonempty convex set of H is connected [6, 7].
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3.1. Clusters

Let H be a connected hypergraph and C be a convexity space on H. Two vertices
are separable by C in H if they are separated by a convex set. Let X be a convex
set, and let u and v be two vertices of H. X is a convex u–v separator of H if X
is a u–v separator of H and is convex.

Recall from the Introduction that a nonempty subset X of V (H) is a cluster

of H if every two vertices in X are not separable by C in H, and that the cluster
hypergraph of H, denoted by K(H,C), is the (reduced) hypergraph whose edges
are exactly the maximal clusters of H.

Example 3.1. Let H be the hypergraph shown in Figure 1. A subset X of V (H)
is geodesic convex if X contains all vertices on any shortest path between two
vertices in X. Let C be the set of geodesic convex sets of H. It is easy to see
that

K(H,C) = {{a, b, d, e} , {b, c, e, f} , {d, e, g, h} , {e, f, h, i}}

and S(K(H,C)) contains several sets out of which the neighbourhood of each
vertex and the two sets {b, e, h} and {d, e, f}. Note that K(H,C) is not acyclic.

a c

e

b 

d f

g i

ed f

h

Figure 1

Theorem 3.2 [11]. Let H be a connected hypergraph and C be a convexity space

on H. K(H,C) is a conformal reduced hypergraph which covers the clique hyper-

graph of H.

Lemma 3.3 [11]. Let H be a connected hypergraph, C be a convexity space on

H, and u and v be two vertices of H.

(i) Every u–v separator of K(H,C) is a u–v separator of H.

(ii) Every convex u–v separator of H is a u–v separator of K(H,C).

Lemma 3.4. Let H be a connected hypergraph and C be a convexity space on H.

Let X be a proper subset of V (H), u be a vertex in V (H) \ X, and let Hu and

Ku be the X-components of H and K(H,C), respectively, containing u. One has

that V (Hu) ⊆ V (Ku).
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Proof. Let v be a vertex in V (Hu) distinct from u; we will show that v ∈ V (Ku).
Since both u and v are in V (Hu), there exists an edge sequence (E1, E2, . . . , Eq),
q ≥ 1, such that

• u ∈ E1,

• v ∈ Eq,

• Ei ∈ Hu, 1 ≤ i ≤ q, and

• (Ei−1 ∩ Ei) \X 6= ∅, 1 < i ≤ q.

Since K(H,C) covers H for every i, 1 ≤ i ≤ q, there exists an edge E′

i ∈ K(H,C)
such that Ei ⊆ E′

i. Then the sequence (E′

1, E
′

2, . . . , E
′

q) is such that

(1) u ∈ E′

1,

(2) v ∈ E′

q, and

(3) (E′

i−1 ∩ E′

i) \X 6= ∅, 1 < i ≤ q.

By (1) and (3), E′

q ∈ Ku so that, by (2), v ∈ V (Ku).

3.2. Minimal vertex convex separators

A convex u–v separator X of H is a minimal convex u–v separator of H if
no proper convex subset of X is a u–v separator of H. A subset X of V (H) is
a minimal vertex convex separator of H if there exist two vertices u and v such
that X is a minimal convex u–v separator of H. In the following, by S(H,C) we
denote the set of minimal vertex convex separators of H.

Example 3.1 (continued) The set of minimal vertex convex separators of H is
S(H,C) = {{b, e, h} , {d, e, f}}.

Lemma 3.5 [11]. Let H be a connected hypergraph and C be a convexity space on

H. Every minimal vertex convex separator of H is the convex hull of a minimal

vertex separator of K(H,C), that is,

S(H,C) ⊆ {〈X〉C : X ∈ S(K(H,C))} .

The following example shows that the converse need not hold, that is, the
convex hull of a minimal vertex separator of K(H,C) need not be a minimal
vertex convex separator of H.

Example 3.1 (continued) The vertex set {b, d, e} is in S(K(H,C)), but its
convex hull {a, b, d, e} does not belong to S(H,C).
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3.3. Convexity subspaces

Let H be a connected hypergraph, and let X be a subset of V (H). A convexity
space C on H induces in a natural way a convexity space on X by setting C(X) =
{X ∩ Y : Y ∈ C}. The convexity space C(X) is called the convexity subspace of

C induced by X. Convex hulls in C(X) are given by the following formula [7]

〈Y 〉C(X) = 〈Y 〉C ∩X(1)

for every subset Y of X.

Proposition 3.6. Let H be a connected hypergraph, let C be a convexity space

on H, and let X be a subset of V (H). The following conditions are equivalent:

(i) X ∈ C,

(ii) 〈Y 〉C(X) = 〈Y 〉C for every subset Y of X,

(iii) C(X) = {Y ∈ C : Y ⊆ X}.

Proof. (i) ⇒ (ii). Assume that X ∈ C and let Y ⊆ X. Then 〈Y 〉C ⊆ 〈X〉C = X
so that the right–hand side of equation (1) equals 〈Y 〉C , which proves (ii).

(ii) ⇒ (i). Since X ∈ C(X), one has 〈X〉C(X) = X so that, by (ii), one has
X = 〈X〉C , which proves (i).

(ii) ⇒ (iii). If Y ∈ C(X), then 〈Y 〉C(X) = Y so that, by (ii), Y = 〈Y 〉C , and
hence Y ∈ C. On the other hand, if Y ∈ C and Y ⊆ X, then 〈Y 〉C = Y so that,
by (ii), 〈Y 〉C(X) = Y , and hence Y ∈ C(X).

(iii) ⇒ (i). Since X ∈ C(X) and X ⊆ X, one has that X ∈ C.

Finally, observe that if X ∈ C and X 6= ∅, then X is connected in H, and
hence the hypergraph H(X) = {X ∩ E : E ∈ H} is a connected hypergraph so
that the subspace C(X) is a convexity space on H(X).

4. Decomposable Convexities

Let H be a connected hypergraph, X be a subset of V (H) and C be a convexity
space on H. By [X]C we denote the set of vertices that cannot be separated from
X by a convex cluster of H, that is,

[X]C = {v : no convex cluster of H separates v from X} .

Note that [V (H)]C = V (H). By convention we assume [∅]C = ∅.
Recall from the Introduction that C is decomposable [11] if

(C1) K(H,C) is acyclic,
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(C2) every edge of K(H,C) is convex, and

(C3) for every proper subset X of V (H), 〈X〉C = [X]C .

In this section we prove that C is decomposable if and only if C satisfies (C3)
and the following property of minimal vertex convex separators:

(C4) every minimal vertex convex separator of H is a cluster of H.

Moreover, we characterize decomposable convexity spaces by means of a for-
mula which expresses the convex hull of every nonempty subset X of V (H) in
terms of certain convex clusters. To achieve this, we first analyze conditions (C1),
(C2) and (C4), separately.

4.1. Property (C1): K(H,C) is acyclic

In this subsection we state some consequences of property (C1). First of all, we
prove that if K(H,C) is acyclic, then the minimal vertex convex separators of
H are exactly the convex hulls of the minimal vertex separators of K(H,C). A
weaker result was given in [11] (see Corollary 9).

Theorem 4.1. Let H be a connected hypergraph and C be a convexity space on

H such that K(H,C) is acyclic. The minimal vertex convex separators of H are

exactly the convex hulls of the minimal vertex separators of K(H,C), that is,

S(H,C) = {〈X〉C : X ∈ S(K(H,C))} .

Proof. If K(H,C) is the trivial hypergraph, then the statement trivially holds
since both S(H,C) and S(K(H,C)) are empty. Assume that K(H,C) is not the
trivial hypergraph. By Lemma 3.5, it is sufficient to prove that

S(H,C) ⊇ {〈X〉C : X ∈ S(K(H,C))} .

Let X be a minimal vertex separator of K(H,C). By Corollary 2.9, there exist
two edges E and F of H such that X = E ∩F . Since, by Theorem 3.2, K(H,C)
is reduced, one has that E \X 6= ∅ and F \X 6= ∅. Let u ∈ E \X and v ∈ F \X.
Again by Corollary 2.9, X is a minimal u–v separator of K(H,C), so that no
edge of K(H,C) contains both u and v, and hence u and v are separable by
C in H. Let Y be a minimal convex u–v separator of H. By Lemma 3.3, Y
separates u and v in K(H,C) so that, since X is the only minimal u–v separator
of K(H,C), we have X ⊆ Y , and hence 〈X〉C ⊆ 〈Y 〉C = Y . Since Y separates u
and v in H, neither u nor v belong to 〈X〉C . Therefore, since X separates u and
v in K(H,C), 〈X〉C separates u and v in K(H,C), so that, by Lemma 3.3, 〈X〉C
separates u and v in H. Finally, since 〈X〉C ⊆ Y and Y is a minimal convex u–v
separator of H, we have that 〈X〉C = Y .
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Corollary 4.2. Let H be a connected hypergraph and C be a convexity space

on H such that K(H,C) is acyclic. Let X be a minimal vertex separator of

K(H,C). For every pair of edges E and F of K(H,C) such that X = E ∩ F ,

one has E ∩ 〈X〉C = F ∩ 〈X〉C = X.

Proof. By the proof of Theorem 4.1, for every pair of vertices u ∈ E \ X and
v ∈ F \ X, 〈X〉C is a u–v separator of H, and hence neither u nor v belong to
〈X〉C .

Theorem 4.3. Let H be a connected hypergraph and C be a convexity space on

H such that K(H,C) is acyclic. A minimal vertex separator X of K(H,C) is

convex if and only if 〈X〉C is a cluster of H.

Proof. (If ) Suppose that there exists X ∈ S(K(H,C)) such that 〈X〉C is a
cluster of H and X is not convex. Then X ( 〈X〉C . Let u ∈ 〈X〉C \X. Let E1

and E2 be two edges of K(H,C) such that X = E1 ∩ E2 (such a pair of edges
exists by Corollary 2.9). Hence by Corollary 4.2, u /∈ E1 ∪ E2. Since 〈X〉C is a
cluster, there exists an edge E of K(H,C) containing 〈X〉C . Since, by Theorem
3.2, K(H,C) is reduced, one has that E1 \E 6= ∅ and E2 \E 6= ∅. Let v1 ∈ E1 \E
and v2 ∈ E2 \E. Since X ( E, by Corollary 2.9, X is the unique minimal v1–v2
separator of K(H,C). If both {u, v1} and {u, v2} were clusters, then both v1 and
v2 would be adjacent to u in K(H,C) so that X would not separate v1 and v2
in K(H,C), and a contradiction would arise. Without loss of generality, assume
that {u, v1} is not a cluster so that u and v1 are separable by C in H, and hence
by Lemma 3.3 there exists a u–v1 separator of K(H,C). Since u ∈ 〈X〉C ⊆ E and
u /∈ E1, one has u ∈ E \E1. Therefore, since v1 ∈ E1 \E, every u–v1 separator of
K(H,C) must contain E ∩E1. Let Y be a minimal convex u–v1 separator of H.
By Lemma 3.3, Y separates u and v1 in K(H,C), and hence Y ⊇ E ∩E1. Since
E1 ⊇ X and E ⊇ 〈X〉C ⊇ X, we have that X ⊆ Y , and hence 〈X〉C ⊆ 〈Y 〉C = Y .
Therefore, we have that u ∈ 〈X〉C ⊆ Y , and a contradiction arises (Y cannot
separate u and v1 in H).

(Only if ) Since K(H,C) is acyclic, by Corollary 2.9, X is contained in an
edge of K(H,C), and hence is a cluster of H. Since, by hypothesis, X is convex
we have that X = 〈X〉C . Hence, 〈X〉C is a cluster.

4.2. Property (C2): every edge of K(H,C) is convex

In this subsection we provide a characterization of convexity spaces that satisfy
(C2).

Remark 4.4. Let H be a connected hypergraph and C be a convexity space on
H. Every edge of K(H,C) is convex if and only if the convex hull of every cluster
of H is a cluster of H.
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The following is a consequence of Proposition 3.6.

Theorem 4.5. Let H be a connected hypergraph and C be a convexity space on

H. Every edge of K(H,C) is convex if and only if, for every cluster X of H,

〈X〉C = 〈X〉C(E) where E is any edge of K(H,C) that contains X.

Proof. (Only if ) Let X be any cluster of H and E be an edge of K(H,C) that
contains X. Since E ∈ C, by Proposition 3.6, one has 〈X〉C = 〈X〉C(E).

(If ) Let E be any edge of K(H,C). Since E is a cluster of H, one has
〈E〉C = 〈E〉C(E) by hypothesis. On the other hand, E ∈ C(E), and hence
〈E〉C(E) = E. It follows that 〈E〉C = E, which proves that E ∈ C.

4.3. Property (C4): every set in S(H,C) is a cluster

In this subsection we provide a characterization of convexity spaces that satisfy
(C4). To this end, we need the following lemma, which proves that (C4) implies
(C1).

Lemma 4.6. Let H be a connected hypergraph and C be a convexity space on H.

If every set in S(H,C) is a cluster of H, then K(H,C) is acyclic.

Proof. By Theorem 3.2 K(H,C) is conformal, so we have only to prove that the
2-section G of K(H,C) is chordal. Suppose that there exists a chordless cycle
c = (u1, u2, . . . , uk, u1), k ≥ 4, in G. The vertices u1 and u3 are not adjacent in
G, and hence in K(H,C). It follows that {u1, u3} is not a cluster of H. Let X
be a set in S(H,C) that separates u1 and u3 in H. By Lemma 3.3, u1 and u3 are
separated byX inK(H,C), and hence inG. Since (u1, u2, u3) and (u3, . . . , uk, u1)
are two paths in G connecting u1 and u3, X must contain u2 and a vertex uh,
3 < h ≤ k. Since X is in S(H,C), it is a cluster of H, so that u2 and uh are
adjacent in K(H,C), and hence in G. Since u2 and uh are not consecutive in c,
c is not chordless, which is a contradiction.

The following example shows that the converse of Lemma 4.6 need not hold.

Example 4.7. Let H be the hypergraph in Figure 2 and let

C = {∅, V (H), {a} , {b} , {c} , {d} , {e} , {a, b, e}} .

It is easy to see that K(H,C) = {{a, b, c} , {a, b, d} , {b, e}} is acyclic, S(H,C) =
{{b} , {a, b, e}} and {a, b, e} is not a cluster.

Theorem 4.8. Let H be a connected hypergraph and C be a convexity space on

H. Every set in S(H,C) is a cluster of H if and only if K(H,C) is acyclic and

S(H,C) = S(K(H,C)).
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Figure 2

Proof. (Only if ) Since every set in S(H,C) is a cluster, by Lemma 4.6, K(H,C)
is acyclic. Hence by Theorem 4.1,

S(H,C) = {〈X〉C : X ∈ S(K(H,C))} .

Therefore, in order to prove that S(H,C) = S(K(H,C)) it is sufficient to prove
that, for every X ∈ S(K(H,C)), one has that 〈X〉C = X.

Let X ∈ S(K(H,C)). Then 〈X〉C is in S(H,C) and, since every set in
S(H,C) is a cluster of H, 〈X〉C is a cluster of H so that, by Theorem 4.3, X is
convex (i.e, 〈X〉C = X).

(If ) By hypothesis S(H,C) = S(K(H,C)). Since K(H,C) is acyclic, by
Corollary 2.9, every minimal vertex separator of K(H,C) is a subset of an edge
of K(H,C) and hence is a cluster of H.

Before closing this subsection we state a sufficient condition for (C4) to hold.

Lemma 4.9. Let H be a connected hypergraph and C be a convexity space on H.

If K(H,C) is acyclic and its edges are all convex, then every set in S(H,C) is a

cluster of H.

Proof. Let X be in S(H,C). We will show that X is a cluster. Since K(H,C)
is acyclic, by Theorem 4.1, there exists Y ∈ S(K(H,C)) such that X = 〈Y 〉C
and, by Corollary 2.9, Y is a subset of some edge E of K(H,C). Therefore, X is
the convex hull of a cluster and, by Remark 4.4, X is a cluster.

4.4. Characterizations of decomposable convexities

In this subsection, we first prove that a convexity space C on a connected hy-
pergraph H is decomposable if and only if C satisfies properties (C3) and (C4).
Next, we characterize decomposable convexity spaces by means of a general for-
mula which expresses the convex hull of every nonempty subset X of V (H) in
terms of certain convex clusters.

Theorem 4.10. Let H be a connected hypergraph. A convexity space C on H is

decomposable if and only if every set in S(H,C) is a cluster of H and, for every

subset X of V (H), one has 〈X〉C = [X]C .
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Proof. (Only if ) Assume that C satisfies properties (C1), (C2) and (C3). Since
C satisfies (C1) and (C2), by Lemma 4.9 C also satisfies property (C4).

(If ) Assume that C satisfies properties (C3) and (C4). Since C satisfies (C4),
by Lemma 4.6 C also satisfies property (C1). Therefore, in order to prove that C
is decomposable, it is sufficient to show that C also satisfies property (C2), that
is, every edge of K(H,C) is convex.

Suppose that there exists an edge E of K(H,C) that is not convex. Then
〈E〉C \ E 6= ∅. Let v ∈ 〈E〉C \ E and let K ′ be the E-component of K(H,C)
containing v. Since (C1) holds and, by Theorem 3.2, K(H,C) is reduced, by
Corollary 2.10 and Lemma 2.11, there exists an edge F of K ′ such that E \F 6= ∅
and E∩F is a minimal u–v separator ofK(H,C) for every u ∈ E\F . By Theorem
4.8, the cluster E ∩ F is convex. From Lemma 3.3 it follows that E ∩ F is a u–v
separator of H for every u ∈ E \F . Therefore, the convex cluster E∩F separates
v from E so that v 6∈ [E]C . Since v ∈ 〈E〉C and (C3) holds, a contradiction arises.

Finally, we will provide a convex-hull formula which characterizes decompos-
able convexity spaces. To this end, we need the following lemma.

Lemma 4.11 [11]. Let H be a connected hypergraph and C be a convexity space

on H. If K(H,C) is acyclic and every edge of K(H,C) is convex, then for every

subset X of V (H) one has

[X]C =
⋃

A∈GR(K(H,C),X)

〈A〉C .

As was observed in [11], if C is decomposable, then, by Lemma 4.11, for
every subset X of V (H) one has

〈X〉C =
⋃

A∈GR(K(H,C),X)

〈A〉C .(2)

However, as is shown by the following example, equation (2) also holds for some
nondecomposable convexity spaces.

Example 4.12. Let H be the hypergraph in Figure 3 and let

C = {∅, V (H), {a} , {b} , {c} , {d} , {a, b} , {a, b, c}} .

The cluster hypergraph of H is K(H,C) = {{a, b, c} , {a, b, d}} and is acyclic.
Since the edge {a, b, d} of K(H,C) is not convex, C is not decomposable. Nev-
erthless, it is easy to see that equation (2) holds for every subset of V (H).
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Figure 3

Theorem 4.13. Let H be a connected hypergraph. A convexity space C on H is

decomposable if and only if, for every subset X of V (H), one has

〈X〉C =
⋃

A∈GR(K(H,C),X)

〈A〉C(E) ,(3)

where E is any edge of K(H,C) that contains A.

Proof. (Only if ) Since (C1) and (C2) hold, by Lemma 4.11 and Theorem 4.5 it
follows that for every subset X of V (H)

[X]C =
⋃

A∈GR(K(H,C),X)

〈A〉C(E) ,

where E is any edge of K(H,C) that contains A. Then, equation (3) follows from
(C3).

(If ) We will show that (C1) K(H,C) is acyclic, (C2) every edge of K(H,C)
is convex, and (C3) for every subset X of V (H), 〈X〉C = [X]C .

Proof of (C1). For X = ∅, the left-hand side of equation (3) is the empty set,
which implies that GR(K(H,C), ∅) = {∅}. By Lemma 2.6, K(H,C) is acyclic.

Proof of (C2). Since K(H,C) is acyclic, by Proposition 2.7 one has that
GR(K(H,C), E) = {E} for every edge E of K(H,C). Therefore, if X = E the
right-hand side of equation 3 reduces to 〈E〉C(E). Since 〈E〉C(E) = E, by equation
(3), 〈E〉C = E.

Proof of (C3). Since (C1) and (C2) hold, by Theorem 4.5 and Lemma 4.11,
the right-hand side of equation (3) equals [X]C so that equation (3) states that
〈X〉C = [X]C , which proves that (C3) also holds.

5. Path-Induced Convexities

Let H be a connected hypergraph and P be a family of paths of H. P is feasible

[3] if P contains a u–v path for every two vertices u and v of H. Any feasible
family P of paths of H induces a convexity space on H defined as follows: a
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subset X of V (H) is convex if, for every path p in P joining two vertices in X,
one has V (p) ⊆ X.

We say that a feasible path family P is a hereditary path family if every
subpath of every path in P is also in P .

Examples of hereditary path families are the families of all paths [12], of
simple paths [8], of chordless paths [12] and of geodesics [8] of a hypergraph, and
the families of even-chorded paths [8] and of triangle-paths [2] of a graph. Note
that the family of longest paths is feasible, but is not hereditary.

Let P0 be the (hereditary) family of chordless paths of H. In this section we
prove that the convexity space on H induced by any hereditary family of paths of
H containing P0 is decomposable. To this end, we need some preliminary results.

Lemma 5.1. Let H be a connected hypergraph and C be the convexity space on

H induced by a hereditary family P of paths of H. Let X be a convex set of H.

For every X-component H ′ of H, both V (H ′) ∪X and (V (H) \ V (H ′)) ∪X are

convex.

Proof. Firstly, we prove that V (H ′)∪X is convex. Let u and v be two vertices in
V (H ′)∪X, and let p = (u0, E1, . . . , Eq, uq), q ≥ 1, be any u–v path in P . We need
to prove that every internal vertex on p is in V (H ′)∪X. Suppose that there exists
i, 1 ≤ i < q, such that ui /∈ V (H ′) ∪X. Consider the following two subpaths of
p: p1 = (u0, E1, . . . , Ei, ui) and p2 = (ui, Ei+1, . . . , Eq, uq). Since P is hereditary,
both p1 and p2 are in P . Since ui /∈ V (H ′) ∪X, V (H) \ V (H ′) 6= ∅. Therefore,
if u0 /∈ X (so that u0 ∈ V (H ′) \X), then by Lemma 2.4 there exists a vertex in
V (p1) belonging to V (H ′)∩X. Analogously, if uq /∈ X, then by Lemma 2.4 there
exists a vertex in V (p2) belonging to V (H ′)∩X. It follows that there exist both
a vertex uj , 0 ≤ j < i, belonging to X and a vertex uh, i < h ≤ q, belonging to
X. Therefore, since P is hereditary, the subpath (uj , Ej+1, . . . , ui, . . . , Eh, uh) of
p is a path in P joining two vertices in X that passes through a vertex not in X,
so that X is not convex, which is a contradiction.

We now prove that (V (H) \ V (H ′)) ∪ X is convex. Suppose that the set
(V (H)\V (H ′))∪X is not convex. Then, there exist a path p = (u0, E1, . . . , Eq, uq)
in P joining two vertices in (V (H) \ V (H ′)) ∪ X, and an index i, 1 ≤ i < q,
such that ui /∈ (V (H) \ V (H ′)) ∪ X. Consider the following two subpaths of p:
p1 = (u0, E1, . . . , Ei, ui) and p2 = (ui, Ei+1, . . . , Eq, uq). Since P is hereditary,
both p1 and p2 are in P . If u0 /∈ X (so that u0 ∈ V (H) \ V (H ′)), by Lemma
2.4, there exists a vertex in V (p1) belonging to V (H ′) ∩ X. Analogously, if
uq /∈ X, by Lemma 2.4, there exists a vertex in V (p2) belonging to V (H ′) ∩X.
It follows that there exist both a vertex uj , 0 ≤ j < i, belonging to X and a
vertex uh, i < h ≤ q, belonging to X. Therefore, since P is hereditary, the
subpath (uj , Ej+1, . . . , ui, . . . , Eh, uh) of p is a path in P joining two vertices in
X that passes through a vertex not in X, so that X is not convex, which is a
contradiction.
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Lemma 5.2. Let H be a connected hypergraph and C be the convexity space on

H induced by a family P of paths of H containing P0. Let X be a convex set of

H. If X is not a cluster, then every minimal convex set separating two vertices

in X is a proper subset of X.

Proof. Let X be a convex set of H containing two vertices u and v separable by
C, and let Y be a minimal convex u–v separator of H. Let us show that

(a) Y ∩X is a u–v separator, and

(b) Y ∩X is convex.

Proof of (a). Let Hu be the Y -component of H containing u. Since, by
Lemma 2.4, every u–v path has at least one vertex in V (Hu) ∩ Y , every u–
v path in P has at least one vertex in V (Hu) ∩ Y . Let Y ′ be the subset of
V (Hu) ∩ Y containing all vertices on u–v paths in P . We will show that Y ′ is a
u–v separator of H. Suppose there exists a u–v path p such that V (p) ∩ Y ′ = ∅.
By Proposition 2.1, there exists a chordless u–v path p′ such that V (p′) ⊆ V (p),
so that V (p′) ∩ Y ′ = ∅, which, since p′ ∈ P0 ⊆ P , contradicts the fact that every
u–v path in P has at least one vertex in Y ′. So, Y ′ is a u–v separator of H.
Moreover, since X is convex and both u and v are in X, every vertex on any u–v
path in P is in X. Therefore, by the definition of Y ′, one has Y ′ ⊆ X, and hence,
Y ′ ⊆ Y ∩X. Since

• neither u nor v are in Y ,

• Y ′ ⊆ Y ∩X, and

• Y ′ is a u–v separator of H,

one has that Y ∩X is a u–v separator of H.

Proof of (b). Y ∩ X is convex because it is the intersection of two convex
sets.

By (a) and (b), Y ∩X is a convex u–v separator of H. On the other hand,
by hypothesis, Y is a minimal convex u–v separator of H, and hence one has
Y ⊆ Y ∩X, thus Y ⊆ X. Finally, since neither u nor v are in Y , one has that
Y ( X.

The following result, which generalizes a known result on m-convexity (see
the Introduction), states that the convexity space on H induced by a hereditary
path family containing P0 always satisfies property (C4).

Theorem 5.3. Let H be a connected hypergraph and C be the convexity space

on H induced by a hereditary path family P . If P contains P0, then every set in

S(H,C) is a cluster of H.



512 F.M. Malvestuto and M. Moscarini

Proof. Suppose that there exists a minimal vertex convex separator X of H that
is not a cluster of H. Let u and v be two vertices in X that are separable by C in
H, and let Y be a minimal convex u–v separator of H. By Lemma 5.2, Y ( X.

Let u′ and v′ be two vertices such that X is a minimal convex u′–v′ separator
of H. Since Y ( X, neither u′ nor v′ are in Y . Furthermore, since Y is convex,
Y is not a u′–v′ separator of H. Therefore, there exists a Y -component H ′ of H
containing both u′ and v′. It follows that

• by Lemma 5.1, V (H ′) ∪ Y is convex,

• u′ and v′ are in V (H ′) ∪ Y , and

• X is a minimal convex u′–v′ separator of H.

Therefore, by Lemma 5.2, X ( V (H ′)∪Y . On the other hand, since Y separates
u and v, it follows that

• neither u nor v are in Y , and

• u and v cannot be both in V (H ′).

So, at least one vertex in {u, v} is not in V (H ′) ∪ Y , and hence X cannot be a
subset of V (H ′) ∪ Y , which is a contradiction.

The following result, which generalizes a known result on m-convexity (see
the Introduction), states that the convexity space on H induced by a hereditary
path family containing P0 always satisfies property (C2).

Theorem 5.4. Let H be a connected hypergraph and C be the convexity space

on H induced by a hereditary path family P . If P contains P0, then every edge

of K(H,C) is convex.

Proof. Suppose that there exists an edge X of K(H,C) that is not convex. Then
there exist a path p = (u0, E1, . . . , Eq, uq) in P joining two vertices in X, and
an index i, 1 ≤ i < q, such that ui /∈ X. Let H ′ be the X-component of H
containing ui. Consider the following two subpaths of p: p1 = (u0, E1, . . . , Ei, ui)
and p2 = (ui, Ei+1, . . . , Eq, uq). Since P is hereditary, both p1 and p2 are in P .
If u0 /∈ V (H ′) ∩ X (so that u0 ∈ V (H) \ V (H ′)), then, by Lemma 2.4, there
exists a vertex in V (p1) belonging to V (H ′)∩X. Analogously, if uq /∈ V (H ′)∩X,
then, by Lemma 2.4, there exists a vertex in V (p2) belonging to V (H ′) ∩X. It
follows that there exist both a vertex uj , 0 ≤ j < i, belonging to V (H ′) ∩X and
a vertex uh, i < h ≤ q, belonging to V (H ′)∩X. Therefore, since P is hereditary,
the subpath (uj , Ej+1, . . . , ui, . . . , Eh, uh) of p is a path in P joining two vertices
in V (H ′) ∩ X that passes through a vertex not in V (H ′) ∩ X. Let K ′ be the
X-component of K(H,C) containing ui. By Lemma 3.4, V (H ′) ⊆ V (K ′) so that
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X ∩ V (H ′) ⊆ X ∩ V (K ′), and hence uj and uh are in X ∩ V (K ′). Since the
subpath of p joining uj and uh is a path in P joining two vertices in X ∩ V (K ′)
and passing through a vertex ui not in X ∩ V (K ′) it follows that

(a) X ∩ V (K ′) is not convex.
On the other hand, since, by Theorem 5.3, every set in S(H,C) is a cluster,

by Theorem 4.8, one has
(1) K(H,C) is acyclic, and
(2) S(H,C) = S(K(H,C)).
Since X is an edge of K(H,C), from (1) it follows, by Lemma 2.11, that

X∩V (K ′) belongs to S(K(H,C)) so that, by (2), X∩V (K ′) belongs to S(H,C),
and hence X ∩ V (K ′) is convex (which contradicts (a)).

The following example shows a path family containing P0 for which Theorem
5.4 does not hold.

Example 5.5. Consider the hypergraph H shown in Figure 4. Let P be the set
P0 of chordless paths of H with the addition of the path (a, b, c, d, e). Note that
P is a feasible family of paths but is not hereditary since the subpath (b, c, d, e)
of (a, b, c, d, e) does not belong to P . Let C be the convexity space on H induced
by P . The set Y = {b, e} is the only minimal vertex convex separator of H so
that every set in S(H,C) is a cluster. The cluster hypergraph of H is K(H,C) =
{{a, b, e} , {b, c, d, e}}, and only {b, c, d, e} is convex.

c b

e d a

Figure 4

Lemma 5.6. Let H be a connected hypergraph and C be the convexity space on

H induced by a hereditary path family P containing P0. Let X be a convex set of

H. For every X-component H ′ of H, the set 〈V (H ′) ∩X〉C is a convex cluster

of H.

Proof. Let Y = V (H ′) ∩ X. If Y is a singleton, then trivially Y is a convex
cluster of H. Otherwise, let x and y be two distinct vertices in Y . By Remark
2.3, there exists an x–y path p = (u0, E1, u1, . . . , Eq, uq) in H ′ such that ui−1 ∈
(Ei−1 ∩ Ei) \X, 1 < i ≤ q. By Proposition 2.1, there exists an x–y path p′ ∈ P0

such that V (p′) ⊆ V (p). Since X is convex, p′ must have length 1, and hence x
and y must be adjacent in H. It follows that Y is a clique of H and, hence, Y is
a cluster of H. By Theorem 5.4 and Remark 4.4, 〈Y 〉C is a convex cluster of H.
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The following result, which generalizes a known result on m-convexity (see
the Introduction), states that the convexity space on H induced by a hereditary
path family containing P0 always satisfies property (C3).

Theorem 5.7. Let H be a connected hypergraph and C be the convexity space on

H induced by a hereditary path family P . If P contains P0, then for every subset

X of V (H), one has 〈X〉C = [X]C .

Proof. Firstly, we will show that [X]C ⊆ 〈X〉C . Suppose that there exists a
vertex v ∈ [X]C\〈X〉C . Since v /∈ 〈X〉C , v /∈ X. LetH ′ be theX-component ofH
containing v. By Lemma 5.6, one has that 〈V (H ′) ∩X〉C is a convex cluster of H.
Furthermore, since 〈V (H ′) ∩X〉C ⊆ 〈X〉C , one has v /∈ 〈V (H ′) ∩X〉C . Finally,
by Lemma 2.4, V (H ′)∩X is a u–v separator of H for every u ∈ X \ (V (H ′)∩X),
if any. Therefore, 〈V (H ′) ∩X〉C is a convex cluster of H which separates v from
X, and hence v /∈ [X]C , which is a contradiction.

Let us show, now, that 〈X〉C ⊆ [X]C . Suppose that there exists a vertex
v ∈ 〈X〉C \ [X]C . Let Y be a convex cluster separating v from X, and let H ′ be
the Y -component of H containing v. Since Y is convex, by Lemma 5.1 the set
(V (H) \ V (H ′)) ∪ Y is convex. Moreover, since X ⊆ (V (H) \ V (H ′)) ∪ Y , one
has 〈X〉C ⊆ (V (H) \ V (H ′)) ∪ Y so that, since v /∈ (V (H) \ V (H ′)) ∪ Y , one has
v /∈ 〈X〉C , which is a contradiction.

Theorem 5.8. Let H be a connected hypergraph. The convexity space on H
induced by any hereditary path family containing all chordless paths is decompos-

able.

Proof. Let C be the convexity space onH induced by any hereditary path family
containing all chordless paths. By Theorems 5.3 and 5.7, every set in S(H,C) is
a cluster and, for every subset X of V (H), one has 〈X〉C = [X]C . By Theorem
4.10, C is decomposable.
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