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Emanuele Baldacci, Eurostat
Pierpaolo Brutti, Sapienza Università di Roma
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Università di Pisa
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Rémi André, Xavier Luciani and Eric Moreau
A fast algorithm for the canonical polyadic decomposition of large tensors

45

Maria Simona Andreano, Roberto Benedetti, Paolo Postiglione, Giovanni Savio
On the use of Google Trend data as covariates in nowcasting: Sampling and mod-
eling issues

53

Francesco Andreoli, Mauro Mussini
A spatial decomposition of the change in urban poverty concentration

59

Margaret Antonicelli, Vito Flavio Covella
How green advertising can impact on gender different approach towards sustain-
ability

65

Rosa Arboretti, Eleonora Carrozzo, Luigi Salmaso
Stratified data: a permutation approach for hypotheses testing

71

Marika Arena, Anna Calissano, Simone Vantini
Crowd and Minorities: Is it possible to listen to both? Monitoring Rare Sentiment
and Opinion Categories about Expo Milano 2015

79

Maria Felice Arezzo, Giuseppina Guagnano
Using administrative data for statistical modeling: an application to tax evasion

83

Monica Bailot, Rina Camporese, Silvia Da Valle, Sara Letardi, Susi Osti
Are Numbers too Large for Kids? Possible Answers in Probable Stories

89



Index IX

Simona Balbi, Michelangelo Misuraca, Germana Scepi
A polarity–based strategy for ranking social media reviews

95

A. Balzanella, S.A. Gattone, T. Di Battista, E. Romano, R. Verde
Monitoring the spatial correlation among functional data streams through Moran’s
Index

103

Oumayma Banouar, Said Raghay
User query enrichment for personalized access to data through ontologies using
matrix completion method

109

Giulia Barbati, Francesca Ieva, Francesca Gasperoni, Annamaria Iorio, Gianfranco
Sinagra, Andrea Di Lenarda
The Trieste Observatory of cardiovascular disease: an experience of administrative
and clinical data integration at a regional level

115

Francesco Bartolucci, Stefano Peluso, Antonietta Mira
Marginal modeling of multilateral relational events

123

Francesca Bassi, Leonardo Grilli, Omar Paccagnella, Carla Rampichini, Roberta
Varriale
New Insights on Students Evaluation of Teaching in Italy

129

Mauro Bernardi, Marco Bottone, Lea Petrella
Bayesian Quantile Regression using the Skew Exponential Power Distribution

135

Mauro Bernardi
Bayesian Factor–Augmented Dynamic Quantile Vector Autoregression

141



X Index

Bruno Bertaccini, Giulia Biagi, Antonio Giusti, Laura Grassini
Does data structure reflect monuments structure? Symbolic data analysis on Flo-
rence Brunelleschi Dome

149

Gaia Bertarelli and Franca Crippa, Fulvia Mecatti
A latent markov model approach for measuring national gender inequality

157

Agne Bikauskaite, Dario Buono
Eurostat’s methodological network: Skills mapping for a collaborative statistical
office

161

Francesco C. Billari, Emilio Zagheni
Big Data and Population Processes: A Revolution?

167

Monica Billio, Roberto Casarin, Matteo Iacopini
Bayesian Tensor Regression models

179

Monica Billio, Roberto Casarin, Luca Rossini
Bayesian nonparametric sparse Vector Autoregressive models

187

Chiara Bocci, Daniele Fadda, Lorenzo Gabrielli, Mirco Nanni, Leonardo Piccini
Using GPS Data to Understand Urban Mobility Patterns: An Application to the
Florence Metropolitan Area

193

Michele Boreale, Fabio Corradi
Relative privacy risks and learning from anonymized data

199

Giacomo Bormetti, Roberto Casarin, Fulvio Corsi, Giulia Livieri
A stochastic volatility framework with analytical filtering

205



Index XI

Alessandro Brunetti, Stefania Fatello, Federico Polidoro
Estimating Italian inflation using scanner data: results and perspectives

211
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Inference with the Unscented Kalman Filter and optimization of sigma points

767

Xanthi Pedeli, Cristiano Varin
Pairwise Likelihood Inference for Parameter–Driven Models

773

Felicia Pelagalli, Francesca Greco, Enrico De Santis
Social emotional data analysis. The map of Europe

779

Alessia Pini, Lorenzo Spreafico, Simone Vantini, Alessandro Vietti
Differential Interval–Wise Testing for the Inferential Analysis of Tongue Profiles

785

Alessia Pini, Aymeric Stamm, Simone Vantini
Hotelling meets Hilbert: inference on the mean in functional Hilbert spaces

791



Index XXI

Silvia Polettini, Serena Arima
Accounting for measurement error in small area models: a study on generosity

795

Gennaro Punzo, Mariateresa Ciommi
Structural changes in the employment composition and wage inequality: A compar-
ison across European countries

801

Walter J. Radermacher
Official Statistics 4.0 – learning from history for the challenges of the future

809

Fabio Rapallo
Comparison of contingency tables under quasi–symmetry

821

Valentina Raponi, Cesare Robotti, Paolo Zaffaroni
Testing Beta–Pricing Models Using Large Cross–Sections

827

Marco Seabra dos Reis, Biagio Palumbo, Antonio Lepore, Ricardo Rendall, Chris-
tian Capezza
On the use of predictive methods for ship fuel consumption analysis from massive
on–board operational data

833

Alessandra Righi, Mauro Mario Gentile
Twitter as a Statistical Data Source: an Attempt of Profiling Italian Users Back-
ground Characteristics

841

Paolo Righi, Giulio Barcaroli, Natalia Golini
Quality issues when using Big Data in Official Statistics

847

Emilia Rocco
Indicators for the representativeness of survey response as well as convenience sam-
ples

855



XXII Index

Emilia Rocco, Bruno Bertaccini, Giulia Biagi, Andrea Giommi
A sampling design for the evaluation of earthquakes vulnerability of the residential
buildings in Florence

861

Elvira Romano, Jorge Mateu
A local regression technique for spatially dependent functional data: an heteroskedas-
tic GWR model

867

Eduardo Rossi, Paolo Santucci de Magistris
Models for jumps in trading volume

873

Renata Rotondi, Elisa Varini
On a failure process driven by a self–correcting model in seismic hazard assessment

879

M. Ruggieri, F. Di Salvo and A. Plaia
Functional principal component analysis of quantile curves

887

Massimiliano Russo
Detecting group differences in multivariate categorical data

893

Michele Scagliarini
A Sequential Test for the Cpk Index

899

Steven L. Scott
Industrial Applications of Bayesian Structural Time Series

905

Catia Scricciolo
Asymptotically Efficient Estimation in Measurement Error Models

913



Index XXIII

Angela Serra, Pietro Coretto, Roberto Tagliaferri
On the noisy high–dimensional gene expression data analysis

919

Mirko Signorelli
Variable selection for (realistic) stochastic blockmodels

927

Marianna Siino, Francisco J. Rodriguez-Cortés, Jorge Mateu, Giada Adelfio
Detection of spatio–temporal local structure on seismic data

935

A. Sottosanti, D. Bastieri, A. R. Brazzale
Bayesian Mixture Models for the Detection of High-Energy Astronomical Sources

943

Federico Mattia Stefanini
Causal analysis of Cell Transformation Assays

949

Paola Stolfi, Mauro Bernardi, Lea Petrella
Estimation and Inference of SkewStable distributions using the Multivariate Method
of Simulated Quantiles

955

Paola Stolfi, Mauro Bernardi, Lea Petrella
Sparse Indirect Inference

961

Peter Struijs, Anke Consten, Piet Daas, Marc Debusschere, Maiki Ilves, Boro Nikic,
Anna Nowicka, David Salgado, Monica Scannapieco, Nigel Swier
The ESSnet Big Data: Experimental Results

969

Jérémie Sublime
Smart view selection in multi-view clustering

977



XXIV Index

Emilio Sulis
Social Sensing and Official Statistics: call data records and social media sentiment
analysis

985

Matilde Trevisani, Arjuna Tuzzi
Knowledge mapping by a functional data analysis of scientific articles databases

993

Amalia Vanacore, Maria Sole Pellegrino
Characterizing the extent of rater agreement via a non–parametric benchmarking
procedure

999

Maarten Vanhoof, Stephanie Combes, Marie-Pierre de Bellefon
Mining Mobile Phone Data to Detect Urban Areas

1005

Viktoriya Voytsekhovska, Olivier Butzbach
Statistical methods in assessing the equality of income distribution, case study of
Poland

1013

Ernst C. Wit
Network inference in Genomics

1019

Dilek Yildiz, Jo Munson, Agnese Vitali, Ramine Tinati, Jennifer Holland
Using Twitter data for Population Estimates

1025
Marco Seabra dos Rei
Structured Approaches for High-Dimensional Predictive Modeling

1033



Social emotional data analysis. The map of
Europe
Analisi emozionale dei Social Network. La mappa
dell’Europa

Felicia Pelagalli, Francesca Greco and Enrico De Santis

Abstract In this paper we present an investigation of the emotional content con-
veyed by words in online conversations captured on Twitter. A multivariate tech-
nique applied to co-occurence of words together with Correspondence Analysis is
adopted in order to find clusters of meaningful words detecting emotional categories
that provide meaning to everyday events. Specifically, given the current historical
period, where the European Union has to gain trust in its citizens, a corpus of 155000
tweets selected through the Italian keywords “Europa” and “EU” is analyzed. Re-
sults show clearly how the textual content is structured according to the different
emotional expressions.
Abstract In questo articolo è presentata un’analisi testuale che esplora il contenuto
emozionale delle parole nelle conversazioni su Twitter. È stata adottata una tecnica
di analisi multivariata applicata alla co-occorrenza delle parole assieme all’analisi
delle corrispondenze al fine di raggruppare le parole in cluster di significato e in-
dividuare le categorie e le emozioni che danno senso agli eventi – ossia, i signifi-
cati attribuiti agli eventi dagli attori partecipanti a un determinato contesto. Dato
il particolare periodo storico in cui versa l’Unione Europea, che si trova a dover
guadagnare la fiducia dei propri cittadini, è stato preparato ed analizzato un cor-
pus di 155000 tweet selezionati attraverso le keyword “Europa” ed “EU”. I risultati
mostrano chiaramente come il contenuto testuale è strutturato secondo le differenti
espressioni emozionali del fenomeno.
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780 Felicia Pelagalli, Francesca Greco and Enrico De Santis

Key words: Text Mining, Social Data Mining, Multivariate Analysis, Correspon-
dence Analysis, Clustering.

1 Introduction

With the spread of social networks and micro-blogging platforms, statistical method-
ologies boosted with machine learning techniques find their natural habitat in the sea
of available online data. In fact, related techniques enable us to perceive the feel-
ing that runs through the network. An overwhelming quantity of conversations are
exchanged, mostly through words in a written form. If from one side it can be pos-
sible grasping the opinions underlying the online social exchanges, from the other
it is clearly interesting to have a measure of the emotional significance that gives
meaning to social phenomena. Now more than ever, this knowledge can help in-
stitutions and community managers to realize people needs and problems. It is the
emotion that drives us in making relation with the objects of a given context on
the basis of affective symbolizations and social representations. Hence, in convey-
ing emotions, words show the functioning structure of the mind-brain, according
to a dual logic [1]: i) the asymmetrical conscious thought which allows entering in
a relationship with a context or event; ii) the symmetrical emotional thinking that
the context or the events immediately arouses within us. Thus, the content analy-
sis of conversations has to catch and externalize the emotional “density” conveyed
by words or chains of words, through suitable knowledge models substantiated by
statistical techniques, such as the multivariate analysis. In fact, the latter, as an un-
supervised technique, can find recurrences, relations between nodes of a network
or can help grouping words in meaningful clusters, detecting emotional categories
that provide meaning to everyday events. According to this framework, the linguis-
tic communication can be interpreted not only on the basis of its semantic elements
but also through the emotional framework that yields value to a given text. This
context fits with the co-occurrence analysis of words, used as the first step of our
investigation, to find associative links among words. In this study we analyze online
conversations trying to discover how they are organized within the current social
context and upon a given object represented by a set of keywords. Specifically, the
corpus consists in 155000 tweets gathered, in the time period ranging from January
11, 2017, to February 11, 2017, trough the Twitter API, filtering the stream by the
Italian keywords “Europa” and “UE”. The corpus is analyzed through a pipeline of
statistical and learning techniques briefly described in next section. Specifically, in
order to obtain a thematic analysis based on the co-occurrence of lexical units upon
the corpus at hand, a mapping of the latter in the Vector Space Model (VSM) [2]
is performed. The k-means algorithm is then adopted obtaining a suitable partition
through the cosine dissimilarity measure between word vectors. Finally, the Boolean
contingency matrix, describing documents membership to the retrieved clusters, is
analyzed with the well-known Correspondence Analysis (CA) technique.
The current paper is organized as follows. In Sec. 2 we provide a brief summary



Social emotional data analysis. The map of Europe 781

of the adopted methodology, while in Sec. 3 main results are discussed. Finally,
conclusion are drawn in Sec. 4.

2 Material and methods

To finalize the herein proposed investigation, data is cleaned and pre-processed. In
particular, instead of raw words, lemmas as main categories are used. Subsequently,
the the most common words and the very rare words are filtered out. Lemmatization
and filtering allows to obtain a more compact VSM, reducing even the sparsity of
the model. We note that in the current section the formal terms “document” and
“context” are interchangeable, such as “term”’, “word” or “lexical units”. Following

Fig. 1 Schematic diagram of the adopted methodology for measuring the emotional structures
underlying the online conversations.

the diagram of Fig. 1 the analysis presented is centered on the VSM [2], a particular
vector or distributional model of meaning. VSM is based on a co-occurrence matrix,
i.e. the word-document matrix, that is a way of representing how often words co-
occur. From a methodological point of view the VSM embeds information retained
within a corpus in a vector space representation, substantiating the distributional
hypothesis according to which words that occur in similar contexts tend to have
similar meanings. Lets define the term-document matrix X = [d1,d2, ...,dD] where
the content of each document vector d j = [w1,w2, ...,wV ] is represented as a vector
in the term space of dimension V that is usually the dimension of the vocabulary. A
standard weighting scheme, used in the current work for wi, is the the tf-idf (term
frequency-inverse document frequency) [3], that provides higher weights to terms or
words that are frequent in the current j-th document but rare overall in the collection.

In order to measure the similarity between two documents dp and dq enabling the
cluster analysis, a well-suited similarity measure is used. It is the cosine similarity,
that is sim(dp, dq) = cos(dp,dq) =

dp·dq

�dp��dq� .

The k-means algorithm is a partitional clustering algorithm [4, 5] based on
squared error optimization approach. Specifically, given a set of objects (word vec-
tors) X =

{
d j
}D

i=1 ∈RV , where V is the dimension of data vectors, it finds a suitable
partition P= {C1,C2, ..Ck} so that the sum of the squared distances between objects
in each cluster and the respective representative element is minimized:
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argmin
P

k

∑
i=1

∑
x j∈Ci

∥∥x j − ci
∥∥2

, (1)

where ci is the representative of the i-th cluster Ci. Belonging to the family of
the NP-Hard problems, a complete analytical solution is not know and k-means
as greedy algorithm, can only converge to a local minimum.

CA is a statistical method useful for data visualization that is applicable to cross-
tabular data such as counts, compositions or any ratio-scale data. In this work, it
is performed on the Boolean contingency matrix describing the partition P [6]. Let
P denote a qr × qc data matrix with non negative elements that sum up to 1, i.e.
1T

qr P1qc = 1, where in general 1q is a q-dimensional vector of ones and T is the
transpose operator. The CA is formulated as the following least-squares problem:

min
A,B

∥∥∥P̃−D1/2
r ABT D1/2

c

∥∥∥
2
, (2)

where P̃ = D−1/2
r

(
P− rcT

)
D−1/2

c , r = P1qc , c = PT 1qr , Dr and Dc are correspond-
ing diagonal matrices. The column coordinate matrices A and B are of rank k that
is the dimensionality of the approximation. By imposing BT DcB = Ik, it is pos-
sible obtaining a solution through the well-known Singular Value Decomposition:
P̃ = UΛVT , where Λ is a diagonal matrix with in descending order the singular
values on the leading diagonal and U and V are orthonormal matrices. A least-
squares approximation of P̃ is obtained by selecting the first k columns of U and
V and the corresponding singular values in Λ . Finally, the coordinate matrices are
A = D−1/2

r UΛ and B = D−1/2
c V, so that AT DrA = Λ 2. Given the coordinate matri-

ces the row coordinates are referred to as principal coordinates whereas the column
coordinates are standard coordinates. The two sets of coordinates are also known
as biplot and the inner-product D1/2

r ABT D1/2
c in (2) approximates the data. If the

matrix P constitutes a contingency table, P̃ is the matrix of standardized residuals,
i.e. the matrix of standardized deviations from the independence model. Hence, a
low-dimensional approximation of these standardized residuals is given by the bi-
plot coordinates in A and B. In other words, it can be shown that this biplot will
approximate, by euclidean distances on the plot, chi-square distances in P. Chi-
square distance is mathematically the euclidean distance inversely weighted by the
marginal totals.

3 Results

As concerns the cluster analysis the cardinality k of the partition P is set to 5. In
Tab. 1 are reported the explained variances for each principal components that here-
inafter are named “factors”. In Fig. 2 we can appreciate the emotional map of the
Europe coming out from Italian tweets. It shows how discovered clusters are placed
in the factorial space, whereas in Tab. 2 is reported the factors–clusters matrix that
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summarizes our main findings. The emerging map shows on the horizontal plane a
sharp contrast between the “political power” and the “populist protest”. The cluster
of words C1 sees the chill and sooty European institutional places that are perceived
as a remote center of power in which citizens do not definitely recognize them-
selves. The theme is the election of Antonio Tajani as president of the European
parliament and Pittella defeat. Congratulations words, but even disappointment and
irritation for who does not feel represented (dividere, urtare, sensibilità, impera).
On the opposite side, a strong sense of helplessness regarding the big problems,
such as immigrants and the economic crisis. C3 is characterized by the UE plan
proposed in order to stop the sea blockade in front of Libyan territories. We have
also tweets where the Italian Economy ministry is perceived as “unable”, while the
former prime minister Matteo Renzi together with Angelino Alfano (current Ital-
ian foreign minister) are considered “hypocrites”. Another emerging contrast on the
vertical plane is the “success of the economic power” and “people problems”. From
C2 it emerges a two-speed Europe and the “economic power”’ represented by Ger-
many with the chancellor Anghela Merkel and the president of the European Central
Bank Mario Draghi. It is a strong power (velocità, vincere) that cohabits/forgets the
human tragedies (permettere, vergognarsi ). On the opposite side, C5 refers to the
necessity of funds for places hit by the earthquake. Furthermore, it shows clearly
the arising of new political movements, such as the one referred to Marine Le Pen
in France, evidencing tension, betrayal, isolation and risks for Europe. Finally, in
C4 (in a middle position on the map) we find the ambivalence fear/anguish related
to the dichotomy opening–closing, where closing seems to prevail together with the
fantasy of closing themselves off in the localism to avoid chaos. This is a cluster
full of fears that undermine the Altiero Spinelli’s project for a united Europe. C4 is
close the origin of axes on the factorial map, in fact it contains basic emotions that
seem to span all the facets of the underlying discourse.

Table 1 Explained variance for each factor.

Ind Eigenvalues % Cumul. %

1 0.1538 29.54 29.5438
2 0.1308 25.14 54.683
3 0.1214 23.32 77.9995
4 0.1145 22.00 100

4 Conclusion

The current paper presents an analysis of a huge corpus of tweets in Italian language
based on a set of statistical techniques, specifically a Cluster analysis and a Corre-
spondence Analysis. Unlike the current sentiment analysis techniques, the proposed
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Table 2 The factor-clusters matrix.
Factor 1 Factor 2 Factor 3 Factor 4

C1
– – changing – Problems related to the political power unable to drive the changing.– -0,2485 0,2177 -0,5145

C2
hopes power changing – The success is related to the economic power represented by A. Merkel

and M. Draghi.-0,5119 0,6132 0,2352 0,0558

C3
alert – changing injustice Alert generated by the changing related to balance of powers.0,3088 -0,1367 0,2492 0,3808

C5
alert – changing injustice The idea about the union with the social power of foreign countries

because of the loss of identity.0,4653 0,3534 -0,5362 -0,1396

C5
hopes problems product – The European genesis has a cost that causes problems: economic

request for help and the rejection to give.-0,5718 -0,4382 -0,4911 0,2101

Fig. 2 The map of the Europe.

methodology takes into account the conversations on social networks like structured
corpora, in which the relationships between words can be described beyond the eval-
uative bias (positive/negative or agree/disagree), giving rise to a dense structure of
meaning. Results show clearly how the textual content is structured according to the
different emotional expressions.
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