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The simulation of beam dynamics in the presence of collective effects requires a strong computational
effort to take into account, in a self-consistent way, the wakefield acting on a given charge and produced by
all the others. Generally this is done by means of a convolution integral or sum. Moreover, if the
electromagnetic fields consist of resonant modes with high quality factors, responsible, for example, for
coupled bunch instabilities, a charge is also affected by itself in previous turns, and a very long record of
wakefield must be properly taken into account. In this paper we present a new simulation code for the
longitudinal beam dynamics in a circular accelerator, which exploits an alternative approach to the
currently used convolution sum, reducing the computing time and avoiding the issues related to the length
of wakefield for coupled bunch instabilities. With this approach it is possible to simulate, without the need
for large computing power, simultaneously, the single and multibunch beam dynamics including
intrabunch motion. Moreover, for a given machine, generally both the coupling impedance and the wake
potential of a short Gaussian bunch are known. However, a classical simulation code needs in input the so-
called “Green” function, that is the wakefield produced by a point charge, making necessary some
manipulations to use the wake potential instead of the Green function. The method that we propose does
not need the wakefield as input, but a particular fitting of the coupling impedance requiring the use of the
resonator impedance model, thus avoiding issues related to the knowledge of the Green function. The same
approach can also be applied to the transverse case and to linear accelerators as well.
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I. INTRODUCTION

When dealing with the study of high intensity beam
dynamics, we must take into account, in a self-consistent
way and in addition to the external guiding fields, the
effects of the self-induced electromagnetic fields, called
wakefields [1]. The theory of collective beam instabilities
induced by the wakefields is a broad subject and it has been
assessed over many years by the work of several authors,
such as Sacherer [2], Chao [3], Laclare [4], Zotter [5],
Pellegrini [6], Sands [7] and others [8]. In this paper we will
focus only on the longitudinal beam dynamics in circular
machines, even if the proposed approach can be applied to
the transverse case and to linear accelerators as well.
To simplify the theoretical study, in general it is

convenient to distinguish between short range wakefields,
which influence the single bunch beam dynamics, and long

range wakefields, where high quality resonant modes
excited by a train of bunches can last for many turns
exciting, under some conditions, coupled bunch instabil-
ities. In both cases the bunch distribution is considered as a
sum of coherent oscillation modes perturbed by the wake-
fields. A linear perturbation theory is then generally used to
study the resulting instabilities.
If we want to analyze the behavior of the beam under the

influence of wakefields also in the nonlinear regime, a
simulation code is a valid approach [9]. The equations of
motion which are integrated in this case are quite simple, and
the main issue is related to the inclusion of the wakefield
effects avoiding the introduction of numerical noise and
nonphysical phenomena. There exist several simulation
codes specialized in circular accelerators for the single bunch
longitudinal [10–12] and transverse [13,14] beam dynamics,
and for multibunch [15,16], which have been proved to be
reliable tools in the comprehension of the wakefield effects.
In order to include the wakefield in a simulation, we need

a convolution sum taking into account the electromagnetic
fields acting on a charge and produced by all the others.
There arises a series of issues, from the necessity of a strong
computing power for coupled bunch simulations to the
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problem of knowing the Green function of an accelerator
instead of the more commonly known wake potential.
In this paper we present a novel simulation code for the

longitudinal beam dynamics in a circular machine, which
uses an alternative approach with respect to the previously
mentioned codes, allowing one to simulate, simultaneously,
the effects of short and long range wakefields without the
necessity to distinguish between the two, and avoiding the
issues related to the use of wakefield and convolution sum.
The algorithm is quite light and does not need high
computing power, even with the inclusion of intrabunch
motion.
In the following section we recall the common approach

used in simulation codes to take into account the effects of
the wakefields, and the main issues arising with such a
method. In Sec. III we describe the new multibunch/particle
simulation code MUSIC and its main features, and in
Sec. IV we benchmark the simulation results against
theories and another code which uses the classic wakefield
convolution sum, either for single and multibunch cases.
Finally, concluding remarks and outlook will end the paper.

II. COMMON APPROACH IN
WAKEFIELD SIMULATIONS

We start our analysis by considering the longitudinal
equations of motion of a single particle in a circular
accelerator and by taking into account the effect of the
wakefields. We suppose that the energy exchange between
the charge and the surrounding environment is localized in
a single point in the machine and that the minimum time
step is the revolution period T0. However, the same
procedure can be extended to cases in which it can be
necessary to update the longitudinal dynamics several times
per turn, as, for example, in a strong rf focusing regime
[17], or in some cases when the longitudinal broadband
impedance due to space charge requires it. By supposing
β ¼ 1, we can then write

Δz ¼ zðtÞ − zðt − T0Þ ¼ −L0ηεðtÞ; ð1Þ

Δε ¼ εðtÞ − εðt − T0Þ

¼ eVrf −U0 − eVwf þ RðT0Þ
E0

−
2T0

τs
εðtÞ; ð2Þ

where z is the longitudinal position of a single particle with
respect to the synchronous one, and positive behind it, L0

the machine length, η the slippage factor, ε the relative
energy variation of the charge with respect to the nominal
energy E0, Vrf the rf voltage,U0 the energy lost per turn by
the synchronous particle, Vwf the wakefield effect, RðT0Þ
and τs respectively a stochastic variable which takes into
account quantum fluctuations and the longitudinal damping
time, two terms related to synchrotron radiation effects and
important, in particular, in electron machines.

The common approach used in a simulation code models
the single bunch evolution as an ensemble of particles each
one ruled by the above two coupled equations. Since a bunch
consists of 108–1012 and even more charges, it requires a
strong computing effort and a parallel cluster to keep track of
all the particles. In general macroparticles, gathering a given
number of charges, are used, and this permits one to reduce
the number of equations to be solved step by step.
The term Vwf, which has to take into account the

wakefield acting on a charge and produced by all the
others, depends on the longitudinal bunch distribution λðzÞ
according to the relation

VwfðzÞ ¼ Qtot

Z
z

−∞
dz0w∥ðz − z0Þλðz0Þ ð3Þ

with Qtot the total charge of a bunch, and w∥ðzÞ the
wakefield of a point charge. The convolution integral is
also called wake potential. It represents the energy gained
or lost by a charge due to the entire bunch. In writing
the equation we have used the causality property that
w∥ðzÞ ¼ 0 for z < 0, and we have ignored the effects of
long range wakefields. In order to also include these, we
have to add a sum over previous bunches and turns to the
above convolution integral.
Let us consider, for the moment, only the single bunch

effects. In order to include the convolution integral in a
simulation code using Nm macroparticles, we have to
transform it into a sum, such that Eq. (3) becomes

VwfðziÞ ¼
Qtot

Nm

Xj¼1;Nm

zj<zi

w∥ðzi − zjÞ ð4Þ

with zi the position of the ith macroparticle.
Equation (4) needs some comments. It has to be

evaluated at each turn for each macroparticle, and it
depends on the position of all the others preceding it.
This means that, at each turn, the effect of wakefield
requires about ðNm − 1ÞNm=2 operations. If we want to
simulate 106 macroparticles, which is a reasonable number
to have reliable results, at each turn we need to do more
than 1011 operations, which can be possible nowadays only
on parallel computing clusters.
In order to reduce the computing time and only for the

evaluation of the wakefield effect, the bunch is generally
divided intoNs slices, or bins, ofwidthΔ andwith center ziΔ,
each one containingniðΔÞmacroparticles. By supposing that
slices act as point charges, the wake potential at the center of
each slice is then evaluated by using the following relation:

VwfðziΔÞ ¼
Qtot

Nm

Xj¼1;Ns

zjΔ<ziΔ

njðΔÞw∥ðziΔ − zjΔÞ: ð5Þ

Once the wake potential is known in the positions ziΔ,
a linear interpolation permits one to evaluate the wake
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potential acting on any macroparticle of the bunch. Since in
general the number of slices is between few hundreds to
some thousands, this reduces quite a lot the number of
operations.
This kind of approach has been widely used in simu-

lations, and through the years it has proved to give reliable
results. However, some cares have to be taken when
deciding the size and the number of the slices (and, of
course, of macroparticles). A low number of slices reduces
the computing time, but it could suppress some micro-
structures in the bunch leading to instabilities. Slices
represent a nonphysical artifice, which can introduce
additional numerical noise to that of macroparticles, mak-
ing necessary, in some cases, a parametric study. Once the
main parameters of a simulations have been decided, it is
important to investigate any dependence of the results
on the number of slices and of macroparticles inside the
slices. As an example, let us consider the wakefield of a
broadband resonator given by [1]

w∥ðzÞ¼
ωrR
Q

e−
ωr
2Qz=c

�
cosðωnz=cÞ−

ωr

2Qωn
sinðωnz=cÞ

�
HðzÞ;

ð6Þ

where ωr is the resonant angular frequency, R the peak
impedance,Q the quality factor, c the speed of light, ωn the
natural angular frequency and HðzÞ the Heaviside step
function. By using ωr ¼ 15 × 109 rad=s and Q ¼ 1, rea-
sonable parameters for an accelerator impedance model,
and a Gaussian bunch with an rms length of 2 cm, we show
on the left side of Fig. 1 the normalized wake potential
obtained with the convolution sum of Eq. (5) with 100
slices compared with the analytical solution of the con-
volution integral of Eq. (3). The two results coincide.
However, if we take a bunch length of 2 m (as, for example,
a proton bunch of the CERN Proton Synchrotron [18]), as

shown on the right side of Fig. 1, 1000 slices=sigma, which
in general represents quite a high number, are not enough
and the convolution sum gives a wrong result. Only when
the number of slices is higher than 104, the analytical
solution and the slice reconstruction of the wake potential
are close to each other, but still they do not coincide. This
means that if a bunch is very long compared to the
wakefield variations, a very high number of slices could
be necessary, thus making almost worthless the use of
slices.
Another issue, which arises by the use of Eq. (5), is

related to the knowledge of the Green function, that is the
wakefield produced by a point charge. In order to obtain the
impedance model for an accelerator, in general the theo-
retical approach requires one to solve the Maxwell’s
equations in a given structure taking the beam current as
the source of fields. This could become a very complicated
task for some accelerator devices. Therefore dedicated
computer codes have been developed, which solve the
electromagnetic problem in frequency or in time domain.
There are several powerful codes for the electromagnetic
design of accelerator devices, such as CST PARTICLE
STUDIO® [19] and GDFIDL [20]. However these codes
give, as result, the coupling impedance, which is the
Fourier transform of the wakefield, and the wake potential
of a Gaussian distribution, but not the Green function. In
order to obtain the wakefield needed in a simulation code,
one has to do numerically the inverse discrete Fourier
transform of the impedance, which does not necessarily
turn out to be a real function as it should be, and some
artificial modifications of the results must be devised to
obtain a function that could be used in Eq. (5), with the risk
of producing nonphysical results.
A last, but just as important, issue is related to the study

of coupled bunch instabilities by taking into account also
the internal motion of the particles. This could be of interest
for quadrupolar instabilities, and when we want to account
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FIG. 1. Normalized wake potential of a broadband resonant mode given by Eq. (5) with a different number of slices compared with
the analytical solution of the convolution integral of Eq. (3) for a Gaussian bunch with length of 2 cm (left side) and 2 m (right side).
The normalization constant is the maximum value of the analytical solution.
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for the effect of rf nonlinearity and bunch shape. The
instabilities are generated by resonant modes, given by
Eq. (6) with a high quality factorQ. Depending on its value
and on the resonant frequency, these modes can last for
several hundreds of nanoseconds up to microseconds,
influencing many bunches for many turns. In this case
we need to know the wakefield with a small step and until it
becomes zero. This slows down the simulation making it
necessary to parallelize the code [16].

III. MUSIC code

In order to deal with the last issue of the previous section,
which is the coupled bunch instability, let us suppose, for
the moment, that each bunch is a rigid macroparticle
performing dipolar oscillations, and a single resonant
mode, with the wakefield given by Eq. (6), is excited.
A first bunch with total charge q1 and position z1,

interacting with the mode, loses an energy that, due to the
fundamental theorem of beam loading [21], is equal to

Δεwf;1 ¼ −e
�
q1

Rωr

2Q

�.
E0: ð7Þ

A second bunch of charge q2, at a distance z2 behind the
first one, loses an energy due to the wakefield generated by
the first one and to the beam loading theorem,

Δεwf;2 ¼ −e
�
q2

Rωr

2Q
þ q1w∥ðz2 − z1Þ

�.
E0; ð8Þ

and so forth for all the following bunches. For example, for
the nth bunch at a distance zn from the first one, we have

Δεwf;n ¼ −e
�
qn

Rωr

2Q
þ
Xn−1
i¼1

qiw∥ðzn − ziÞ
�.

E0: ð9Þ

This is exactly the procedure leading to the convolution
sum for coupled bunch beam dynamics. With Nb
bunches we need to evaluate the wakefield, at each turn,
NbðNb − 1Þ=2 times.
The same result can be obtained with a matrix formalism

and a lower number of operations. As shown in the
Appendix, we can define a “wakefield” matrix [22] of
the kind

MðzÞ ¼ e−
ωr
2Qz=c

0
B@ cosðωnz=cÞ − ωr

2Qωn
sinðωnz=cÞ − Rωr

Qωn
sinðωnz=cÞ

ωrQ
Rωn

sinðωnz=cÞ cosðωnz=cÞ þ ωr
2Qωn

sinðωnz=cÞ

1
CA ð10Þ

and a “charge” matrix q as

q ¼
�
q
0

�
ð11Þ

to obtain the value of the wakefield of a resonant mode at
any position behind a charge that excites the mode itself.
Let us suppose that a charge q1, in a position z1, is

exciting the resonant mode initially unloaded. After its
interaction, according to the results of the Appendix, the
initial conditions for the matrix evolution can be written as

Rωr

Q

�
q1
0

�
¼ Rωr

Q
q1 ¼

Rωr

Q
q0; ð12Þ

where we have put q1 ¼ q0 as new initial conditions. In this
way, the value of the wakefield in any position behind the
charge can be obtained from the 2 × 1 matrix

Rωr

Q
Mðz − z1Þ · q0 ¼

Rωr

Q
~qðz − z1Þ; ð13Þ

where ~qðzÞ ¼ MðzÞ · q0.

If a second charge q2 is following at a distance z2
the first one, the energy change of Eq. (8) can also be
obtained as

Δεwf;2 ¼ −e
Rωr

Q

�
q2
2
þ ½ ~qðz2 − z1Þ�1

�.
E0; ð14Þ

where with the notation ½ ~qðz2 − z1Þ�1 wemean the first term
of the ~q matrix. At this point we can continue the evolution
of the wakefield by considering, as new initial conditions
for the matrix evolution, the quantity

Rωr

Q
q0 ¼

Rωr

Q
½ ~qðz2 − z1Þ þ q2� ð15Þ

which takes into account the voltage across the capacitance
and the current in the inductance at the passage of the
second charge, plus the excitation produced by the second
charge itself. A third charge at a distance z3 from the first
one has then an energy variation due to the wakefield
that can be written, starting from these new initial
conditions, as
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Δεwf;3 ¼ −e
Rωr

Q

�
q3
2
þ ½Mðz3 − z2Þ · q0�1

�

¼ −e
Rωr

Q

�
q3
2
þ ½ ~qðz3 − z2Þ�1

�
ð16Þ

and, after its passage, the new initial conditions become

Rωr

Q
q0 ¼

Rωr

Q
½ ~qðz3 − z2Þ þ q3�; ð17Þ

and so forth.
The advantage of this formalism is that it is not necessary

any more to use the convolution sum and, therefore, to keep
track of the entire wakefield, but we can just transport the
matrix ~q from one charge to another and add the new initial
conditions. This reduces the number of operations to eval-
uate the wakefield for Nb charges from NbðNb − 1Þ=2 to
Nb − 1.
This approach has been already used to study the

longitudinal coupled bunch instabilities in DAΦNE [23]
with the inclusion of a time domain feedback system [24].
The code can simulate only a dipole instability because it
models a bunch as a single rigid macroparticle, without the
possibility to study intrabunch motions. It could also
simulate a gap in the bunch train or any filling pattern of
the machine.
If we now consider the bunches divided in macro-

particles, the same procedure can also be applied between
two macroparticles of the same bunch, and between the last
particle of one bunch and the first particle of the following
one (or the same bunch at the following turn). This idea has
been implemented in the new code MUSIC (multibunch/
particle simulation code), which extends the above
approach to include multiparticles for each bunch. In this
way we avoid the issue related to the length of wake-
field when dealing with coupled bunch instabilities, and
we do not need to use slices any more: a simulation with
Nm macroparticles requires Nm − 1 operations plus
Nm logðNmÞ for sorting on the z variable. It is important
to note that, as long as the longitudinal positions of the
particles do not change too much between updates, this
operation is not necessary at each turn. In this way the code
can simulate simultaneously single bunch and multibunch
effects without the necessity of parallel computing.
Another advantage of the matrix transport formalism of

the wakefield implemented in MUSIC is its extension to
include a generic impedance, not necessarily a resonant
mode. In the above procedure, if we have more than a
single resonator, the superposition principle allows us to
repeat the same method for all the modes, each one
evolving separately from the others with its own wakefield
matrix. We can also use the same idea to fit a generic
impedance with a sum of resonant modes. In this way we
do not need, as input, the wakefield, but, once we have the
machine coupling impedance, we can fit it with a finite sum

of different resonant modes and use them with the transport
matrix formalism. In principle there is no limit to the
number of modes that can be used for the fit.
The coupling impedance of a resonant mode, obtained

by the Fourier transform of Eq. (6), and given by

ZðωÞ ¼ R
1þ iQðωr

ω − ω
ωr
Þ ; ð18Þ

follows the properties of a generic coupling impedance, that
is its inverse Fourier transform is real, and it respects the
causality principle for β ¼ 1 [1],Z

∞

−∞
ZREðωÞ cosðωτÞdω ¼

Z
∞

−∞
ZIMðωÞ sinðωτÞdω; ð19Þ

which is equivalent to the Hilbert transforms [3]

ZRE ¼ 1

π
P:V:

Z
∞

−∞

ZIMðω0Þ
ω0 − ω

dω;

ZIM ¼ 1

π
P:V:

Z
∞

−∞

ZREðω0Þ
ω0 − ω

dω; ð20Þ

where P:V:means taking the principal value of the integral.
The above expressions indicate that, in principle, knowing
either the real or the imaginary part of a coupling
impedance, one can construct the whole impedance. This
observation is important when we want to determine the fit
of an impedance as a sum of resonant modes, since it is
sufficient to fit only its real or imaginary part.
Moreover, we also notice that, since in general the

integrals in Eq. (20) may be difficult to evaluate, and
the operation should be applied with care [3], if we know
the real or the imaginary part of a coupling impedance, and
we fit it with a sum of resonant modes, the other unknown
component of the impedance must have a behavior very
close to the corresponding one determined by the sum of
resonators. This method could then be used to obtain, with
some approximation, the whole impedance, once we know
either its real or imaginary part.

IV. ALGORITHM BENCHMARKING

The transport matrix of the wakefield described in the
previous section is basically the idea behind the algorithm
implemented in the simulation code MUSIC. There is no
need of using slices, nor wakefield with the problem of the
total length and minimum step. Moreover, it is not neces-
sary to do the inverse Fourier transform of the machine
coupling impedance. We need to fit it with a sum of
resonant modes, and to propagate the wakefield matrix, for
each mode, between two consecutive macroparticles. It
is also possible to take into account, at the same time, short
and long range wakefields by using, in the same simu-
lations, broadband and narrow band resonators.
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In this section we compare the results of MUSIC, under
some particular conditions, with the theory of coupled
bunch instability, we test a feedback system to cure the
instability, we check the possibility to use the code for
single bunch simulations by benchmarking it against a
simulation code which uses slices and the convolution
integral [18], and we also study the effect of the microwave
instability in electron machines compared with the mode
coupling theory. We have to remember, in addition, that all
the above effects can be simulated simultaneously with
MUSIC.

A. Coupled bunch instability and
multibunch modal analysis

The analysis of the beam dynamics of Nb equally spaced
bunches interacting with long range wakefields is per-
formed by computing the coherent synchrotron frequency
shift predicted by Sacherer’s theory [2]. Starting from the
linearized Vlasov equation, and developing any perturba-
tion of a bunch stationary distribution as sum of coherent
azimuthal oscillation modes (dipolar, quadrupolar,…), it is
possible to obtain an eigenvalue system representing the
coherent frequencies of the modes.
By neglecting the coupling between the different azimu-

thal modes, hypothesis valid, for example, when the beam
intensity is weak, and by considering the case in which
there is only a single high quality resonator as source of
instability, such that the impedance given by Eq. (18) is
always zero except around its resonant frequency, which
we suppose to be close to an integer number of the
accelerator revolution frequency pω0 �mωs, with ωs the
synchrotron angular frequency and m a fixed azimuthal
mode, it is possible to show that, if p is not a multiple of
Nb, there are two main multibunch oscillation modes [3],
one stable and the other unstable, and the corresponding
exponential growth rate and damping rate are given by

α¼ 1

τ
¼∓m

ηe2NpNb

2E0T2
0ωs

½pω0�mωs�ZREðpω0�mωsÞGmðxÞ

ð21Þ

with Np the number of particles per bunch, and GmðxÞ a
form factor depending on the bunch stationary distribution.
For a Gaussian bunch of rms length σz, we have

GmðxÞ¼
2

x2
e−x

2

Imðx2Þ; x¼ðpω0�mωsÞσz
c

ð22Þ

with Im the modified Bessel function of the first kind, while
for a parabolic distribution of total length 2zmax, we have

GmðxÞ ¼
6

x2

Z
1

0

J2mðxyÞ
yffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − y2
p dy;

x ¼ ðpω0 �mωsÞzmax

c
ð23Þ

with Jm the Bessel function of the first kind.
In Eq. (21) p can be obtained in two ways, correspond-

ing to the two multibunch oscillation modes: p ¼ Nbp1 −
μ1 or p ¼ Nbðp1 − 1Þ þ μ2, with μ, identifying the mode
number, ranging from 1 to Nb − 1. The stable mode, above
transition energy η < 0, is given by the lower sign and μ1,
while the unstable mode is given by the upper sign and μ2.
The opposite happens below transition.
Since MUSIC is a time domain code, it can simulate the

coupled bunch oscillations giving, for every bunch and for
every particle inside the bunch, turn after turn, the values of
Δz and Δε of Eqs. (1) and (2). In order to compare the
theoretical growth and damping rates of stable and unstable
multibunch oscillation modes with the results of MUSIC,
we need to perform a multibunch modal analysis from the
data of the code. For simplicity let us assume that we want
to know, at every turn, the amplitude and phase of the
μ ¼ 0;…; Nb − 1 multibunch oscillation modes given by
the dipolar oscillations of the centers of mass of the
bunches (m ¼ 1). Since the oscillations of each bunch
must be reconstructed with these modes, we have a system
of Nb equations of the kind

Ab sinðωstþ θbÞ ¼
XNb−1

μ¼0

Aμ sin

�
ωstþ

2πμb
Nb

þ θμ

�
ð24Þ

with b ¼ 0;…; Nb − 1 identifying the bunch, Ab and θb the
known oscillation amplitude and phase of the bunches, Aμ

and θμ the unknown amplitude and phase of the multibunch
modes. The phase factor 2πμb=Nb identifies the “pattern”
of a given multibunch mode. For example, the mode μ ¼ 0
represents all the bunches oscillating in phase. The above
equation system, representing the modal reconstruction of
the center of mass oscillations, is valid in the approximation
that bunches have the same synchrotron frequency, even for
uneven fills. The values of Aμ and θμ of the dipolar
oscillations for all the multibunch modes at each turn
are calculated by MUSIC.
Let us first consider a simulation with all the bunches

modeled as simple rigid macroparticles performing dipolar
oscillations (m ¼ 1). As a reference machine, we take the
CERN Proton Synchrotron (PS) at a fixed energy above
transition with harmonic number h ¼ 7 [25]. For the
wakefield, we use two resonant modes, one with
Q1 ¼ 500, R1 ¼ 5 kΩ, ωr1 ¼ 24 × 106 rad=s, which cor-
responds to p ¼ 8, it damps the multibunch mode μ1 ¼ 6
and excites the mode μ2 ¼ 1 (p1 ¼ 2), and the other with
Q2 ¼ 300, R2 ¼ 3 kΩ, ωr2 ¼ 30 × 106 rad=s, which cor-
responds to p ¼ 10, it damps the multibunch mode μ1 ¼ 4
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and excites the mode μ2 ¼ 3. The growth rates and the
damping rates of the dipolar modes, in the linear approxi-
mation, can be obtained with Eq. (21). Regarding the form
factor GmðxÞ, for a point charge, in the limit of x → 0, both
Eqs. (22) and (23) give G1 ¼ 1.
The other parameters used in the simulation, and the

results compared with the theory, are given in Fig. 2. In the
figure we show the amplitude of the seven multibunch
oscillation modes as a function of the number of turns. The
amplitude is expressed in terms of rf phase. The modes 1
and 3 are unstable, increasing exponentially with the turns,
while the corresponding modes 6 and 4 are damped. The
results are in very good agreement with the growth and
damping rates predicted by linear theory of Eq. (21).
All the other oscillation modes are unaffected by the
two resonators.

B. Coupled bunch instability and Landau damping

In order to test also the multiparticle internal distribution,
we have simulated the same case represented in Fig. 2 but
with a Gaussian distribution. In Fig. 3 we show the

amplitude of the multibunch oscillation modes of the center
of mass of the bunches as a function of the number of turns.
On the left side of the figure we have used a bunch length of
0.07 rad in term of rf phase (rms value). With this bunch
length, from Eq. (22), the two form factors, evaluated at the
frequency of each resonant mode, are equal to 0.994 and
0.99, so that we expect a behavior very similar to that of a
point charge. Actually, even with these correction factors,
there is a small difference between simulation and theory,
clearly visible in the two growth rates. In order to
investigate this difference, we repeated the simulation with
a longer bunch, with rms of about 0.21 rad, which gives
G1ðxÞ≃ 0.944 and G1ðxÞ≃ 0.915, still very close to 1. As
shown in the right side of the figure, in this case all the
modes are damped, even if the linear theory predicts
instability.
The reason of the stable behavior of the beam lies in the

fact that the nonlinearity of the rf voltage, not included in
the determination of Eq. (21), produces a spread in the
synchrotron frequencies of the bunch particles which
stabilizes the multibunch coherent oscillations through
the Landau damping mechanism [26]. Indeed, if we use
in MUSIC a linear rf voltage instead of a sinusoidal one,
with exactly the same parameters used for the simulations
of the right side of Fig. 3, we get the results shown in Fig. 4,
now in very good agreement with the linear theory.
The effect of the Landau damping due to the nonlinearity

of the rf voltage and produced by a resonant mode, in
case of Nb equally spaced bunches, by neglecting the
coupling between different azimuthal modes m, and for a
Gaussian distribution, can be evaluated from the dispersion
integral [27]

1 ¼ i
4ηc5e2NpNb

πω2
sL0E0σ

4
zh2ω2

0

Zðpω0Þ
p

Z
∞

0

e−xJ2mðpω̄0στ0
ffiffiffiffiffi
2x

p Þ
x − y

dx

ð25Þ

with

FIG. 2. Amplitude of the multibunch oscillation modes as a
function of the number of turns given by MUSIC and compared
with the linear theory. Each bunch is supposed to be a rigid
macroparticle.

FIG. 3. Amplitude of the multibunch oscillation modes as a function of the number of turns given by MUSIC and compared with the
linear theory. The bunches have a Gaussian distribution with rms bunch length equal to 0.07 rad (left side) and 0.21 rad (right side) of the
rf phase.
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y ¼ −
8ðω −mωsÞc2
mωsh2ω2

0σ
2
z

; ReðyÞ > 0 ð26Þ

and h the rf harmonic number. The integral (25) has to be
executed in the complex x plane by deforming the contour
of the integration, in order to avoid the singularity.
The corresponding stability diagram of the real and

imaginary part of the impedance for the longitudinal
dipolar oscillations ðm ¼ 1Þ, with the resonant mode
frequency at ωr ¼ 8ω0 þ ωs and the parameters of the
previous simulations, is found by imposing the imaginary
part of y equal to zero, and it is shown in Fig. 5. On the left
side we have obtained the threshold curve for the Gaussian
bunch with rms length equal to 0.07 rad, and on the
right side the same plot for 0.21 rad bunch length. The
intersection of the threshold curve with the real axis of the
impedance gives the maximum value of the impedance the
resonant mode can have, such that the instability growth
rate can be contrasted by the Landau damping.

For the shortest bunch length, the threshold at the
resonant frequency gives a maximum impedance of about
700–800 Ω, while for the longer one we get about 7 kΩ.
Since in the simulations we have used R ¼ 5 kΩ, this
explains the Landau damping for the longer bunch.
In order to check the threshold limit of the right side of

Fig. 5, we have performed simulations with one single
resonant mode at ωr ¼ 8ω0 þ ωs with three different
values of R (6 kΩ, 7 kΩ, and 8 kΩ), which correspond
to the cases below, at limit, and above threshold. Since this
resonator excites the mode μ ¼ 1, in Fig. 6 we show the
amplitude of only that multibunch oscillation mode as a
function of the number of turns for the three cases as
resulting from the simulations. The mode is clearly Landau
damped for R ¼ 6 kΩ while for R ¼ 8 kΩ there is insta-
bility. For R ¼ 7 kΩ instead, we are at the limit of the
instability. It is not very clear if the growth of the mode
amplitude is saturating.

C. Feedback system

MUSIC has been developed from the multibunch sim-
ulation code used to study the longitudinal coupled bunch
instabilities in DAΦNE, and then it already includes a time
domain feedback system (bunch by bunch) for the dipolar
oscillations as described in Ref. [24]. However, another
way to cure the instability is to use a frequency domain
feedback system, such as, for example, the one used to cure
the coupled bunch instabilities in the CERN PS [28], which
acts, instead of on the oscillations of the bunches, on those
of the multibunch modes.
In both approaches to cure dipolar oscillations, with a

time domain or frequency domain feedback, the system
must give an energy kick to every mode or bunch that has to
be damped, with a phase such that the optimum damping
effectiveness is achieved when the kick is in quadrature
with the phase oscillations [29], and an amplitude propor-
tional to the bunch or mode oscillation amplitude. For both

2

FIG. 4. Amplitude of the multibunch oscillation modes as a
function of the number of turns given by MUSIC and compared
with the linear theory. The bunches have a Gaussian distribution
with rms bunch length equal to 0.21 rad, and the rf voltage is
linear.
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FIG. 5. Threshold curves of the stability diagram of the real and imaginary part of the impedance for the longitudinal dipolar
oscillationsm ¼ 1, with the resonant mode frequency at ωr ¼ 8ω0 þ ωs and the parameters of Fig. 2 for a bunch length of 0.07 rad (left)
and 0.21 rad (right).
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cases the damping rate provided by the feedback is
given by [29]

αfb ¼ −
1

2

eωrfη

ωsT0E0

g ð27Þ

with ωrf the rf angular frequency, and g the feedback gain
expressed in V=rad, and related to the energy kick by

ΔEfb ¼ −e
g
ωs

dϕ
dt

: ð28Þ

In the above equation ϕ can represent the phase
oscillation (in rad) of either the bunch or the mode. If,
for example, we consider a single mode μ, from Eq. (24),
we get

ΔEfb ¼ −egAμ cos

�
ωstþ

2πμb
Nb

þ θμ

�
: ð29Þ

From the modal analysis described in Sec. IVA, MUSIC
evaluates, turn after turn, the amplitudes of oscillation of
the modes and of the bunches, so that it can correctly
evaluate the kick provided to the bunches, once the gain has
been set, acting as either a bunch by bunch or a mode by
mode feedback system.
In order to test the validity of the code with the feedback

system to cure the coupled bunch instabilities, we have
used the same simulation represented on the left side of
Fig. 3 but with the frequency domain feedback acting on
the modes μ ¼ 1 and μ ¼ 3. The feedback gain for each
mode has been chosen such that the damping rate given by
Eq. (27) balances exactly the growth rate excited by the
resonant modes. In Fig. 7 we show the amplitude of the
multibunch oscillation modes as a function of the number
of turns given by MUSIC in presence of the feedback
system and with a Gaussian distribution with rms length
equal to 0.07 rad.

The results are compared with the case without feedback.
The modes 1 and 3 are now at the equilibrium as if they
were not excited. Actually this is a dynamical equilibrium
because it has been obtained by the two opposite effects:
the excitation of the resonant modes and the damping of the
feedback. All the other modes are unaffected.

D. Single bunch

In the previous sections we have used MUSIC to simulate
coupled bunch instabilities generated by high quality
resonant modes under different conditions. Here we want
to check the code also for the single bunch beam dynamics,
in order to test the matrix transport formalism of the
wakefield to study the internal motions of a bunch. As a
reference, we use a short range wakefield produced by a
broadband resonator with a quality factor Q ¼ 1, a peak
impedance R ¼ 6 kΩ, and a resonant frequency of
11.4 GHz. We simulate a small electron machine for
synchrotron radiation of total length L0 ¼ 71.95 m, having
a longitudinal damping time τs ¼ 9 ms, nominal energy of
800 MeV, slippage factor η ¼ −0.0148, harmonic number
h ¼ 24, and rf peak voltage of 170 kV [10]. The initial,
natural, bunch distribution has a Gaussian shape with rms
bunch length of about 0.07 rad, and a relative rms energy
spread of 6.7 × 10−4.
The theory of the longitudinal single bunch beam

dynamics for electron storage rings foresees a beam
intensity threshold, below which the wakefield distorts
the equilibrium longitudinal distribution without affecting
its energy distribution. It is known as potential well
distortion and the equilibrium bunch shape can be obtained
by solving the Haïssinski integral equation [30], which can
be written as

λðzÞ ¼ λ0 exp

�
1

E0ησ
2
ε0

ΨðzÞ
�

ð30Þ
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FIG. 6. Amplitude of the multibunch oscillation mode μ ¼ 1 as
a function of the number of turns given by MUSIC with
R ¼ 6 kΩ, R ¼ 7 kΩ, and R ¼ 8 kΩ. The bunches have a
Gaussian distribution with rms bunch length equal to 3% of
the rf wavelength.

FIG. 7. Amplitude of the multibunch oscillation modes as a
function of the number of turns given by MUSIC in the presence
of the feedback system and compared with the simulation without
feedback of the left side of Fig. 3. The bunches have a Gaussian
distribution with rms length equal to 0.07 rad.
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with λ0 a normalization constant, σε0 the natural rms energy
spread, and

ΨðzÞ ¼ 1

L0

Z
z

0

½eVrfðz0Þ −U0�dz0

−
e2Np

L0

Z
z

0

dz0
Z

z0

−∞
λðz00Þwðz0 − z00Þdz00: ð31Þ

In order to check the results of MUSIC, we have resorted
to the theory and to a single bunch simulation code [18]
(which we refer here as SBSC) which uses the classical
approach with wakefield, slices and the convolution sum
given by Eq. (5). In Fig. 8, on the left side, we show a
comparison of the bunch shape given by the Haïssinski
equation, MUSIC and SBSC when the bunch is in the
potential well distortion regime with a bunch population of
Np ¼ 9 × 109. All three methods give the same results. On
the right side of the same figure we show the comparison of
the rms bunch length (top) and energy spread (bottom) as a
function of the number of turns. Also these figures show a
very good agreement.
We can observe from the figure that also the synchrotron

phase shift due to the bunch losses is well predicted by

MUSIC. This quantity can also be evaluated analytically in
the case of a Gaussian bunch interacting with a resonator.
The results of MUSIC have been checked and they coincide
with the analytical predictions if we use either broadband or
narrow band resonators.

E. Microwave instability threshold

The potential well distortion theory predicts a bunch
length increasing with current and an energy spread
constant up to a given threshold, called microwave insta-
bility threshold, above which also the energy spread
increases. This is exactly what is found by MUSIC. In
Fig. 9, we show the rms bunch length (left side) and energy
spread (right side) as a function of the bunch population.
From the figure we can conclude that the microwave
instability threshold is at about Np ¼ 1.2 × 1010.
In order to compare these results with the theoretical

predictions, we have used Ref. [31], in which the linear
mode coupling theory is applied by considering an expan-
sion of the potential well distorted longitudinal distribution
in terms of Laguerre polynomials. In particular, in Fig. 11
of Ref. [31] it is shown the microwave instability threshold
as a function ofωrσz=cwith aQ ¼ 1 broadband impedance
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model and obtained with various methods. With the
parameters used in MUSIC, the point corresponding to
the threshold is given by the coordinates (1.25, 11.1), which
is exactly superimposed to a point of the “Oide and Yokoya
method.”
We also investigated in more detail the effect of the

microwave instability in terms of mode coupling. At
different bunch intensities, we have performed a Fourier
analysis of the energy spread as a function of the number of
turns. As an example, on the left side of Fig. 10, the energy
spread spectrum amplitude of the zero intensity bunch is
shown. The first four azimuthal modes are clearly evident.
When we increase the bunch population, the peak lines
shift and become larger. A contour plot of the spectrum
amplitude (the log scale) at different bunch populations is
shown on the right side of the figure.
The higher values of amplitude are represented in red-

black, the lower in blue. There is a clear shift of the
azimuthal modes 3 and 4 towards lower frequencies, some
radial modes of m ¼ 4 encounter first the modes of m ¼ 3

at about Np ¼ 1010, but the explosion of the spectrum
amplitude seems to happen at about Np ¼ 1.2 × 1010

where modes m ¼ 3 encounter the modes m ¼ 2 and we
find some red-black zones. These results do not intend to
explain the microwave instability, which is a complicated

phenomenon in which many effects combine together, and
there is an uncertainty in the calculation of the threshold
due to numerical noise, but they show that the transport
matrix wakefield approach used by MUSIC is a reliable tool
also to study the microwave instability without recurring to
slicing of the bunch distribution.
As a final check of this regime, in Fig. 11 we compare

MUSIC results with the single bunch simulation code SBSC
also above the microwave instability threshold, where the
bunch longitudinal and energy distributions oscillate with-
out finding any equilibrium. The comparisons between
rms bunch length (left side) and energy spread (right side)
as a function of the number of turns show a very good
agreement.

F. Kickers, pure inductive, and resistive wall impedance

In the previous sections we have tested MUSIC under
different conditions relative to multibunch and single bunch
beam dynamics, but in all cases we have used resonator
impedances, either with high quality factor or broadband.
For long range wakefields, this is what we usually find,
since high Q resonant modes are the causes of the coupled
bunch instabilities, and for short range wakefields, a
broadband impedance can be used as a simple model for
a machine impedance [32]. However, the spread of reliable

FIG. 10. Amplitude of the energy spread spectrum of the zero intensity bunch (left side). Mode spectrum as a function of bunch
intensity (right side). Red-black colors correspond to higher amplitude, blue to lower amplitude.

FIG. 11. Comparison of the rms bunch length (left) and energy spread (right) as a function of number of turns in the microwave
instability regime between MUSIC and the single bunch simulation code SBSC.
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electromagnetic solvers in recent years has permitted one to
improve the impedance model of an accelerator, and often a
numerical function of the impedance versus frequency is
known with a good detail, thus giving a more realistic
impedance than a simple broadband model.
In order to avoid the convolution sum, the use of slices,

and the problem of the wake potential, in MUSIC we need
resonators to transport the wakefield according to the
matrix given by Eq. (10). In these cases it is necessary
to fit the impedance with a sum of resonant modes. As an
example, let us consider the longitudinal impedance of the
PS kickers [18], which are the main contributors to the total
impedance of the PS. The real and imaginary part of the

impedance is shown in Fig. 12 compared with the fit of a
single resonator. As can be seen, the approximation is bad.
However, by using, for example, 18 resonant modes, the fit,
shown in Fig. 13 compared to the initial impedance, is
very good.
The fit has been done only to the real part of the

impedance, but, as we can see in the right side of the
figure, also the imaginary part has been, consequently, well
fitted.
The fitting procedure of the impedance as a sum of

resonant modes needs here some comments. The fit is
strongly nonlinear, and, in general, it is not possible to use
directly standard least square methods. Our procedure
consisted then in, first, identifying the frequency of the
peak impedance (or more than one if necessary) and using
it as a resonant frequency of a first mode. Then we have
chosen Q and R in order to have a function fitting only this
peak. We subtracted the obtained resonant mode to the
initial impedance, and repeated the procedure until the
differences become negligible. It is important to note that,
from the mathematical point of view, also negative values
of R can be used for the fit and the transport matrix.
By using in MUSIC the values found for the 18 resonant

modes in the potential well distortion regime with the beam
and machine parameters used for single bunch simulations,
the resulting rms bunch length and energy spread are shown
in Fig. 14. Even if the approach uses the wakefield matrix
for each mode instead of the wakefield with slices, the
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results are in very good agreement with SBSC. We observe
that the effect of the wakefield here is to reduce the bunch
length since it acts as a capacitive impedance due the high
bunch cutoff frequency used in the simulation.
In another test of MUSIC, we have studied the case of a

pure inductive impedance, which could be of interest when
the space charge gives a high contribution to the machine
impedance. The main problem arising in the simulations of
this effect is that the corresponding wakefield is propor-
tional to the derivative of a Dirac delta function, so that the
numerical manipulation of Eq. (5) with a code using
wakefield and slices is impossible. To overcome this
problem, we can observe that, if w∥ðzÞ ∝ δ0ðzÞ, VwfðzÞ
is proportional to the derivative of the longitudinal dis-
tribution, and we can profit of this observation by modi-
fying the classical approach evaluating directly Eq. (5) by
means of the derivative of λðzÞ at the center of the slices, as
it is done in a modified version of SCSB.

As we have underlined in Sec. III, for simulating
wakefield effects, MUSIC needs, as input, a fit of the
impedance with a sum of resonant modes. In this case, if we
use a single resonator with a resonant frequency much
higher than the bunch cutoff frequency, the resistive part of
the impedance seen by the bunch can become negligible
leaving only the interaction of the bunch with the inductive
part. As an example, we have represented on the left side of
Fig. 15 a bunch spectrum used for the simulations together
with a large broadband resonator ðQ ¼ 0.501Þ in order to
model the pure inductive effect. From the figure, we see
that the real part of the impedance has an almost negligible
interaction with the bunch.
With a pure inductive impedance, the potential well

distortion theory foresees a lengthening of the bunch
distribution without any phase shift of the center of mass.
The new distribution, starting from a Gaussian shape,
becomes almost parabolic at its center and it remains
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symmetric. Indeed the MUSIC simulation results are in very
good agreement with the potential well distortion theory
and SCSB, as shown on the right side of Fig. 15.
In some cases, in particular for proton machines, the

finite resistivity of the vacuum chamber gives an important
contribution to the total broadband coupling impedance.
The resistive wall impedance, when the skin depth is much
smaller than the wall thickness, can be written as [3]

ZðωÞ
L

¼ Z0c
π

1

½1þ isgnðωÞ�2bc
ffiffiffiffiffiffiffiffiffi
σcZ0c
2jωj

q
− ib2ω

ð32Þ

with L the length of the pipe, b its radius, Z0 the vacuum
impedance, and σc the wall conductivity. This impedance
model is valid in the frequency range ω ≫ χc=b
with χ ¼ 1=ðZ0σcbÞ.
An example of the real and imaginary part of the

impedance, with a fit obtained with only four resonant
modes, is shown in Fig. 16. Of course, by increasing the
number of resonators, the quality of the fit can be improved.
However, if we are interested to simulate long bunches,

which interact with the low frequency part of the imped-
ance, the fit, shown in the zoomed part of the plots, is
totally unsatisfactory.
At low frequency, with still the condition that χc=b ≪ ω,

the real and imaginary parts of the impedance depend on
the square root of the frequency and have a behavior quite
different from that of a resonant mode given by Eq. (18).
However, by increasing the number of resonators, it is still
possible to obtain a good fit up to a given frequency, as
done, for example, in Fig. 17, for which we have used 18
resonators. As for the case of pure inductive impedance, the
fit can be satisfactory for long bunches, while it could
become critical for shorter ones. In the figure two Gaussian
bunch spectra, having rms lengths of 2 and 0.2 m are
also shown.
In this situation we can say that 0.2 m represents about

the acceptability limit of the fit, as also shown in Fig. 18,
where we have compared the wake potentials of the
resistive wall impedance [33] with those of the fits for
Gaussian bunches of 2 m (left), 0.2 m (center), 0.02 m
(right). For the shortest bunch case, the two curves clearly
start to deviate. In order to obtain a good accuracy of the fit
for higher frequencies, it is necessary to increase the
number of resonators. This clearly increases the computing
time and, even if, in principle, there is no limit to the
number of modes that can be used for the fit, in practice it is
unrealistic to run simulations with an excessive number of
resonators. A compromise between the running time
and the degree of precision of the fit has, under these
conditions, to be found.

V. CONCLUSIONS AND OUTLOOK

In this paper we have presented a novel algorithm which
exploits an alternative approach to the currently used
convolution sum for wakefield simulations, and developed
a tracking code, MUSIC, which simulates the longitudinal
beam dynamics in a circular accelerator in presence of
multibunch with intrabunch motions. Issues arising in the
use of convolution sum are related to the necessity of
slicing the bunch distribution, of requiring the knowledge
of the Green function of an accelerator, and of recording
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very long wakefield for the study of coupled bunch
instability.
The new code needs a fit of the coupling impedance of

the accelerator with resonant modes, and the algorithm
exploits a matrix formalism to transport the wakefield from
one charge to the following one, without resorting to the
convolution sum, thus gaining in computing speed and
avoiding the bunch slices. It allows one to simulate
simultaneously single and multibunch beam dynamics.
We have benchmarked the code against the theories in

several cases: for the coupled bunch instability, with and
without a frequency domain feedback system to cure it, and
for the single bunch beam dynamics, below and above the
microwave instability threshold. In this last case we have
also resorted to a classical simulation code which requires
slices and the wakefield convolution sum.
In all cases the code gives reliable results, showing that

the wakefield matrix formalism can be used as an alter-
native to the classical convolution sum to simulate in an
efficient way wakefield effects. In order to give some
reference values, in case of a single bunch interacting with a
broadband resonator with 105 macroparticles, the comput-
ing time needed by the wakefield transport matrix algo-
rithm is comparable to that of a classical approach with
about 200 slices. In such a situation the advantage of
MUSIC is that it renders the use of slices unnecessary,
thereby avoiding a verification if the latter introduce any
unphysical results.
The same approach of the wakefield transport matrix can

be exploited for the development of a code to simulate the
transverse beam dynamics with collective effects, since also
a transverse resonant impedance has a wakefield similar to
that of Eq. (6), which can be transported with a matrix
formalism. Moreover, either for the longitudinal and trans-
verse beam dynamics, the method can be applied to
simulate collective effects in linear accelerators with the
same advantages shown in this paper.
Finally, other kinds of wakefield matrix, different from

the resonant mode model used here, could be investigated
in order to facilitate the fit of the impedance as a sum of
functions such that also standard least square methods can
be used to fit a generic accelerator coupling impedance.
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APPENDIX: WAKEFIELD MATRIX

A resonant mode, in the limit case of β ¼ 1, can be
schematized with an electric RLC parallel circuit, driven by

a point charge current ibðtÞ ¼ qδðtÞ, with δ the Dirac delta
function, as shown in Fig. 19. With this scheme the
wakefield produced by q is the voltage VðtÞ across the
capacitance divided by the charge itself.
We want to write the time evolution of the wakefield in

matrix form. The time behavior of the voltage can be easily
found by solving the differential equation

d2V
dt2

þ 2α
dV
dt

þ ω2
rV ¼ 0 ðA1Þ

with ωr ¼ 1=
ffiffiffiffiffiffiffi
LC

p
and α ¼ 1=ð2RCÞ. The quality factor of

the RLC circuit is Q ¼ ωr=ð2αÞ. The solution of this
equation gives free oscillations of the kind

VðtÞ ¼ e−
ωr
2Qt½A cosðωntÞ þ B sinðωntÞ� ðA2Þ

with ωn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
r − α2

p
.

As a second variable we use the current in the induct-
ance. It is related to the voltage by

VðtÞ ¼ L
dIL
dt

ðA3Þ

so that it obeys a similar equation,

ILðtÞ ¼ e−
ωr
2Qt½A1 cosðωntÞ þ B1 sinðωntÞ�: ðA4Þ

Now we determine the four parameters A, B, A1, B1. As
initial conditions we use Vð0Þ ¼ V0 and ILð0Þ ¼ IL0,
which give A ¼ V0, and A1 ¼ IL0. By considering
Eq. (A3) at time t ¼ 0 we get

B1 ¼
ωrQ
Rωn

V0 þ
ωr

2Qωn
IL0 ðA5Þ

and, by noting that the current coming out from the
capacitor must be equal to the sum of the currents in the
inductance and resistance, we have

C
dV
dt

¼ −IL −
V
R

ðA6Þ

which, at time t ¼ 0, gives

FIG. 19. Scheme of a parallel RLC circuit driven by a
current ibðtÞ.
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B ¼ −
Rωr

Qωn
IL0 −

ωr

2Qωn
V0: ðA7Þ

We can then rewrite the two equations for the voltage and
the current in the inductance depending on the initial
conditions as

�
V
IL

�
z
¼ MðzÞ ·

�
V
IL

�
0

ðA8Þ

with MðzÞ a 2 × 2 matrix of the kind

MðzÞ ¼ e−
ωr
2Qz=c

 
cosðωnz=cÞ − ωr

2Qωn
sinðωnz=cÞ − Rωr

Qωn
sinðωnz=cÞ

ωrQ
Rωn

sinðωnz=cÞ cosðωnz=cÞ þ ωr
2Qωn

sinðωnz=cÞ

!
ðA9Þ

for which we have considered z ¼ ct since a second charge,
coming after the first one, from the adopted convention,
must have a positive z. We recognize in the term (1,1) of the
matrixMðzÞ a quantity proportional to the wakefield given
by Eq. (6).
Let us suppose that the circuit is initially unloaded,

and, at the time t ¼ 0, a charge q excites the mode. The
capacitor is charged with a voltage V0 ¼ q=C ¼ qRωr=Q,
which becomes the new initial condition V0, and the initial
current in the inductance IL0 is zero. The initial conditions
in the matrix form are then�

V
IL

�
0

¼ Rωr

Q

�
q
0

�
¼ Rωr

Q
q0: ðA10Þ

By using these new initial conditions, we can write the
value of the wakefield in any position behind the charge as
the first term of the 2 × 1 matrix:

Rωr

Q
MðzÞ ·

�
q
0

�
¼ Rωr

Q
MðzÞ · q0: ðA11Þ
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