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Numerical issues in modeling combustion
instability by quasi-1D Euler equations
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Abstract

The present work is devoted to investigation of numerical issues related to combustion instability simulation through a

quasi-1D Eulerian solver. The main aspects addressed are the choice of a suitable multispecies model and heat release

response function formulation. Experimental data and high fidelity simulation results, available in literature, are repro-

duced with acceptable approximation. Main features of the flow field at limit cycle are shown. Moreover, a parametric

study has been performed on time-lag response function characteristic parameters, leading to important conclusions on

the pertinence of each assumption in the frame of a nonlinear tool.
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1. Introduction

Design and development of new liquid rocket engines is
a complex and challenging objective to pursue, where
the impulse toward innovative solutions is often coun-
terbalanced by the requirement of a reliable system,
with proven capabilities of success. From this point of
view, combustion instability is one of the most insidious
phenomena to be controlled. Even if full-scale experi-
mental campaigns have been performed,1 with great
improvement in the phenomenon knowledge, the
required economical effort would be prohibitive
today, with consequent necessity for alternative inves-
tigative procedures. As far as experiments are con-
cerned, great interest is addressed to subscale test
combustors,2–5 requiring a more limited effort in
terms of practical realization and allowing to achieve
appreciable results in a relatively short time.
Experiments are usually supported by simulations
that can provide useful insight in the mechanisms sus-
taining instability and estimation of the quantities of
interest. On the other hand, experimental data are
necessary to validate numerical simulations and to
assess the reliability of the selected model in describing
the phenomenon of interest. Several approaches can be
explored from the numerical point of view, according to
the objective of the particular study. Nevertheless, it is

important to remark that, in spite of the growing cap-
abilities, the achievable computational effort can still
be an issue for the study of combustion instability phe-
nomena by detailed numerical models. For this reason,
models like large eddy simulation, detached eddy simu-
lation, or direct numerical simulation can hardly be
considered as an option during the design phase of a
new engine. Since the problem can be approached ana-
lytically only for very simplified cases, improvement
and development of reliable low-order models appears
to be a mandatory task for applications of practical
interest. In this framework, an investigation on longi-
tudinal combustion instability by a low-order nonlinear
model is carried out in the present study according
to the model by Smith et al.6 More specifically, two
formulations of multispecies quasi-1D Euler equations
are considered: standard thermodynamics (ST) and
monotonized thermodynamics (MOT), with the object-
ive of identifying possible numerical issues and their
consequences in the resulting modeling of combustion
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instability. After evaluation of the scheme accuracy, of
the role of spatial and temporal resolution and valid-
ation with exact Riemann problem solution, the con-
tinuously variable resonance combustor (CVRC) test
case, designed and installed at Purdue
University,2,7–12 has been studied. The first part of the
analysis points out differences between the two models,
with particular attention to possible consequences in
combustion instability applications. In the second
part, the main features of limit cycle, according to
experiments and data available in literature, are recov-
ered, with a suitable choice of the response function
(RF). Finally, particular attention is posed to sensitiv-
ity of results of CVRC test case to the choice of differ-
ent models and parameters for the RF.

2. Quasi-1D Eulerian model

2.1. ST

A solver of multispecies quasi-1D Euler equations has
been developed with the aim of including nonlinear
regime in the study of combustion instability through
simplified tools according to Smith et al.6 In order to
describe the physics of CVRC, combustion has to be
taken into account. However, the present model does
not describe combustion through equations for chem-
ical kinetics but a simplified model has been imple-
mented. First of all, in order to satisfy the mass
balance, it is necessary that

_!p � _!o ¼ _!fu ð1Þ

where _!p, _!o, and _!fu are the rate of production per unit
length of combustion products, oxidizer and fuel,

respectively. In fact, combustion products are con-
sidered as a single species whose properties are com-
puted with the chemical equilibrium code CEA.13

Equation (1) can be expressed as a function of the
OF ratio, i.e. the ratio between oxidizer and fuel mass
flow rate

_!p ¼ _!o 1þ
1

OF

� �
ð2Þ

As shown in equation (2), _!p and _!fu are both func-
tions of _!o. In order to simplify the model, only two
species are considered: oxidizer and combustion prod-
ucts. Oxidizer is introduced at the left boundary of the
oxidizer post (ox-post in Figure 1(a)) and consumed
within a finite region of the chamber, identified by the
abscissas ls and lf, where combustion is supposed to
occur. In this zone of the chamber (see Figure 1(b))
oxidizer is consumed and replaced by combustion prod-
ucts, according to the proportion given in equation (2).
The existence of fuel in the mixture before combustion
is neglected. This assumption is justified because fuel
contribution to mixture properties is of secondary
importance for the present case. In fact, the distance
between the fuel injection section and the reaction zone
is small compared to the other characteristic dimen-
sions of the engine and therefore taking into account
for the presence of fuel in this region is not expected to
have a major effect on wave propagation. The following
simplifying hypothesis is then assumed: fuel is supposed
to be injected in the region between ls and lf where it
reacts instantaneously. For this reason only two spe-
cies, oxidizer and combustion products, are needed to
describe the system. In particular, as previously shown,
production rates can be expressed as functions of _!o
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Figure 1. Geometry and source terms in CVRC as assumed in the quasi-1D computation. (a) Geometry of CVRC and (b) source

term related to mass and, consequently, energy addition is limited by the two abscissas ls and lf and the associated shape function is

represented with dashed line. The Gaussian distribution associated to response function is plotted with dash-dotted line. Sampling

locations for pressure (xp) and velocity (xu) are pointed out. CVRC: continuously variable resonance combustor.
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that is modeled as

_!o ¼ �
_mo

lf � ls
Yoðx, tÞsðxÞ ð3Þ

where _mo is the oxidizer mass flow rate, Yoðx, tÞ is the
oxidizer mass fraction, � is the minimum scalar value
that allows to consume all the oxidizer in the space of
the selected finite length combustion zone (lf � ls) at
steady state, and s(x) is a shape function, defined as

sðxÞ ¼
1

2
1þ sin �

�

2
þ 2�

x� ls
lf � ls

� �� �
for ls 5 x5 lf

ð4Þ

and it is introduced to avoid discontinuities in the
source terms.

Governing equations can be easily derived for ST
model (see e.g. Law14) starting from continuity equation

�Að Þtþ �uAð Þx¼ _!p � _!o ð5Þ

where � and u are mixture density and velocity, and A is
cross sectional area. The second equation is continuity
for the oxidizer

�AYoð Þtþ �uAYoð Þx¼ � _!o ð6Þ

where the minus sign at the right-hand side suggests
that the source term is actually a consumption term.
The last two equations are momentum and energy
balance

�uAð Þtþ �u2 þ p
� �

A
� 	

x
¼ pAx þ uð _!p � _!oÞ ð7Þ

�e0Að Þtþ �uh0Að Þx¼ ð _!p� _!oÞ h0þOF�hrel0

� �
þ _qus ð8Þ

where e0 and h0 are total internal energy and total
enthalpy which include the kinetic energy u2=2 and
are linked to pressure and density via the perfect gas
relationship (R ¼

P
RiYi, cp ¼

P
cpiYi and � ¼

cp=ðcp � RÞ with cp and cv specific heat at constant pres-
sure and volume, respectively and R gas constant),
�hrel0 is the heat of reaction per unit mass of oxidizer,
released by chemical reactions. The term _qus refers to
unsteady heat release contribution. More precisely, it
represents the RF through which the model takes into
account the effect of flow field oscillations on combus-
tion. This effect is modeled according to Crocco and
Cheng15 expressing the unsteady part of heat release
as function of the pressure (equation (9)) or velocity
(equation (10)) sampled at a specific abscissa (xp or
xu, almost coincident with the antinode of the first lon-
gitudinal modal shape), with a certain time lag �p, in the
case of pressure time-lag formulation, or �u, for velocity

time-lag formulation. Values of �p and �u depend on the
selected abscissa xp and xu, respectively

_qusðx, tÞ ¼
e
�

x��ð Þ2

2�2pffiffiffiffiffiffiffiffiffiffi
2��2p

q 	pAðxÞ pðxp, t� �pÞ � �pf ðxpÞ
� 	

ð9Þ

_qusðx, tÞ ¼
e
�

x��ð Þ2

2�2uffiffiffiffiffiffiffiffiffiffi
2��2u

p 	uAðxÞ uðxu, t� �uÞ � �uðxuÞ½ � ð10Þ

The overlined values are the time averaged values, �
and �p (or �u) are mean value and standard deviation of
the Gaussian distribution assumed as shape function
(Figure 1(b)) for the pressure time lag (or velocity
time lag) response. A Gaussian shape function has
been introduced for _qus to avoid discontinuities in the
unsteady heat release source term and emphasize its
statistical aspect. The selected shape function allows
one to select a given ‘‘combustion’’ profile in a well-
defined region.6 The amount of heat released due
to pressure or velocity oscillation is controlled by a
proportionality factor of RF intensity 	p (or 	u), in
analogy with the interaction index n in Crocco’s n� �
formulation. Figure 1 shows the geometry, assumed for
the quasi-1D computation, and the shape functions
associated to the different source terms. Boundary con-
ditions are fixed oxidizer mass flow rate ( _mo,0) and stag-
nation temperature (T0) at the inlet and a choked
nozzle with a supersonic outflow.

In order to identify resonance frequencies, a disturb-
ance must be introduced in the system for observing its
response. Different quantities can be perturbed; one of
the most common approaches is to perturb mass flow
rate at the inflow boundary.4,16–18 If mass flow rate is
forced with a multisine signal, the disturbance can be
expressed as

_moðtÞ ¼ _mo,0 1þ
XK
k¼1


 sin 2� f0 þ k�fð Þtð Þ

" #
ð11Þ

where f is the frequency, � f ¼ 50Hz is the frequency
resolution, f0 ¼ 50Hz is the minimum frequency, and
K¼ 140 is the number of considered frequencies, pro-
viding also the maximum frequency in the signal of
7000 Hz. A lower value of � f has been tested
(� f ¼ 10Hz) yielding to the same results in terms of
resonance frequencies and showing that the range up to
7000Hz with resolution of 50Hz allows to get the com-
plete spectrum of the response to disturbance. Since the
period of the multisine signal is 1=� f , the coarser fre-
quency resolution has been assumed in order to reduce
the computational time. If the amplitude 
 is a small
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percentage of the mean value (less than 0.1%), a small
variation in the solution, with respect to the steady state
case, is expected and the system response can be most
likely considered linear for a small interval of time. The
same happens if the perturbation is characterized by a
single frequency fs

_moðtÞ ¼ _mo,0 1þ 
 sin 2�fstð Þ½ � ð12Þ

Alternatively to the perturbation of inflow mass flow
rate, the disturbances described in equations (11) and
(12) are also applied on the mass flow rate source term
(equation (3)) instead of boundary condition.

2.2. MOT

MOT model is a generalization of the model presented
by Abgrall19 and differs from ST for the replacement of
equation (6) with a set of three equations (equations
(13), (15), and (16)), derived from energy balance.20

In particular, Abgrall19 pointed out the presence of
spurious pressure oscillations in the case of multispecies
handled with finite volume schemes using ST model.
However, it is possible to observe that the same behav-
ior is typical also of temperature and speed of sound in
the same conditions. MOT model is capable of assuring
monotonic behavior of all the above-mentioned
quantities.

The energy balance (equation (8)) can be written in
different forms, expressing internal energy e as a func-
tion of pressure, temperature, or speed of sound

�e ¼
p

� � 1
¼ �cvT ¼

�a2

�ð� � 1Þ

The three forms of energy equation are redundant in
the analytical model but their integration in the numer-
ical model is needed to assure monotonic behavior of
pressure, temperature, and speed of sound. The equa-
tions to be considered are written in the following

�t þ ~u�x ¼ _� ð13Þ

where

~u :¼
hpui

�p
�
hpui

hpi
ð14Þ

�cvAð Þtþ �ucvAð Þx¼ ð _!p � _!oÞ 1þOFð Þcv,p �OFcv,o
� 	

ð15Þ

��Að Þtþ �u�Að Þx¼ ð _!p� _!oÞ 1þOFð Þ�p�OF�o
� 	

ð16Þ

where � is the ratio between specific heat at constant
pressure and constant volume

� ¼
1

� � 1
, � ¼

�

�

At steady-state condition (identified with the sub-
script ss)

_�jss¼ ~u�x ð17Þ

From continuity equation, at the same condition

�uAð Þx¼ _!p � _!o ð18Þ

The mass flow rate at a generic axial position can be
obtained defining

�ðxÞ :¼

Z x

ls

_!pðx̂Þ � _!oðx̂Þ
� 	

dx̂ ð19Þ

that yields to the definition of the mass flow rate _m at a
generic abscissa

_mðxÞ ¼ �ðxÞ þ _mo;0 ð20Þ

and, consequently, Yo, �, and � can be written

YoðxÞ ¼ 1�
1þOF

1þ
_mo;0

�ðxÞ

ð21Þ

�ðxÞ ¼
cp,oYoðxÞ þ cp,p 1� YoðxÞð Þ

cv,oYoðxÞ þ cv,p 1� YoðxÞð Þ
ð22Þ

�ðxÞ ¼
1

�ðxÞ � 1
¼

YoðxÞ cv,o � cv,p
� �

þ cv,p

YoðxÞ Ro � Rp

� �
þ Rp

ð23Þ

where R is the gas constant.
Computing the space derivative and defining

�R ¼ Ro � Rp, �cv ¼ cv,o � cv,p and �cp ¼ cp,o � cp,p

�xðxÞ ¼

Yo,xðxÞ
Rp

�R
�

cv,p

�cv

� �

Y2
oðxÞ

�R

�cv
þ

R2
p

�R�cv
þ
2YoðxÞRp

�cv

ð24Þ

Substituting equations (14) and (24) in equation (17)
the source term for equation (13) is given. Boundary
conditions are the same of the previous case: fixed mass
flow rate and stagnation temperature at the left bound-
ary and choked nozzle on the right.

Resonant frequencies and modal shapes are com-
puted as described for the ST model. In both cases
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the Godunov-like integration scheme, second-order
accurate in space and time, has been implemented.
An exact Riemann solver, modified for multispecies,
has been implemented according to Gottlieb et al.21

From the mathematical point of view, the obtained
system of equations preserves the fundamental proper-
ties of the system of Euler equations, being hyperbolic,
with the same characteristic directions, and allowing
the existence of disturbances of the same nature: rar-
efaction, compression and shock waves on the ðuþ aÞ
and ðu� aÞ families, and contact discontinuities on the
u family.20

3. Test case for multispecies:
Contact discontinuity

Differences between the two models are first investi-
gated through an elementary test case: a straight duct
with a contact discontinuity for which the exact solu-
tion can be analytically computed since the discontinu-
ity moves at the flow velocity (see Gottlieb et al.21 and
Toro22). In particular, the discontinuity is both in terms
of temperature and species. The considered gases are
oxygen, on the left half of the duct, and the mixture
obtained from the combustion of oxygen and hydro-
gen, on the right half. The mixture properties have
been computed with CEA13 assuming oxidizer tempera-
ture at the inflow 300 K, hydrogen temperature 280 K,
chamber pressure 6 MPa, and OF ratio 6. The proper-
ties of oxygen and combustion products mixture are
summarized in Table 1, giving the initial condition for
the selected test.

Exact solution is represented in Figure 2 for the sake
of comparison, showing a discontinuity of density and
mass fraction, moving at the same velocity of the flow.

Results for ST and MOT models are compared
with the exact solution in Figure 2. The ST model, dif-
ferently fromMOT, exhibits spurious pressure waves of
quite high intensity. Velocity and density also show a
nonmonotonic behavior that is inconsistent with the
exact solution.

Table 1. Contact discontinuity test case. Initial condition and

thermodynamic properties of oxygen and products of combus-

tion with hydrogen.

Oxygen

Combustion

products

p (MPa) 6 6

� ðkg=m3
Þ 76.97 1.34

T (K) 300 3556

u ðm=sÞ 159.62 159.62

� 1.51 1.14
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Figure 2. Solution of the contact discontinuity test case at time 65 �s computed with MOT, ST, and exact solution. MOT: mono-

tonized thermodynamics; ST: standard thermodynamics.
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The results of this test case show that the ST model
applied to the present quasi-1D finite volume solver
can produce spurious pressure waves, if species with
different molecular weight are considered. This effect
is not observed in the MOT model, whose formula-
tion is built to integrate the mixture of thermodynamic
properties and, consequently, to obtain the correct
pressure value.

4. CVRC test case

The selected test case is the CVRC combustor, which
consists of a cylindrical chamber and a single coaxial
injector where propellants are hydrogen peroxide
(90% H2O2 and 10% H2O), dissociated on a catalyst
bed, and methane. The peculiar characteristic of CVRC
is the variable length of the oxidizer post, from 0:089 to
0:191 m, realized by a translating shaft. The slots
through which propellants are injected in the chamber
are choked in normal operating conditions, providing an
acoustic boundary from the manifold. Several tests have
been carried out, considering both fixed and variable post
length. Further details on the experiment can be found in
literature, e.g. Yu et al.9 and Selle et al.,23 while a brief
summary of operating condition is given in Table 2.

4.1. Steady-state solution

A preliminary investigation on grid resolution has been
performed according to Roache24 to verify grid conver-
gence, leading to the choice of an equally spaced grid of
1050 cells. For CVRC combustor, the steady-state solu-
tion has been computed with both models, ST and
MOT, and assuming _qus ¼ 0.

Table 2. CVRC operating conditions.

Parameter Value

Fuel mass flow rate (kg/s) 0.027

Fuel temperature (K) 300

Oxidizer mass flow rate (kg/s) 0.320

Oxidizer temperature (K) 1030

Oxidizer percent H2O 57.6

Oxidizer percent O2 42.4

Equivalence ratio 0.8

Oxidizer post length (m) 0.14

CVRC: continuously variable resonance combustor.
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Results for the steady-state computation with ST
and MOT models are basically coincident, as shown
in Figure 3.

4.2. Chamber resonance frequencies

To determine the chamber resonance frequencies by the
present simulation model, the system is perturbed with
small amplitude disturbances characterized by multiple
frequencies, and still assuming _qus ¼ 0. In these condi-
tions, if perturbations are sufficiently small, the system
behaves as it were linear, even if governing equations
are nonlinear. In this linear regime, in absence of mean
flow, if the system is perturbed with a small amplitude
disturbance at resonance frequency, the observed
response amplitude should grow in time. Differently,
the presence of mean flow causes the excited system to
act like a damped harmonic oscillator and the disturb-
ance does not grow indefinitely. In fact, stable oscillations
are reached because of energy losses through the bound-
aries, which keep perturbations in the linear regime. Here
small perturbations are introduced on the oxidizer mass
flow rate, according to equations (11) and (12). The
power spectral density (PSD) of pressure obtained per-
turbing the oxidizer mass flow rate boundary condition
or mass flow rate source term with multisine allows to
identify the resonance frequencies (see Figure 4). ST and
MOT formulations give comparable results.

Analyzing the system response (Figure 4) it is pos-
sible to notice that only some of the resonance frequen-
cies are observed with comparable intensity in both
kinds of perturbation. In particular, the dominant fre-
quency for all the presented spectra is observed at
1500Hz. Note that, as will be shown in the following,
this frequency (within a few Hz tolerance) is the dom-
inant one also in nonlinear regime. The other peaks

correspond to different resonance frequencies and
modal shapes. A detailed discussion of linear regime
and modal shapes is beyond the purposes of the present
work; however, it is worth noticing that in some cases
the resulting modal shape is affected by the kind of
perturbation.

4.3. Nonlinear regime

In real systems, in presence of local fluctuations of pro-
pellant mass flow rate, pressure, and velocity, the system
reacts with corresponding fluctuations of heat release that
in turn can affect the oscillating behavior of the system. In
these conditions, oscillations can easily grow up and tend
to diverge in case of resonance. Oscillation growth is usu-
ally controlled by nonlinear effects that appear for oscil-
lation over a certain threshold level and are able to limit
the oscillation that becomes stable in the form of the so-
called limit cycle. Combustion instabilities can be there-
fore considered as those characterized by limit cycles of
intolerable amplitude. It is therefore necessary to investi-
gate the system response in nonlinear regime and this has
been done considering the two different formulations of
time-lag RF, reported in equations (9) and (10), respect-
ively. Note that, even if the RF formulation is linear,
being based on pressure or velocity fluctuations, non-
linear limit cycle can be reached due to nonlinearities
embedded in Euler equations, yielding nonlinear wave
propagation as long as energy transfer between different
modes. The parameters to be included in the character-
ization of RFs have been taken according to Frezzotti
et al.25,26 and are listed in Table 3. These parameters
have been inferred by the results of the two-dimensional
simulations performed by Sardeshmukh et al.27 In par-
ticular, the sampling location for pressure and velocity, xp
and xu, have been chosen at the antinode of the first
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P
S

D
, d

B
/H

z

2000 4000 6000
-10

0

10

20

30
MOT source term
ST source term
MOT bc
ST bc

Figure 4. PSD of the pressure signal computed with MOT and ST applying a multisine forcing on oxidizer mass flow rate boundary

condition (bc) and mass flow rate source term (source term). The probe is at x ¼ 0:508 m. MOT: monotonized thermodynamics; PSD:

power spectral density; ST: standard thermodynamics.
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longitudinal mode for pressure and velocity, respectively.
The time lag has been estimated evaluating the cross-
correlation between the signal of pressure or velocity, in
the case of pressure time lag and velocity time lag,
respectively, and the heat release rate integrated in the
chamber. It represents the distance in time between the
peak of pressure or velocity at the sampling location and
the peak of heat release rate. The mean of the Gaussian
distribution, �p ¼ �u ¼ �, has been selected as the loca-
tion of maximum heat release rate and, finally, the values
of proportionality index, i.e. 	p or 	u, and the standard

deviation, i.e. �p or �u, have been selected minimizing a
suitable cost function, representing the difference between
heat release rate computed with quasi-1D and 2D high
fidelity simulations.

The procedure for the computation of the nonlinear
regime is carried out in three steps:

1. The steady state has to be computed.
2. Then, a small amplitude perturbation, characterized

by a single frequency, is applied at the oxidizer mass
flow boundary condition.

3. The perturbation is interrupted and the RF is
activated.

In steps 1 and 2 _qus ¼ 0 while in step 3 _qus 6¼ 0. If step
2 is carried out up to the same final time, considering
two different frequencies of the perturbation, the initial
conditions at step 3 will be different.

As the limit cycle frequency given by the 1D simu-
lation is one of the unknown of the problem, an
assumption has to be made about the selection of the
time-lag value �p to keep the phase constant. The
approach followed in the present work (Figure 5)

Table 3. Parameters extracted by Frezzotti et al.25,26 from 2D-

axisymmetric simulations performed by Sardeshmukh et al.17

Pressure time lag Velocity time lag

�p ðmÞ 0.180 �u ðmÞ 0.180

xp ðmÞ 0.138 xu ðmÞ 0.355

�p ðmsÞ 0.620 �u ðmsÞ 0.475

	p ðm=sÞ 1960 	u ðkPaÞ 2970

�p ðmÞ 0.0424 �u ðmÞ 0.0224
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Figure 5. Comparison between ST and MOT at limit cycle using pressure time-lag response function. (a) Limit cycle envelope and

(b) enlargement on pressure signals. MOT: monotonized thermodynamics; ST: standard thermodynamics.
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estimates the time period T computing, at runtime, the
approximated frequency f ¼ 1=2L 1

L

R L
0 aðx, tÞdx where

L is the length of the chamber and a the speed of
sound. The reason for a runtime evaluation is the pos-
sible change of T in nonlinear regime. With this second
approach f changes from 1390:55 Hz at the beginning
of the computation up to 1383:07 Hz when limit cycle is
reached and as a consequence �p from 0:669 to
0:672 ms.

The results obtained with either RF based on pressure
and velocity, respectively, and using ST and MOT model
are now discussed. Pressure time history at x ¼ 0:508 m,
just upstream of the nozzle, is shown in Figures 5 and 6.
It is remarked that from now on, all the presented pres-
sure signals are relative to this abscissa.

Independently of the used RF, the differences
between the thermodynamic models in terms of pres-
sure oscillation amplitude are small (0:05 MPa) and the
wave form is similar, with a quite steep front of com-
pression and a smooth rarefaction.

PSD of pressure signal at nozzle entrance is shown
for the case of pressure (Figure 7) and velocity
(Figure 8) time-lag response. The same frequencies

are observed with MOT and ST model and, moreover,
the two models show a very similar distribution of
power density on the different harmonics.

Table 4 summarizes the frequencies observed at limit
cycle using pressure and velocity time-lag RF. The
values are compared with experimental and multidi-
mensional data reported by Sardeshmukh et al.27 and
Harvazinski et al.10

Computing the PSD of pressure signals at limit
cycle, it is possible to clearly identify the resonance
frequencies whose values are in good agreement with
those obtained by numerical simulations from which
RF parameters have been extracted.27 This proves
that quasi-1D model is able to reproduce the multidi-
mensional behavior in terms of frequency response.

Also in terms of amplitude of limit cycle and wave
form, experimental and numerical results summarized by
Sardeshmukh et al.27 are comparable with quasi-1D
simulations shown in Figures 5 and 6. In fact, the experi-
mental amplitude at limit cycle is about 0:8MPa.
Discrepancies with experimental data are not surprising
as they are in line with those of CFD results used to
calibrate RFs.
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Finally, observing the results it is possible to conclude
that the two thermodynamical models are equivalent for
the present test case. This confirms the validity of MOT
model as a general approach that could be particularly

useful dealing with finite volumes schemes, when mul-
tiple species with very different thermodynamic proper-
ties have to be taken into account. However, since the
two models are substantially equivalent for the case of
CVRC application, the ST model is used hereinafter.

4.3.1. Limit cycle description. The nonlinear analysis car-
ried out so far allowed to reproduce the limit cycle with
reasonable approximation in terms of amplitude, fre-
quency, and pressure signal at the selected probe (ref-
erence experimental data and high fidelity simulations
results are shown by Sardeshmukh et al.27). In the pre-
sent section, the main features of limit cycle are
described using the obtained temperature, pressure,
and velocity fields, shown in Figure 9, at different
instances within one cycle. Images refer to the case of
velocity time-lag response, where the parameters have
been characterized according to the previous section
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Figure 8. Pressure PSD. Comparison between ST and MOT using velocity time-lag response function. MOT: monotonized
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Table 4. Comparison between experimental and numerical

frequencies. All data from experiments10 and multidimensional

simulations (2D by Sardeshmukh et al.27 and 3D by Harvazinski

et al.10) and quasi-1D analysis refer to limit cycle.

1D

Experimental

Pressure

time lag

Velocity

time lag 2D 3D

f1, Hz 1324 1469 1498 1520 1571

f2, Hz 2655 2931 2997 3039 3114

f3, Hz 3979 4400 4495 4519 4685
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(see Table 3). Observing pressure and velocity distribu-
tions in space (see Figure 9) it is possible to conclude
that oscillations are occurring at the first longitudinal
mode.

In fact, the flow field is characterized by traveling
pressure waves leading to a global behavior similar
to a standing wave occurring at the first longitudinal
mode. Figure 9(a) shows the presence of a shock wave,
moving downstream in the oxidizer post while another
shock, of lower intensity, travels upstream in the cham-
ber. When the first shock interacts with the area vari-
ation at the step, a sonic expansion is reflected while, in
the chamber, a compression of lower intensity interacts
with the shock traveling upstream (Figure 9(b)) and vel-
ocity reaches its minimum value, changing its sign. It is
noteworthy that, even if an expansion is expected, the
magnitude of the phenomenon is overestimated. In fact,
multidimensional simulation results show that the
expansion leads to a maximum Mach number of 0.7.
A certain discrepancy in the region of the step has to
be expected since in that zone, multidimensional effects
are not negligible. In particular, the hot gas recirculation
zone at the back step, leading to a radial temperature
and velocity gradient, is not represented in the quasi-1D
model. Moreover, 2D27 and 3D simulations10 show that
the shock is actually normal in the oxidizer post, while,
this is not the case after it passes the step and arrives in
the chamber, where the shock profile becomes curve. In
Figure 9(c) it is shown that the resulting system of waves
generates a shock wave, moving upstream in the oxidizer
post, that is able to suppress the sonic expansion while
pressure waves of low intensity travel downstream in the
chamber. In Figure 9(d) the shock wave in the oxidizer
post and the compression in the chamber have been
reflected at the boundaries, yielding to a shock,
moving downstream in the post, and a compression,
traveling upstream in the chamber. As far as tempera-
ture field is concerned, it can be noticed that oscillations
due to variation of heat release rate, induced by the RF,
propagate with the flow velocity. With the last plot,
shown in Figure 9(e), the cycle is concluded and the
flow field is characterized by the same system of waves
as in Figure 9(a).

The analysis of Figure 9 provides some hints on the
time history presented in Figures 5 and 6. It can be
noted that no shock wave of strong intensity reaches
the probe abscissa (x ¼ 0:508 m) and this explains the
absence of a steep front in the signal. Moreover, the RF
has been assumed to be distributed in a quite large
region whose position is fixed in time while in the real
case, the flame is a thin region moving in the flow field.
Again it must be considered that at present the simula-
tion is trying to rebuild the multidimensional numerical
solution rather than the experiment. In fact, the experi-
mental data show a steeper front even at x ¼ 0:508 m

axial position. Although the comparison with experi-
mental data will be the subject of a future step of the
study, it can be emphasized here that the existence of
steeper fronts within the post, justified in the present
study by the occurrence of strong shock waves, has
been also found experimentally.9

5. Sensitivity analysis to RF parameters

A sensitivity analysis is carried out for both pressure
and velocity time-lag RF main parameters in order to
understand the effect of each one on the solution and to
investigate the model robustness.

5.1. Pressure time-lag RF

Before discussing the results of parametric analysis
some clarifications have to be made about the evalu-
ation of mean pressure appearing in equation (9), which
expresses the unsteady heat release rate due to coupling
between acoustics and combustion as a function of
pressure oscillations at the sampling location xp, corres-
ponding to the back step. In order to identify the fluc-
tuating part of the signal, mean pressure needs to be
evaluated. The first approximation consists in consider-
ing the mean pressure at limit cycle coincident to the
steady-state pressure. This simplification does not hold
in the present test case since in nonlinear regime it is not
possible to apply the superimposition of effects and
mean pressure can change because of fluctuations and
eventually lead to an additional heat release content in
time, rather than to a term controlled by pressure vari-
ation in time. For this reason a mean pressure value
changing at runtime is computed suitably filtering the
pressure signal. In particular, pressure signal at the
back step has been Fourier transformed, setting to
zero the coefficients associated to high frequencies.
Inverse Fourier transform is then applied and mean
pressure is recovered as the low frequency contribution,
to be subtracted to the original signal. To select the
low-pass filtering frequency different values have been
considered. Results are shown in Figure 10. The ana-
lysis suggests 510 Hz as the optimum upper limit. In
fact suppressing frequencies up to 210 Hz, spurious,
nonphysical oscillations are introduced in the signal
and their magnitude reduces as the upper limit is
increased. If the filter cuts frequency up to 920 Hz, pres-
sure oscillation amplitude is dramatically reduced, indi-
cating that a significant part of the signal has been
canceled and not considered as a contribution to the
coupling with heat release rate.

The parametric analysis on 	p has considered values
from 1960 m=s (the value of Table 3) up to the value
that can be handled successfully by the solver that is
3185 m=s. In fact, for the purpose of robustness

360 International Journal of Spray and Combustion Dynamics 9(4)



investigation, growing values of 	 could be capable of
posing numerical issues. Results are shown in Figure 11
where the role of 	p is quite evident. The parameter
affects both amplitude of limit cycle and growth rate.
Moreover, increasing 	p it is possible to observe over-
shoots in the limit cycle envelope.

For 	p 4 3185 m=s the solver is not able to converge
to a physical solution since velocity becomes negative at
the left boundary, where a mass flow rate boundary
condition is imposed. In experiments, if pressure oscil-
lation amplitude exceeds a certain limit, it is not pos-
sible to assume that injection of propellants is occurring
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in choked conditions. For this reason, fixing the mass
flow rate in such conditions would be in contrast with
the physical phenomenon. Considering that the achiev-
able amplitude is quite beyond the value observed in
experimental conditions (see Sardeshmukh et al.27), it is
possible to conclude that the achievable range is totally
acceptable.

The results of the parametric analysis on �p are
reported in Figures 12 and 13 (see Frezzotti et al.25,26).
Also the parameter �p has an effect on oscillation amp-
litude but the magnitude of such effect is quite lower
than that observed changing 	p. Moreover, some
damped cases can be observed. The low frequency oscil-
lations in the decay phase are most likely due to filtering
process.

5.2. Velocity time-lag RF

The main difference between velocity and pressure
time-lag RFs is that for the former it is possible to
assume steady-state velocity as mean value at limit
cycle, without filtering the signal to estimate �uðxuÞ.

The possibility to adopt this simplifying hypothesis
is a consequence of the fact that the mean value
of velocity does not change significantly, even in non-
linear regime, as shown in Figure 14. The parametric
analysis on 	u and �u leads to the results shown in
Figures 15 to 17.

As observed for the pressure time-lag RF, both par-
ameters are able to modify the amplitude of limit cycle
but the magnitude of this effect is much higher in the
case of 	u. Moreover, if 	u is increased, growth rates
increase too and overshoots are observed. The peak-to-
peak distance appears to remain symmetric while this
is not the case for �u values corresponding to unstable
cases. Instability is observed for 0:339 ms5 �u
5 0:605 ms while for �5 0:399 ms or �4 0:605 ms,
the initial disturbance is damped, yielding to stable
behavior. Oscillations appear to decrease in amplitude
following an exponential curve, according to linear
theory. This observation confirms that low frequency
oscillations observed in Figure 13 are due to the filter.

For velocity time-lag response, effects produced by
Gaussian standard deviation (�u) variations have been
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investigated. In varying �u the integral value of the
shape function is kept constant. Nevertheless, as
shown in Figure 18, as the Gaussian becomes narrower,
the amplitude of limit cycle grows. This behavior can be

explained considering that a higher value of �u cor-
responds to a more distributed heat release and, conse-
quently, to a lower peak value. Moreover, the Gaussian
mean value � is quite close to pressure antinode for the
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first longitudinal frequency and the �u value is able to
affect the space tuning between pressure and heat
release. Figure 18 shows that if the standard deviation
is reduced to 50%, the amplitude of limit cycle is about
0:1MPa higher. This observation leads to the conclu-
sion that a reasonable approximation of �u is sufficient
to obtain a good estimation of the limit cycle, since the
sensitivity of the system with respect to �u is quite low.

6. Conclusions

In the present work several numerical issues related to
simulations of combustion instability by quasi-1D
modeling have been identified and discussed. First of
all, ST and MOT models have been compared in terms
of capability of representing multispecies problems.
Although relevant differences can be observed in the
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solution of a contact discontinuity problem for multi-
species, comparison between MOT and ST for the
CVRC test case yields similar results. The main
reason is the similarity in thermodynamical properties
of the considered species. This confirms the validity of
MOT model as a general approach that could improve
results in a case where a different propellant combin-
ation may lead to a higher difference in the thermo-
dynamic properties of oxidizer and combustion
products, as shown for the case of contact discontinu-
ity, for oxygen and hydrogen.

Pressure and velocity time-lag RFs have been con-
sidered. The main difference between the two is the
necessity for the former of estimating the mean pressure
through a filtering process based on Fourier transform
that may alter the features of nonlinear pressure signal,
especially before the onset of periodic limit cycle. In this
sense, velocity time-lag formulation has to be preferred
in this particular application. It is noteworthy that pres-
sure sampling position, xp, differently from xu, is in the
region where source terms and heat release RF are not
null. Given this consideration, the variation of average
pressure might be due to the chosen sampling location.

The sensitivity to the main parameters characterizing
the RF has been studied, as that of the intensity index
and time lag. Both intensity index and time-lag param-
eters are able to modify the amplitude of limit cycle.
Damped conditions can be reproduced for specific
ranges of time lag. The range of variation of the par-
ameters allowed by the solver is adequate to implement
RFs estimated from high fidelity simulations and to
reach amplitudes of limit cycle comparable with experi-
ments. Finally, sensitivity to the selected value of the
standard deviation of the Gaussian shape function has
been analyzed. The analysis has shown how a narrower
distribution allows for higher amplitude of limit cycle,
since the spatial tuning between pressure and heat
release rate is increased.
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