
Università degli Studi di Roma �La Sapienza�Faoltà di IngegneriaDICEA - Dipartimento di Ingegneria Civile, Edile ed AmbientaleArea di Geodesia e GeomatiaDottorato di Riera in Infrastrutture e Trasporti

PhD ThesisA radargrammetri orientation model for SARhigh resolution imageryPhD Supervisor PhD StudentProf. Mattia Giovanni Crespi Franesa PieralieA.A. 2009/2010



ii



Contents
Contents iiiList of Figures vList of Tables vii1 Introdution 12 Satellite sensors for the remote sensing 52.1 Remote sensing spaeborne sensors . . . . . . . . . . . . . . . . . . 52.2 Satellite orbit features . . . . . . . . . . . . . . . . . . . . . . . . . 72.3 Sensor harateristis . . . . . . . . . . . . . . . . . . . . . . . . . . 92.3.1 Spetral resolution . . . . . . . . . . . . . . . . . . . . . . . 102.3.2 Radiometri resolution . . . . . . . . . . . . . . . . . . . . . 112.3.3 Spatial resolution . . . . . . . . . . . . . . . . . . . . . . . . 122.4 Optial sensors atually available . . . . . . . . . . . . . . . . . . . 122.5 Radar sensors atually available . . . . . . . . . . . . . . . . . . . . 133 SAR: priniples of working and appliations 153.1 The priniple of Syntheti Aperture Radar . . . . . . . . . . . . . . 153.2 Distortion of a radar image . . . . . . . . . . . . . . . . . . . . . . 223.2.1 Foreshortening e�et . . . . . . . . . . . . . . . . . . . . . . 253.2.2 Layover e�et . . . . . . . . . . . . . . . . . . . . . . . . . . 253.2.3 Shadowing e�et . . . . . . . . . . . . . . . . . . . . . . . . 253.3 Priniples of interferometry . . . . . . . . . . . . . . . . . . . . . . 253.4 Priniples of radargrammetry . . . . . . . . . . . . . . . . . . . . . 293.4.1 State of the art of radargrammetry . . . . . . . . . . . . . . 34iii



iv Contents4 Radargrammetri model implemented in SISAR 374.1 Coordinate systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 374.2 Coordinate System Transformations . . . . . . . . . . . . . . . . . 394.2.1 ECI system - ECEF system transformation . . . . . . . . . 394.2.2 ECI system - Orbital system transformation . . . . . . . . . 424.2.3 ECEF system - Geodeti Loal system transformation . . . 424.3 General projetion equations . . . . . . . . . . . . . . . . . . . . . 434.4 The radargrammetri model implemented in SISAR . . . . . . . . 464.4.1 Satellite oordinates . . . . . . . . . . . . . . . . . . . . . . 484.4.2 The onept of self-alibration parameters . . . . . . . . . . 504.4.3 The full stereo funtional model . . . . . . . . . . . . . . . 504.4.4 The stohasti model . . . . . . . . . . . . . . . . . . . . . . 535 RPC appliation and generation for SAR imagery 555.1 RPCs Usage and Orientation Re�nement . . . . . . . . . . . . . . 565.2 RPCs Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 605.2.1 RPCs generation with a terrain-independent senario . . . . 605.3 Stereo Model via RPCs . . . . . . . . . . . . . . . . . . . . . . . . 676 Radargrammetri model and RPCs generation results 716.1 Cosmo-SkyMED . . . . . . . . . . . . . . . . . . . . . . . . . . . . 716.2 TerraSAR-X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 756.3 Data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 796.4 Auray results of radargrammetri model . . . . . . . . . . . . . 846.4.1 COSMO-SkyMed imagery results . . . . . . . . . . . . . . . 866.4.2 TerraSAR-X imagery results . . . . . . . . . . . . . . . . . 906.5 Auray results of RPCs model . . . . . . . . . . . . . . . . . . . 927 Conlusions 99Bibliography 103



List of Figures
2.1 Sun angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82.2 Sun-synhronous orbit . . . . . . . . . . . . . . . . . . . . . . . . . 82.3 Orbit inlination . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92.4 Eletromagneti spetrum . . . . . . . . . . . . . . . . . . . . . . . 103.1 Side-looking on�guration . . . . . . . . . . . . . . . . . . . . . . . 163.2 Angular �eld of signal . . . . . . . . . . . . . . . . . . . . . . . . . 173.3 Imaging system of SAR . . . . . . . . . . . . . . . . . . . . . . . . 193.4 De�nition of squint angle τ . . . . . . . . . . . . . . . . . . . . . . 193.5 Slant range plane and ground plane projetion . . . . . . . . . . . 203.6 Stripmap aquisition mode . . . . . . . . . . . . . . . . . . . . . . 213.7 SpotLight aquisition mode . . . . . . . . . . . . . . . . . . . . . . 223.8 Ground projetion dg and in slant range projetion ds . . . . . . . 233.9 Simplifying assumption for relief displaement . . . . . . . . . . . . 243.10 Relief displaement on a SAR image . . . . . . . . . . . . . . . . . 243.11 Image of slopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263.12 Geometry of aquisition for interferometry . . . . . . . . . . . . . . 273.13 Terrain height omputation using the parallaxes . . . . . . . . . . 303.14 Stereo opposite-side for radargrammetry . . . . . . . . . . . . . . . 313.15 Stereo same-side on�guration for radargrammetry . . . . . . . . . 313.16 Double boune e�et in Hannover urban area, TerraSAR-X image 323.17 Basi stereo geometry for radargrammetry . . . . . . . . . . . . . . 334.1 ECI system (a), ECEF system (b) . . . . . . . . . . . . . . . . . . 384.2 Image system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 384.3 Coordinates in the Orbital system . . . . . . . . . . . . . . . . . . 394.4 Coordinates in the Geodeti Loal system . . . . . . . . . . . . . . 404.5 De�nition of objet spae and sensor oordinate system . . . . . . 434.6 Range sphere, Doppler one and Doppler irle . . . . . . . . . . . 464.7 Intersetion of Doppler irles in stereo on�guration . . . . . . . . 47v



vi List of Figures4.8 Orbital state vetors �tting with irumferene . . . . . . . . . . . 494.9 Satellite positions orresponding to the GCPs . . . . . . . . . . . . 494.10 Fitting of GCPs times with linear funtion . . . . . . . . . . . . . . 515.1 Example of residuals adjustment with an a�ne transformation . . 595.2 Grid for RPCs generation in the terrain-independent approah . . 615.3 Ai before and after the permutation . . . . . . . . . . . . . . . . . 656.1 COSMO-SkyMed satellite by ASI . . . . . . . . . . . . . . . . . . . 726.2 TerraSAR-X satellite by DLR . . . . . . . . . . . . . . . . . . . . . 776.3 Maussane COSMO-SkyMed image . . . . . . . . . . . . . . . . . . 806.4 GPs distribution on Maussane COSMO-SkyMed image . . . . . . . 816.5 Merano COSMO-SkyMed image . . . . . . . . . . . . . . . . . . . 816.6 GPs distribution on Merano COSMO-SkyMed images . . . . . . . 826.7 Hannover TerraSAR-X image . . . . . . . . . . . . . . . . . . . . . 826.8 GPs distribution on Hannover TerraSAR-X images . . . . . . . . . 836.9 Ground Point on a SAR image (a) and on an optial one (b) . . . 846.10 Example of layover on a high building . . . . . . . . . . . . . . . . 856.11 Asending TerraSAR-X images (a) and desending one (b) . . . . . 856.12 Example of 4 di�erent independent sets of 5 GCPs . . . . . . . . . 866.13 RMSE CPs histogram for the Maussane stereo pair . . . . . . . . . 876.14 RMSE CPs histogram for the Merano stereo pair . . . . . . . . . . 896.15 RMSE CPs histogram for the Hannover same side stereo pair . . . 916.16 RMSE CPs histogram for the Hannover opposite side stereo pair . 93



List of Tables
2.1 Bands of the mirowave region . . . . . . . . . . . . . . . . . . . . 112.2 Spatial resolution lasses . . . . . . . . . . . . . . . . . . . . . . . . 126.1 COSMO-SkyMed orbit harateristis . . . . . . . . . . . . . . . . 736.2 COSMO-SkyMed images features . . . . . . . . . . . . . . . . . . . 796.3 TerraSAR-X images features . . . . . . . . . . . . . . . . . . . . . . 836.4 Results of the software SISAR for the Maussane stereo pair . . . . 876.5 Results of the software SISAR for the Merano stereo pair . . . . . 886.6 Results of OrthoEngine for the Maussane and Merano . . . . . . . 896.7 Results of SISAR for the Hannover same-side stereo pair . . . . . . 906.8 Results of OrthoEngine for the Hannover same-side stereo pair . . 916.9 Results of SISAR for the Hannover opposite-side stereo pair . . . . 926.10 RPCs results for the Maussane stereo pair . . . . . . . . . . . . . . 936.11 RPCs results for the Merano stereo pair . . . . . . . . . . . . . . . 946.12 RPCs results for the Hannover same-side stereo pair . . . . . . . . 956.13 RPCs results for the Hannover opposite-side stereo pair . . . . . . 966.14 Results of the RPCs adjustment for Hannover . . . . . . . . . . . . 976.15 Signi�ane Student T-test . . . . . . . . . . . . . . . . . . . . . . 97

vii



viii List of Tables



Chapter 1Introdution
Today, imagery of our planet from spaeborne sensors are aquired onti-nuously; a large number of satellite devoted to the Earth observation are availableand also various kinds of sensors are on orbit.As regards the Syntheti Aperture Radar (SAR) satellites for Earth obser-vation, a possible geomatis appliation an be the generation of Digital Surfaeand Terrain Models (DSMs/DTMs).DSMs and DTMs have large relevane in some territorial appliations, suhas topographi mapping, spatial and temporal hange detetion, feature extra-tion and data visualization.DSMs extration from satellite stereo pair o�ers some advantages, amongwhih low ost, speed of data aquisition and proessing, surveys of ritial areas,easy monitoring of wide areas, availability of several ommerial software andalgorithms for data proessing. In partiular, the DSMs generation from SARdata o�ers the signi�ant advantage of possible data aquisition during the nightand in presene of louds.The availability of new high resolution SAR spaeborne sensors o�ers newinteresting potentialities for the aquisition of data useful for the generation ofDSMs. Two di�erent approahes may be used to generate DSMs from SAR data:the interferometri and the radargrammetri one, both using a ouple of imagesof the same area aquired from two di�erent points of view.The interferometry uses the phase di�erenes information between the SARimages to lead the terrain elevation, unlike radargrammetri tehnique analyzesthe signal amplitude and exploits the stereosopy similarly to optial photogram-



2metri methods. Atually, due to the low resolution amplitude supplied by thespaeborne radar sensors available until now (at the level of tens of meters), usual-ly the �rst approah has been used, being aware that the radar interferometrymay su�er for lak of oherene. At present, the importane of the radargram-metri approah is rapidly growing due to the new high resolution imagery (up to1 m of ground resolution) whih an be aquired by COSMO-SkyMed, TerraSAR-X and RADARSAT-2 sensors in SpotLight mode. In this sense, it seems useful tounderline that the two approahes should be onsidered omplementary, in orderto obtain the best (aurate and omplete) produt.The radargrammetri approah was �rst used in the 1950s; then, as men-tioned, it was less and less used, due to the quite low resolution in amplitude ofradar images, if ompared to their high resolution in phase. Some researhershave investigated the DSMs generation from SAR data aquired by the varioussensors available: several results about data aquired by lower resolution satel-lite, like RADARSAT-1 and ERS1/2, have been published by Toutin in [1℄ or[2℄; quite reently, as regards the new-generation high resolution SAR satellite,the potentialities of TerraSAR-X [3℄ and Radarsat-2 [4℄ have been investigatedby Raggam et al. and by Toutin and Chenier respetively.DSM extration proedure onsists of two basi steps: the stereo pair orien-tation and the image mathing for the automati detetion of homologous points.In this thesis the topis related to image orientation of SAR stereo pairs in zero-Doppler geometry aquired in SpotLight mode are investigated.As regards the radargrammetri orientation model, it has to be underlinedthat, starting from the model proposed in the lassial book of Leberl [5℄, a re-�nement of the orbital model have to be taken into aount to omply with andto exploit the potentialities of the novel high resolution (both in azimuth andin range). Then, the de�ned and implemented model performs a 3D orienta-tion based on two range and two zero-Doppler equations, allowing for the leastsquares estimation of some alibration parameters, related to satellite positionand veloity.The model has been implemented in SISAR (Software per Immagini Satel-litari ad Alta Risoluzione), a sienti� software developed at Geodesy and Geo-mati Institute of the University of Rome �La Sapienza�. This software was at�rst devoted to the orientation of high resolution optial imagery [6℄, and in thelast year it has been extended also to SAR imagery.Moreover a tool for the SAR Rational Polynomial Coe�ients (RPCs) ge-neration has been implemented in SISAR software, similarly to the one alreadydeveloped for the optial sensors.The Rational Polynomial Funtions (RPFs) model with the employment ofRPCs is a well known method to orientate optial satellite imagery. In fat,some satellite imagery vendors have onsidered the use of RPFs models as a



3standard to supply a re-parametrized form of the rigorous sensor model in termsof the RPCs, that impliitly provide the interior and external sensor orientation.This generalized method is very simple, sine its implementation is standard andunique for all the sensors; moreover the performanes of the RPFs model usingthe RPCs an reah the level of the ones from rigorous models.The possibility to generate RPCs starting from a rigorous model sounds ofpartiular interest sine, at present, the most part of SAR imagery is not suppliedwith RPCs, although the RPFs model is available in several ommerial software.The RPCs an be an useful tool in plae of the rigorous model in proesses as theimage orthoreti�ation/geooding or as the DSMs generation, sine the RPFsmodel is very simple and fast to be applied.Deeper investigations in the least squares RPCs estimation underlined thatmany RPCs are orrelated; so, in our approah the Singular Value Deompo-sition (SVD) and QR deomposition are employed to evaluate the atual rankof the design matrix and to selet the atual estimable oe�ients, avoiding anoverparametrization of the model.It is well known that the optimum stereo imagery on�guration for the radar-grammetri appliation is when the target is observed in opposite-side view; how-ever it auses large geometri and radiometri disparities, hindering the imagemathing, whih is the seond fundamental step for DSMs generation after theimagery orientation. A good ompromise is to use a same-side on�gurationstereo pair with a onvenient base to height ratio, in order to inrease the e�-ieny in the orrelation image proess.In this thesis the results of some tests performed on COSMO-SkyMed andTerraSAR-X SpotLight stereo pairs are presented; the data available are twoCOSMO-SkyMed same-side stereo pairs, aquired over the areas of Maussane(Southern Frane) and Merano (Northern Italy), and three TerraSAR-X images,aquired over the area of Hannover (Northern Germany), from whih a same-sideand an opposite-side stereo pairs have been derived.The results onern the stereo orientation using both the radargrammetriand the RPCs model. The results are ompared to those stemming from om-merial software PCI Geomatia v. 10.3, where the well known Toutin's modelis implemented.
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Chapter 2Satellite sensors for theremote sensing
Today, imagery of our planet from spaeborne sensors are aquired ontinu-ously; they have beome powerful sienti� tools to enable better understandingand improved management of the Earth and its environment.Earth Observation imagery show the world through a wide-enough frame sothat omplete large-sale phenomena an be observed.The short times of aquisition of information satisfy the demand for themonitoring of rapid hanges in the ground and in anthropi ativities; for thisreason the studies about the remote sensing developed very fast in the last years.2.1 Remote sensing spaeborne sensors for envi-ronmental and geomatis appliationsAt the present a large number of satellite devoted to the Earth observationare available and also various kinds of sensors are on orbit. These kind of sophisti-ated instruments provide ontinuous observation and monitoring of the Earth'sland, atmosphere and oeans, and they are valid tools to provide a wealth ofinformation on the workings of the Earth system, inluding insights into fatorsontributing to limate hange.The various sensors di�er for working methods, types of measured hara-teristis, resolution and sale of monitoring.



6 2.1. Remote sensing spaeborne sensorsIf we just limit our onsiderations to remote sensing sensors optial andradar sensors with high resolution are suitable to ahieve detailed informationabout the territory, for a large number of appliation, as environmental, moni-toring engineering, geology, seurity, land planning and management of Earth'sresoures.As regards SAR (Syntheti Aperture Radar) and optial satellites for Earthobservation, the geomatis appliations an be lassi�ed in four main ategories:topographi mapping, deformation mapping, themati mapping based on hangedetetion, themati mapping based on lassi�ation.In partiular, the optial High Resolution Satellite Imagery (HRSI) beomeimportant for artographi purposes: for instane, they ould be a suitable al-ternative to aerial photogrammetri data to update and produe maps at 1:5000sale or lower, to produe orthophotomaps, or to generate Digital Surfae andTerrain Models (DSM/DTM).In addition to optial imagery, also SAR imagery are suitable for the DSMgeneration using radargrammetri or, more ommonly, interferometri methods;to this aim, speial mission have been set up, as the Shuttle Radar TopographyMission (SRTM), speially designed to yield elevation data on world sale, orERS-1/2 tandem mission, or TanDEM-X mission in the last years.The tehnique of di�erential InSAR (Interferometri SAR) an provide ob-servation of ground motion and deformation mapping in many appliation �elds,like seismi studies, volano deformation monitoring, land subsidene, glaier andie motion.Themati mapping an use both optial and SAR data, and a valid methodould be represented by the hange detetion. For example, the hanges in thesattering harateristis of the ground surfae between two radar aquisition anresult in a hange of oherene in the interferogram; the analysis of the dereaseof oherene an be assoiated with di�erent types of land use.As support to the themati mapping, a large number of lassi�ation me-thods are existing; to this aim, optial imagery are well-suited, speially multi-spetral or hyperspetral imagery.The remote sensing presents advantages in omparison with other kinds ofsurvey thanks to the synopti feature of information with multispetral and mul-titemporal data vision, together with high frequeny of aquisition due to theshort revisit time of spaeraft.For example, in omparison with the lassial aerial photogrammetri survey,the satellite remote sensing o�ers some advantages:
• easy monitoring of wide areas
• availability of digital and multispetral data



2.2. Satellite orbit features 7
• survey at regular interval, depending only on satellite revisit time (variablefrom 1 day to few tens of days)
• survey of areas ritial from the logisti point of view, where the organi-zation of photogrammetri �ights is di�ult; this advantage is espeiallyimportant for the medium sale artography in developing ountries or inountries with di�ult politial situationsFirst generation of satellite sensors (as Landsat 5 and 7, SPOT 4, IRS,ERS) were haraterized by low spatial resolution that did not allow the aqui-sition of data for detailed studies. Thanks to the seond generation satellites (asIKONOS, QuikBird, WorldView-1, GeoEye-1, Cosmo-SkyMED, TerraSAR-X),it is now possible to aquire imagery with geometri and semanti features suitedfor realization and update of tehnial map on medium sale (1:25000-1:10000)and possibly larger sale (up to 1:5000). In this setion we are going to show themain features of these satellites and sensors.2.2 Satellite orbit featuresThe target of satellite mission is to aquire the largest number of imageswith the best quality and the best areal overage; in fat, the satellite orbit isdetermined by the ombination of these requisites and by the revisit time andthe distane Earth-satellite.The orbit is planned onsidering the fat that the satellite has to observe thewidest possible area of the Earth for a reasonable number of repetitions.The preferred orbits for the Earth observation are usually Low Earth Orbits(LEO) with an altitude between 300 km and 1000 km. This hoie representsa ompromise between the neessity of a lose observation of the Earth and thelifetime of the satellite; in fat the low orbit improves the resolution of images butprodues negative e�ets suh as atmospheri drag and gravitational perturbationwhih are the auses of the satellite lifetime redution.Also, the light ondition, whih is a ruial fator for the aquisition ofoptial imagery, is fundamental in the hoie of the orbit.The sun angle is the angle between the loal zenith and the diretion ofsunbeam; it de�nes the light ondition (Figure 2.1). The best light ondition isobtained with a less sun angle (sun at zenith), but presene of little shades ouldhelp the observer to reognize details and for a better interpretation of image.For this reasons sun angle usually an hanges from 20◦ to 40◦.To guarantee the same lighting at eah satellite passage, a Sun-SynhronousOrbit (SSO) is used (Figure 2.2). In this orbit the angle between Earth-Sundiretion and the orbit plane is onstant and the satellite �ies over a ertain areaat the same loal time therefore under the same onditions of light. The weather



8 2.2. Satellite orbit features

Figure 2.1: Sun angle

Figure 2.2: Sun-synhronous orbit



2.3. Sensor harateristis 9situations, suh as mist, fog and louds, are obviously unknown and are seriousproblem for the image aquisition. Obviously, this ondition is important only inthe ase of optial images.The inlination of the orbit - the angle between the orbital and the equatorialplanes - is another relevant parameter to determine the satellite orbit (Figure 2.3).Orbits with large inlination - like pseudo-polar orbits - permit a total overageof the Earth with only a very slight loss of data on the poles, whereas smallinlinations are better in ase of spei� studies, for example on equatorial area.A good overage depends not only on the orbit hoie but also on the overageof reeiving stations, and on satellite revisit period.

Figure 2.3: Orbit inlinationThe revisit period is the time between two onseutive aquisitions of thesame area; for a satellite sensor it is usually of several days. In order to guaranteevery short revisit period, satellite onstellations have been launhed on orbit, asCosmo-SkyMED, TerraSAR-X and TanDEM-X, or Pleiades.Atually, the majority of satellites o�er overlap between ontiguous orbitsand for this reason some areas of the Earth an be aquired more frequently.Some satellites are able to orient their sensors to shoot the same area indi�erent passages, with shorter time intervals. The revisit period depends alsoon the inlination of the orbit and it is shorter if the inlination is smaller: thisis the main disadvantage of the polar orbits.2.3 Sensor harateristisIn the following setions, the main harateristis of optial and radar sensorswill be desribed.



10 2.3. Sensor harateristis2.3.1 Spetral resolutionThe spetral resolution is the amplitude of the spetral bands (wavelengthinterval of the eletromagneti spetrum) that an optial sensor an distinguishor at whih a radar sensor works (Figure 2.4 and Table 2.1).

Figure 2.4: Eletromagneti spetrumIn partiular the optial sensors are passive sensors, able to register theradiation that is re�eted by the Earth's surfae. Eah sensor is haraterized bythe spetral bands in whih it is sensible.Radar sensors are ative sensor, providing its own illumination in form ofmirowaves, and they are able to emit, reeive and reord the signal ehoes re-�eted by the Earth's surfae; also in this ase eah sensor is haraterized bythe spetral bands in whih it works.The spetral resolution depends on the kind of sensor, the optial satellitesensor usually aquires the image in panhromati, multispetral or hyperspetralmode:
• panhromati sensor is sensitive to all wavelengths of visible and near-infrared; the �nal image is in blak and white
• multispetral sensor an distinguish di�erent spetral bands in the visibleand near infrared regions; an image is reated for eah individual wavelengthinterval
• hyperspetral sensor is an advaned multispetral sensor; it an detet hun-dreds of very narrow spetral bands throughout the visible, near-infraredand mid-infrared regions



2.3. Sensor harateristis 11Band Frequeny (GHz) Wavelength (m)P 0.255-0.390 133.0-76.9L 0.390-1.550 76.9-19.3S 1.550-4.20 19.3-7.1C 4.20-5.75 7.1-5.2X 5.750-10.90 5.2-2.7K 10.90-36.0 2.7-0.83Ku 10.90-22.0 2.7-1.36Ka 22.0-36.0 1.36-0.83Q 36.0-46.0 0.83-0.65V 46.0-56.0 0.65-0.53W 56.0-100.0 0.53-0.30Table 2.1: Bands of the mirowave regionStudies point out that the best sensors for artographi appliations are thepanhromati ones. Panhromati sensors present a spatial resolution about fourtimes superior to multispetral ones and produe images with good ontrast thatgives a perfet grade of detail and a good de�nition of geometri properties.On the other hand, multispetral sensors are used in many other appliations:for instane they are good instruments to draw geologial maps, sine the numberof surveys in situ and the osts are ut down.As regards the radar sensor, they an works using many wavelenght of thesignal; for instane, TerraSAR-X and Cosmo-SkyMED operate in X-band, En-visat in C-band, ALOS in L-band. The wavelenght in�uenes the resolutionof the sensor, the harateristis of interation with the ground surfae and itsapability to penetrate in vegetated areas.2.3.2 Radiometri resolutionThe radiometri resolution is represented by minimum energy di�erenesthat a sensor is able to disriminate: better radiometri resolution of a sensor,more sensitive it is in deteting small energy di�erenes.The radiometri resolution is expressed by the number of bits used to quan-tize a pixel: for eah bit it is reorded an exponent of power of two (1bit = 21 = 2).The maximum level of luminosity available depends on a number of bits used:for an 8 bit sensor, the digital values available are 28 = 256, that means from 0to 255 (where 0 represents the blak and 255 the white).



12 2.4. Optial sensors atually available2.3.3 Spatial resolutionThe spatial resolution is the minimum ground area observed by the instru-ment. It is measured as the size of a pixel on the ground (also alled GSD -Ground Sample Distane).In order to make an objet observable, its dimension has to be the same orbigger than the spatial resolution. The spatial resolution of the satellite imageryis lassi�ed in the Table 2.2.Spatial resolution [m℄ Class<1 very high1-5 high5-20 mean20-50 low>50 very lowTable 2.2: Spatial resolution lasses2.4 Optial sensors atually availableIn addition to optial sensor with low and medium resolution, well suitedto do environmental monitoring and studies on large sale, at the present also anumber of optial high resolution satellites are available. In this setion the mostimportant and most reent very high resolution sensors are listed:
• IKONOS, by GeoEye Company, launhed on September 24, 1999, is theworld's �rst ommerial satellite able to ollet blak-and-white (panhro-mati) images with 0.82 m resolution (resampled at 1 m) and 4-bands mul-tispetral imagery with 4 m resampled resolution
• QuikBird, by Digital Globe Company, launhed on Otober 18, 2001, isable to aquire panhromati and 4-bands multispetral imagery, with 0.61m and 2.44 m of resolution respetively
• WorldView-1, by Digital Globe Company, launhed on September 18, 2007,is able to aquire only panhromati imagery, with a resolution of 0.50 m
• GeoEye-1, by GeoEye Company, launhed on September 6, 2008, at the mo-ment is the world's highest resolution ommerial earth-imaging satellite. Ito�ers the best spatial resolution, by simultaneously aquiring panhromatiat 0.41 m and 4-bands multispetral imagery at 1.65 m
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• WorldView-2, by Digital Globe Company, launhed on Otober 8, 2009,is able to aquire panhromati imagery with a resolution of 0.46 m and8-bands multispetral imagery at 1.84 m resolution2.5 Radar sensors atually availableAlso for the radar sensor we have a large hoie; in this ase the sensorshave a great variety of operational mode, as regard the swath extension, thepolarization, the bands in whih they are operating or the value of the inideneangle. These are only a few part of the sensors atually available:
• ERS-1 and ERS-2, European Remote Sensing Satellites (ERS) by ESA, aredesigned to study many proesses of the Earth's oeans and land with asuite of instruments, one of whih is a SAR. ERS-1 was launhed in 1991and ERS-2 in 1995. We ould onsider ERS system at the end of its life, butat the present it is still providing imagery with an aross trak resolutionof 26 m and an azimuth resolution between 6 and 30 m
• ENVISAT, by ESA, launhed in 2002, is an advaned polar-orbiting Earthobservation satellite whih provides measurements of the atmosphere, oean,land, and ie, equipped with several types of sensor among whih a radarsensor (Advaned Syntheti Aperture Radar - ASAR), operating at C-band.The improvements allow radar beam elevation steerage and the seletionof di�erent swaths, 100 or 400 km wide, with a spatial resolution up to 30meter
• RADARSAT-2 is Canada's next-generation ommerial SAR satellite, thefollow-on to RADARSAT-1. The new satellite was launhed in Deember,2007. It has 0.5 m of pixel spaing in SpotLight mode, �exibility in seletionof polarization, left and right-looking imaging options, it is operating in C-band
• ALOS, by Jaxa, launhed in 2006. It is a Japanese system that arriesa payload of three instruments, one of this is the Phased Array type L-band Syntheti Aperture Radar (PALSAR). It has great �exibility and alarge number of operational mode as regard the polarization and the swathextension, in �Fine� mode it an reah about 10 meter resolution
• TerraSAR-X, by DLR, was suessfully launhed on June 15, 2007. Withits ative antenna, the spaeraft aquires high-quality X-band radar ima-ges with a resolution of up to 1 meter (SpotLight mode). TanDEM-X(TerraSAR-X Add-On for Digital Elevation Measurement) has been launhed



14 2.5. Radar sensors atually availableon June 21, 2010; together they form a unique satellite formation, they arein a formation �ight at distanes of only a few hundred meters, able toreord data synhronously in the so-alled StripMap Mode (3 m groundresolution) and thus to aquire the data basis for a global Digital ElevationModel (DEM) of an unpreedented quality, auray, and overage
• Cosmo-SkyMED, by ASI, has the apability to serve at the same time bothivil and military users through a integrated approah (Dual Use System).The system is formed by four satellites and it has a large �exibility, asregard the swath extension and the ground resolution. The main peulia-rity of Cosmo-SkyMED is the apability to aquire images with very highresolution for a SAR instrument, up to 1 meter (SpotLight mode)



Chapter 3SAR: priniples of workingand appliations
The term radar is an aronym for RAdio Detetion And Ranging. Radaroperates in radio and mirowave bands of the eletromagneti spetrum rangingfrom a meter down to a few millimeters in wavelength. Advantages of radarinlude the apability to penetrate louds, haze, rain and others atmospheripartiles and to operate during night and day. Some of the most important satel-lites for Earth Observation are equipped with this sensor. A partiular tehniquethat uses radar is the Syntheti Aperture Radar - SAR.3.1 The priniple of Syntheti Aperture RadarThis kind of radar data proessing was developed in order to improve theresolution of a traditional radar system, and it is based on the priniple of Dopplerfrequeny shift. It is an ative sensor, providing its own illumination in form ofmirowaves, it is able to emit the signal, reeive and reord the signal ehoesre�eted by the target.The radar signal is obtained through the onversion of an eletrial urrenton the antenna surfae indued by an eletromagneti �eld around this antennaand vie-versa. Thus, the reeived signal ontains information about the senesuh as dieletri properties. Firstly, we an desribe the reeived power Prthrough the radar equation:



16 3.1. The priniple of Syntheti Aperture Radar
Pr =

PtG
2λ2

(4π)3R4
σ (3.1)where Pt is the transmitted power, G is the gain of the transmitted andreeived antenna, λ is the wavelength of the transmitted wave, R is the slantrange, that represents the distane between the radar and the sene and σ is theradar ross setion.The reeived power depends on many parameters suh as the frequeny andpolarization state of the emitted wave, the dieletri nature and the shape ofthe objet and others. For example, buildings forming a orner with the groundor other buildings, orrespond to high re�eted energy. Conversely, roughnesssurfaes di�use the inident energy and orrespond to low re�eted energy [7℄.The radar is on board of the satellites, having a side-looking on�gurationdesribed in Figure 3.1.

Figure 3.1: Side-looking on�gurationThe satellite travels forward in the �ight diretion or along-trak (alledazimuth diretion) with the nadir diretly beneath the platform whih is at theheight H . The range axis refers to the aross-trak dimension perpendiular tothe �ight diretion.The mirowave beam is transmitted obliquely (with the elevation angle orside-look angle ϑ) to the diretion of �ight illuminating a swath. The side-lookinggeometry is neessary to avoid the Doppler ambiguity.The energy emitted by the sensor impats the target as a footprint, de�nedthrough the line of sight of the main beam of the antenna and the aperture angles(along the range and azimuth axis) of this antenna; the eho baksattered from



3.1. The priniple of Syntheti Aperture Radar 17eah ground ell within the footprint is reeived and reorded as a pixel in theimage plane aording to its position related to the azimuth and to the slantrange.The dimension of the radar antenna determines the angular �eld of the signalbeam in azimuth diretion (ωh) and in ross-trak diretion (ωv) (see Figure 3.2);more exatly this angular values are dependent from the length (L) and from thewidth (w) of antenna respetively, as shown in the Equations 3.2.
ωh = λ

L

ωv = λ
w

(3.2)

Figure 3.2: Angular �eld of signal in azimuth diretion ωh (left) and in ross-trakdiretion ωv (right)The swath extension an be approximately expressed by the following rela-tion:
WG ≈

λRm

w cos η
(3.3)where λ is the wavelength of the mirowave used, Rm is the slant range fromthe enter of the antenna to the enter of the footprint and η is the inident angleof radar beam pulse.The resolution of a SAR image is de�ned by the resolution in azimuth (∆x)and in slant range diretion (∆R), or the ground resolution in ross-trak dire-



18 3.1. The priniple of Syntheti Aperture Radartion (∆y).The azimuth resolution, an be expressed by the Equation 3.4, aording tothe eletromagneti wave theory:
∆x =

Rλ

L
(3.4)where R is the slant range, λ is the wavelength of the signal and L is thelength of the antenna.The slant range and the ground range resolution an be expressed by theEquations 3.5 and 3.6:

∆R =
cτp
2

(3.5)
∆y =

∆R

sinϑ
=

cτp
2 sinϑ

(3.6)where c is the speed of light, τp is the pulse duration, and ϑ is the side-lookangle.The Equations 3.5 show that the slant range and the ground range resolutionsare just dependent by the property of the signal, whereas the azimuth resolutionis dependent by the position and size of antenna.In order to obtain a good resolution in azimuth, the antenna should be verylong; for example, a radar working in C-band (λ = 5.66 m), with a slant rangeof about 700 Km (that is a plausible value for a satellite), to have 10 metersazimuth resolution, the required length of antenna should be longer than 3 Km[8℄. The length of the antenna determines the real aperture, that is the spae inwhih all ehoes ame bak to the reeiver at the same time.The SAR system is based on the syntheti aperture priniple, that simulatesa longer antenna; the reeived signal is proessed by using the fat that theradar views the sene from slightly di�erent angles. These di�erent views (ateah emitted pulse) are obtained beause the radar moves along its synthetiaperture.The Figure 3.3 shows the aquisition proess of a SAR image along its syn-theti aperture. The variation of the slant range R along the image aquisitionauses the frequeny shift of the eho baksattered from target, varying from aninrease to a derease.So, onsidering the response of one point on the ground, the re�eted signalfrom this point an be seen as a frequeny modulated signal (Doppler frequeny).Also, a �ltering operation, alled fousing, is applied along the azimuth axis underertain assumptions (width of Doppler spetrum and duration of the seen point),onsequently the azimuth resolution ∆x is improved as follows:
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Figure 3.3: Imaging system of SAR
∆x =

L

2
(3.7)In this way the azimuth resolution is independent from the satellite positionand it is related only to the size of antenna.More generally, the diretion of the radar pulse may be manipulated, obtai-ning a forward or a bakward look of the radar beam. The beam is transmittedalong a onial surfae as shown in Figure 3.4. The axis of the one is along thelongitudinal axis of the antenna, and the squint angle τ steers the beam awayfrom the zero-Doppler diretion, that is perpendiular to the �ight path.

Figure 3.4: De�nition of squint angle τ



20 3.1. The priniple of Syntheti Aperture RadarThe enter frequeny of the passage of a point satterer through the an-tenna beam is alled the Doppler entroid frequeny, fCD, whereas zero-Doppler,
fD = 0, denotes the diretion in whih the Doppler frequeny is equal to zero,perpendiular to the �ight diretion.The foused data of a satellite SAR image are �deskewed�, that means toproess the image suh as the data are always observed e�etively in zero-Dopplergeometry.The time of the beginning of the reorded signal is alled tstart and the endis referred tend. Also, we an de�ne the physial limit of the radar image whihis proessed in the slant plane (see Figure 3.5):

• the near range Rnear = (c · tstart)/2

• the far range Rfar = (c · tend)/2

Figure 3.5: Slant range plane and ground plane projetionTaking aount for the post-proessing aimed at the data fousing along thesyntheti aperture, the SAR image generation is possible; in this way eah pixelontains the information related to its position along the azimuth, to its slantrange, to the amplitude of the signal baksattered and the phase information.The �eld reorded at generi pixel x, denoted E(x) an be written as:
E(x) =

∑

s

a(s)exp(iψ(s))h(s, x) (3.8)



3.1. The priniple of Syntheti Aperture Radar 21where the summation ranges over the satterers, a(s) and ψ(s) are respe-tively the amplitude and phase of the signal reeived from satterer s, and his the instrument funtion. The value of h is near 1 when s is in or near theresolving ell orresponding to pixel x, and near zero otherwise.The deteted �eld E is an array of omplex numbers, that represents theimage. The square of the modulus of the �eld at x is alled the deteted intensity;the square-root of the intensity is alled the envelope or the amplitude. This isnot the same as the amplitude of the reeived signal beause the reeived �eldis perturbed by the instrument funtion. The amplitude of the reeived signal,
a(s), is alled the re�etivity, and its square is alled the surfae ross-setion.Unfortunately, this is ontaminated with spekle noise [9℄.As regards the swath extension and the operational modes, the SAR systeman image an area over the ground in stripmap mode or in spotlight mode.In the well-known stripmap mode, the radar antenna is pointed along a �xeddiretion with respet to the platform �ight path and the antenna footprint oversa strip on the imaged surfae as the platform moves, see Figure 3.6. Aordingly,the extension of the illuminated area is theoretially unlimited in the azimuthdiretion, but the azimuth resolution annot be better than a half of the realantenna azimuth length.

Figure 3.6: Stripmap aquisition modeThe spotlight on�guration is used by the last generation satellite with highresolution, in fat in this aquisition mode the resolution in the azimuth diretionis improved by inreasing the syntheti aperture extension. The radar antennabeam is steered during the overall aquisition time, see Figure 3.7, thus pointingalways at the same area over the ground [10℄.
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Figure 3.7: SpotLight aquisition modeThis on�guration allows to obtain the best azimuth resolution to the detri-ment of the extension of the ground overage.3.2 Distortion of a radar imageThe projetion of a terrain slope aording to SAR geometry indues well-known distortion, that in this setion will be desribed.In Figure 3.8 the distortion of the distane AB in ground and slant rangeprojetion is represented; the angle ACB, as de�ned with the auxiliary point C,is nearly equal to 90 degrees, therefore the relation between ground and slantrange distane reads:
ds

∼= dg sinϑB (3.9)The smaller is the side-look angle, ϑB, to point B, the smaller is the distanein slant range projetion, ds, for a given ground distane dg.Now, the relief displaement on a SAR images is onsidered and desribed.Let us now onsider a point A, that is situated on top of a vertial struture ofheight h.From Figure 3.9 we an dedue that under the hypothesis of small height
h in respet to the �ying height H , the real relief displaement A′B ould beonveniently replaed by the displaement A′′B, obtained through orthogonalprojetion. So, for a small height h, we an assume:
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Figure 3.8: Distane AB in ground projetion dg and in slant range projetion
ds

A′B ∼= A′′B (3.10)Under this assumption, it is possible to de�ne simply the relief displaementin a SAR image.In both ground and slant range projetion, the relief displaement, pg and
ps, is introdued. From Figure 3.10, using simple geometri relations, the formof the relief displaement in ground range projetion reads:

pg
∼= h cotϑ (3.11)The relief displaement in slant range projetion reads:

ps
∼= h cosϑ (3.12)The same height h produes a slightly smaller relief displaement in a slantrange projetion than it produes in a ground range presentation; this is theresult of the overall ompression of the image in a slant range projetion, usualin a SAR image.It is also obvious that the displaement inreases with larger height h andwith smaller side-look angles ϑ.Another important harateristi is the diretion of the displaement, thatis direted toward the point of observation, whereas in lassial aerial or satellite
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Figure 3.9: Simplifying assumption for relief displaement

Figure 3.10: Relief displaement on a SAR image



3.3. Priniples of interferometry 25photogrammetry it is direted away from the nadir point. This deformation istypial in SAR geometry and auses the e�ets alled foreshortening, layover andshadows. All these e�ets are quite important in order to understand at best aradar image, espeially in mountainous areas.3.2.1 Foreshortening e�etThe foreshortening ours when a slope, having an aspet direted towardthe satellite, is almost perpendiular the the line of sight; in this ase the bottomand the top of the slope appear on the slant range projetion loser than theyare really (see Figure 3.11, ase ). This e�et is maximum when the radar beamis perpendiular to the mountain slope (see Figure 3.11, ase b), where the slopemight appear as a line in the image.3.2.2 Layover e�etThe layover ours when a slope angle is greater than the side-look angle; inthis ase the signal re�eted by the top of the slope is reorded before the signalre�eted by the bottom (see Figure 3.11, ase a).3.2.3 Shadowing e�etThe shadowing e�et ours when the radar beam is not able to illuminatethe radar sene. This e�et, that is shown in Figure 3.11, is onsidered as anoptial shadow and indues a blak area on the radar image beause no re�etedwave omes from this kind of region.3.3 Priniples of interferometryThe interferometry (ommonly alled InSAR) is by now a well known tehni-que based on SAR data proessing, widely used for environmental monitoringin remote sensing. It is the �rst tehnique we onsider here for extrating 3Dinformation from radar imagery. As mentioned it is the most used tehnique forDSM generation from spaeborne aquired imagery until now. It is based on thestudy of the phase information of SAR imagery.Two images, aquired from slightly di�erent points of view, an be used toform an interferogram and to derive a topographi map of the Earth's surfae.The InSAR tehnique derives the height information by using an interfe-rogram in whih the phase di�erenes between two radar images are reorded.The geometri on�guration suited for interferometry is desribed in Figure 3.12.
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Figure 3.11: Image of slopes: layover, foreshortening and shadow e�ets in groundrange projetionThe distane between the two point of view, that is alled baseline B, has to besu�iently short.The two images ould be aquired by two di�erent satellites or by the samesatellite in di�erent orbital passes; speial �tandem� missions are operating inorder to obtain the �rst on�guration, aquiring the images with the minimumtime interval to preserve the oherene of the images.Let Ŝ1(x, r) be the omplex image aquired from the point A1 with its phaseomponent Φ1(x, r) and Ŝ2(x, r) the image aquired from the point A2 with thephase omponent Φ2(x, r).The observed phase values ψ1 and ψ2 in the two images for resolution ell Pare:
ψ1 = −

2π2R1

λ
(3.13)

ψ2 = −
2π2R1

λ
(3.14)where R1 and R2 are the geometri distanes in the two images.The equations 3.13 and 3.14 are ahieved by the onventional di�erenebetween the phase of signal emitted and the orresponding reeived ψ = ϕem −

ϕrec, expressed as follows:
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Figure 3.12: Geometry of aquisition for interferometry
yem = A sin(ωt+ ϕ)

yrec = A sin(ω(t+ ∆t) + ϕ)
(3.15)

∆t =
2R

c
=

2R

fλ
(3.16)

ψ = ∆ϕ = ω∆t =
2π

T

2R

fλ
=

2π2R

λ
(3.17)where yem and yrec are the signal emitted and reeived respetively.The interferometri phase and its derivative an be written as:

φ = ψ1 − ψ2 = −
4π(R1 −R2)

λ
= −

4π∆R

λ
(3.18)

∂φ = −
4π

λ
∂∆R (3.19)Geometrially, when B << R1, the di�erene between two slant ranges anbe approximated by the baseline omponent in the slant range diretion, B||:

∆R ≈ B|| = B sin(ϑ− α) (3.20)where ϑ is the side-looking angle and α is the baseline orientation (see Figure3.12).The relation between hanges in ∆R and ϑ is easily found to be:
∂∆R = B cos(ϑ0 − α)∂ϑ (3.21)where the initial value of ϑ0 is obtained for the referene surfae. The relation



28 3.3. Priniples of interferometrybetween an interferometri phase hange and the hange of side-looking angle anbe found through equations 3.19 and 3.21:
∂φ = −

4π

λ
B cos(ϑ0 − α)∂ϑ (3.22)The interferometri phase hange an be de�ned as the di�erene betweenthe measured phase φ and the expeted phase for the referene surfae θ derivedfrom the orbit geometry:

∂φ = φ− θ (3.23)The height of the satellite above the referene surfae is known, and it isexpressed by:
Hsat = R1 cosϑ (3.24)and the derivative for a resolution ell P with range R1 gives the relationshipbetween a hange in look angle ϑ due to a height di�erene ∂Hsat:

∂Hsat = −∂H = −R1 sinϑ0∂ϑ (3.25)Using 3.22 and 3.25 we derive the relationship between −∂H (the heightabove the referene surfae) and the phase di�erene ∂φ
− ∂H = −

λR1 sinϑ0

4πB0
⊥

∂φ (3.26)whih is the fundamental equation to retrieve the height H of the ell P withrespet to the hosen referene surfae, with
B0

⊥ = B cos(ϑ0 − α) (3.27)The initial value of ϑ0 is found for an arbitrary referene surfae (e.g., sphereor ellipsoid).The main steps for the height determination are:
• images o-registration, the images need to be in the same oordinate system
• interferogram generation
• phase unwrappingAs regards the third step, it has to be underlined that the phase di�ereneorresponds to a number of whole waves (φu) plus a residual (φo):

φ = φu + φo = 2πk + φo (3.28)



3.4. Priniples of radargrammetry 29where k is a integer, and it is undetermined. This is a yle ambiguityproblem, that an be solved by the phase unwrapping, using information aboutthe phase di�erenes in neighboring pixels [8℄.A partiular tehnique based on interferometri priniple is the Di�erentialInterferometry (DInSAR), whih aims at the measurement of ground deforma-tion using repeat-pass. Sine line of sight displaement enter diretly into theinterferogram, independent of the baseline, it an be measured as a fration ofthe wavelength. Unfortunately, non-zero baseline auses some sensitivity withregard to topography in the interferogram. So, an elevation model has to beused, in order to subtrat it from the interferogram.SAR interferometry only works when the oherene is preserved and main-tained between the two SAR images, sine the reeived re�etions have to be or-related. Loss of oherene, known as deorrelation, an be due to a large numberof auses; some soures of deorrelation an be redued using �ltering proedures,others soures are more signi�ant and non-reversible. Temporal deorrelation,for example, is an important limitation for the appliation of repeat-pass interfe-rometry, that onsists of the variation of the physial distribution of the elemen-tary satterers; weathering, vegetation, or anthropogeni ativities are ommonauses of temporal deorrelation [11℄.3.4 Priniples of radargrammetryRadargrammetry is a seond tehnique for extrating 3D information fromradar imagery.In analogy to photogrammetry, radargrammetry forms a stereo model for3D measurement.Just to summarize the fundamentals, in photogrammetry, �stereosopy is thesiene and art that deals with the use of images to produe a three-dimensionalvisual model with harateristis analogous to that of atual features viewed usingtrue binoular vision�[12℄.In the stereosopi spae pereption, two major ues are used: the onver-gene and the binoular disparity. Convergene is the ability to fous the optialaxes of the two eyes on to a single objet. The sensing of the amount of mus-ular tension in the eyes resulting from di�erent onvergene angles provides aue to the absolute distane to the viewed point. The binoular disparity (orparallax) is the di�erene between the images of an objet projeted on to eahretina. The degree of disparity between the two projeted images depends onthe onvergene angle. The binoular disparity is onsidered the most importantpereption ue over medium distane, and is the only one used in stereo photoor radargrammetry for quantitative elevation extration [13℄.



30 3.4. Priniples of radargrammetryThe di�erenes between images an be measured to establish a disparitymap, that is used in radargrammetry to ompute the terrain elevation from themeasured parallaxes between the two images.A simpli�ed model is shown in Figure 3.13, where the area is �at, the �ightlines are parallel and the height �ight is onstant; the Equation 3.29 is the relationfor the height omputation in ase of slant-range projetion, where h denotes theheight of the sattered point, p1,2 the absolute parallax and ϑ1,2 the inideneangles, the denominator sign �±� depends on the �ight on�guration, �+� foropposite-side and �−� for same-side stereo pair [14℄.
Figure 3.13: Terrain height omputation using the parallaxes

h = (p1 − p2)/(cosϑ2 ± cosϑ1) (3.29)In the 1960s, stereosopi methods were �rst applied to radar images toderive ground elevation leading to the development of radargrammetry [15℄. Itwas shown that some spei� SAR stereo on�gurations would produe the sameelevation parallaxes as those produed by aerial photos.To obtain good stereo geometry, the optimum on�guration for the radar-grammetri appliation is when the target is observed in opposite-side view (seeFigure 3.14); the intersetion angle should be large in order to inrease the pa-rallax, that is to better determine the terrain elevation.Conversely, a small intersetion angle implies a good stereo viewing, havinga stereo-pair as nearly idential as possible.Opposite-side view, and large intersetion angle ause large geometri andradiometri disparities hindering the image mathing, that is the identi�ation ofthe orresponding imaged points and the seond fundamental step for 3D objetreonstrution and therefore for DSMs generation after the imagery orientation,that is the stereo imagery georeferening and attitude determination, as for thestandard photogrammetri proessing applied to imagery aquired from airborneand spaeborne sensors. A good ompromise is to use a same-side on�guration
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Figure 3.14: Stereo opposite-side for radargrammetrystereo pair (Figure 3.15) with a base to height ratio ranging from 0.25 to 2.0 [7℄in order to inrease the e�ieny in the orrelation image proess.

Figure 3.15: Stereo same-side on�guration for radargrammetryOnly the amplitude information of a SAR images is used for radargrammetrimeasurement, whereas the interferometry uses the phase information.An amplitude SAR image is similar to an optial image, obviously havingdi�erent e�ets of distortion (see Setion 3.2). The gray tones of the imagedepend on several harateristis of the imaged surfae, sine the radar senere�ets a ertain amount of radiation aording to its geometrial and physialharateristis.The eletrial properties of the soil and the roughness of the area are ruial;moreover, as we have seen before, the geometri shape of an area or an objeton the ground mainly determines the radiometry of a pixel and the brightness



32 3.4. Priniples of radargrammetryof a feature ould be a ombination with other objets. Another important pa-rameter is the wavelength of the inident radiation wave and the eletromagnetiinteration falls with either surfae interation or volume interation [7℄.Also, we an separate the interations into two main topis:
• speular re�etion: smooth surfaes that re�et all the inident waves; whenthe surfae is tilted toward the radar the orresponding radar image appearsvery bright, onversely, if the surfae is not turned toward the radar (e.g.alm water or paved roads), the surfae appears dark on the radar image
• di�use re�etor: rough surfae that satters the inident wave in manydiretionsAlso the side-look angle in�uenes the signal re�etion.A typial phenomenon that ours speially in urban area is the doubleboune re�etion, aused by the so-alled orner re�etor. This kind of objetare haraterized by two (or more) surfaes (generally smooth) forming a rightangle, and are very ommon in urban areas. They appear as very lear targetson the radar image, indiated by a bright line, as shown in Figure 3.16, thatrepresents an example of TerraSAR-X image in the urban area of Hannover [16℄.

Figure 3.16: Double boune e�et in Hannover urban area, TerraSAR-X imageAs regards the radiometri features of a SAR image, an important e�et isthe spekle noise, that looks like a �salt and pepper� texture. This texture isdue to the haoti response of multiple small targets on the ground, whose globalresponse is seen as a onstrutive or destrutive random proess.Numerous researhes were dediated to the spekle noise and to its elimina-tion or redution by image �ltering (as example [9℄,[17℄,[18℄,[19℄), sine this e�etis seen as a multipliative noise and degrades the quality of a radar image.As regards the radargrammteri model, �gure 3.17 shows a general same-side on�guration, in whih the sene is observed from two di�erent point of viewwith two di�erent look angles.
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Figure 3.17: Basi stereo geometry for radargrammetryLet S1 and S2 be the sensor positions, the objet position P an be deter-mined by the intersetion of two radar rays with di�erent look angles, leading aoplanarity ondition expressed by:
~S1 + ~R1 − ~S2 − ~R2 = 0 (3.30)where ~S1 and ~S2 denote the position vetors of sensors 1 and 2, while ~R1and ~R2 denote the sensor-objet vetors of two radar rays. The above onditionsan be interpreted as the intersetion of range spheres and Doppler ones, andthus we have two range equations and two Doppler equations given as follows:Range equation:
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(3.31)Doppler equation:
~v1(~P − ~S1) = 0

~v2(~P − ~S2) = 0

(3.32)where ~v1 and ~v2 denote the 3D veloity vetors of sensors 1 and 2. Theequations 3.31 and 3.32 represent the general ase of zero-Doppler projetion [8℄.



34 3.4. Priniples of radargrammetryThese four equations represent the base for the stereo model of radargram-metry; further details will be disussed in Chapter 4.3.4.1 State of the art of radargrammetryAs mentioned, the radargrammetri approah was �rst used in the 1960s[15℄; then, it was less and less used, due to the quite low resolution in amplitudeof radar image, if ompared to their high resolution in phase.In the past radagrammetri appliations was related both to aerial and tosatellite sensors; as regards satellite sensors, in the last twenty years, some re-searhers have investigated the DSMs generation from SAR data aquired bythe various sensors presently available. Some of results published in sienti�literature are presented in this setion.Toutin has published numerous works in the �eld of remote sensing andDSMs generation from optial and SAR data (to this aim see [1℄). His investiga-tions onerned at �rst radargrammetri appliations with low resolution satellite,as ERS-1 and RADARSAT-1.As regards ERS-1, its SAR instrument has a spatial resolution of 30 m; theDSM auray ahievable from it in Toutin's works is about 24 m in [20℄ and in[21℄, and about 20 m in [2℄.Moreover Toutin was involved in investigations related to the Canadian satel-lite RADARSAT-1, that have a spatial resolution up to 10 m in Fine mode; hestudied about the possibilities to use same side or opposite side stereo pair, andabout the relation between the DSM auray and the slope and aspet of theterrain relief [22℄.By omparing the results for low and moderate relief, Toutin found thatthe relief is an important parameter that has an impat on the DEM auray.However, large radiometri disparities in the stereo pair depending on di�erentfators related to SAR and surfae interation (moisture, roughness, vegetation,foreshortening, et.) should a�et the DEM auray; in fat, high radiometridisparities ould invalidate results also in ase of good geometri on�guration ofstereo images [23℄.DSM errors for RADARSAT-1 are at level of tens of meters, however, as men-tioned; results are depending from stereo on�guration, radiometri disparitiesor soil overage and topography; for instane, DSM auray is almost linearlyorrelated with the terrain slopes [24℄.Meri, Fayard and Pottier arried on some investigations about radargram-metri appliations with SIR-C/X-SAR mission. In the Austran Alps, with apixel size of 25 m, we have a perentage error of: 45% from 0 to 70 m, 40% from70 to 130 m, and 15% from 130 to 200 m [14℄.Crosetto studied radargrammetri appliations with RADARSAT-1 and the



3.4. Priniples of radargrammetry 35potentialities of integration and fusion of radargrammetri and interferometriresults, in order to obtain the best (aurate and omplete) produt [25℄.Overall, the global auray ahievable with old generation SAR sensors wasaround tens of meters.Now the goal is to improve the radargrammteri DSM auray using thenew generation sensors. To this end we reall the investigation of the researhgroup of �Joanneum Researh Institute� about TerraSAR-X satellite.Some results was been published in [3℄, where, for �at areas, the mean heightdi�erenes are lose to zero, while the standard deviation is about 3 m, while forforested terrain, mean values are between about 12 and 20 m, as well as standarddeviations around 4 m. They investigated also the possibility to use a blok ofthree SAR images.Again, Toutin has published results about the appliation of his radargram-metri model to RADARSAT-2 imagery [4℄; results of preliminary geometrialibration are at level of 2 meters in height omponent for images in Ultra�nemode (1.56 m × 1.56 m pixel spaing).
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Chapter 4Radargrammetri modelimplemented in SISAR
4.1 Coordinate systemsIn order to introdue the ollinearity equations, the de�nitions of some o-ordinate systems are needed [26℄:Earth-Centered Earth-Fixed system - ECEF (E): the origin is in theEarth enter of mass, the XE-axis is the intersetion of equatorial plane and theplane of referene meridian (epoh 1984.0), the ZE-axis is the mean rotational axis(epoh 1984.0) and the YE-axis ompletes the right-handed oordinate system[27℄, [28℄, (Figure 4.1b).Earth Centered Inertial system - ECI (I): the origin is in the Earthenter of mass, the XI -axis points to vernal equinox (epoh J2000 - 1 January2000, hours 12 UT), the ZI -axis points to elestial north pole (epoh J2000)and the YI -axis ompletes the right-handed oordinate system [27℄, [28℄, (Figure4.1a).Image system (I): The image oordinate system is 2D and desribes theposition of a point in an image: the origin is in the upper left orner, the positionis pointed out by its line (J) and sample (I); the line number inreases downwardsand the sample number inreases toward the right (Figure 4.2b).The line number J is related to the aquisition time, measured along the
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Figure 4.1: Coordinates in the Earth Centered Inertial - ECI (a) and in theEarth-Centered Earth-Fixed - ECEF (b)

(a) (b)Figure 4.2: Image aqusition system (a) and azimuth and slant range diretionin the image referene system (b)�ying diretion of the satellite (azimuth diretion); the sample number I is relatedto the slant range of eah point, that is the distane between the satellite andthe imaged point on the ground.Correspondingly, as already underlined, the pixel dimension is haraterizedby two di�erent resolutions: the azimuth resolution in �ying diretion (or line



4.2. Coordinate System Transformations 39spaing ∆l) and the slant range resolution in the slant range diretion (olumnspaing ∆r).Orbital system (O): the XO − YO plane oinides with the orbital plane,whih is de�ned by right asension of the asending node (Ω) and by the orbitinlination (i). XO-axis is along the nodal line, YO-axis and ZO-axis ompletethe right-handed oordinate system. With the hypothesis of Keplerian orbit,
ZO-oordinate of satellite in the orbital system is zero (Figure 4.3).

Figure 4.3: Coordinates in the Orbital systemGeodeti loal system (L): the origin is a hosen point on the ellip-soid (here the WGS84 is used) the North-axis is tangent to the loal meridian,
East-axis is tangent to the loal parallel and Up-axis (elevation axis) is along theellipsoid normal (Figure 4.4).4.2 Coordinate System Transformations4.2.1 ECI system - ECEF system transformationThe rotation matrix for the transformation from ECI system to ECEF system(REI) an be subdivided into four sequential steps, onsidering the motions of theEarth in spae: preession, the seular hange in the orientation of the Earth'srotation axis and of the vernal equinox (desribed by the matrix RP ); nutation,the periodi and short-term variation of the equator and of the vernal equinox(desribed by the matrix RN ); polar motion, the oordinates of the rotation axis
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Figure 4.4: Coordinates in the Geodeti Loal systemrelative to the IERS Referene Pole (desribed by the matrix RM ); and Earth'srotation about its axis (desribed by the Sideral Time through the matrix RS)[29℄.
REI = RM · RS ·RN · RP (4.1)

• RP (Preession matrix): it desribes the e�et of preession motion thatrepresents the rotation from elestial equator at epoh J2000 (1st January2000, 12hUT1) to a system de�ned by mean elestial equator at generiepoh t [29℄.
RP = RZ(−z)RY (θ)RX(ξ) (4.2)where the three angles z, θ and ξ are determined by Nautial Almana O�e(RX , RY , RZ are the generi rotation matries around X,Y, Z axes). 11 Generi form of the rotation matries around the X, Y, Z axes

RX(α) =





1 0 0
0 cos(α) sin(α)
0 − sin(α) cos(α)





RY (β) =





cos(β) 0 − sin(β)
0 1 0

sin(β) 0 cos(β)





RZ(γ) =





cos(γ) sin(γ) 0
− sin(γ) cos(γ) 0

0 0 1
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• RN (Nutation matrix): it desribes the e�et of nutation motion thatrepresents the rotation from a system de�ned by mean elestial equator atgeneri epoh t to a system de�ned by true elestial equator at the sameepoh, in this system the Z-axis is the instantaneous rotation axis of theEarth. The main ontributions to nutation ome from the varying orienta-tion of the lunar orbit with respet to the Earth's equator as expressed bythe longitude of the Moon's asending node Ωm. It indues a period shiftof the vernal equinox (∆ψ ∝ sin Ω) and a hange of the obliquity of theelipti (∆ǫ ∝ cosΩ) during the 18.6 year nodal period of the Moon [29℄.

RN = RX(−(ǫ+ ∆ǫ))RZ(−∆ψ)RX(ǫ) (4.3)where ǫ is the mean obliquity of the elipti.
• RS (Sideral matrix): it desribes the e�et of Earth's rotation around itsinstantaneous rotation axis, that is the rotation between the system de�nedby true elestial equator at generi epoh t and an instantaneous systemwhere the X-axis passing through the intersetion between the instanta-neous Earth's equator and the instantaneous Greenwih meridian. Thematrix is a funtion of GAST-Greenwih Apparent Sideral Time RS =

Rz(GAST ) [29℄.
• RM (Polar Motion matrix): it desribes the periodi motion of CelestialEphemeris Pole with respet to the surfae of the Earth that is the motion ofthe Earth with respet to its instantaneous rotation axis; this is a funtionof instantaneous pole oordinates, available by IERS (International EarthRotation Servie) [30℄.

RM = RX(−yP )RY (−xP ) (4.4)
• Greenwih Apparent Sideral Time - GAST: the GAST measures thehour angle of the true equinox; it is a funtion of GMST - Greenwih MeanSideral Time and of the nutation in right asension.

GAST = GMST + ∆ψ cos ǫ (4.5)GMST denotes the angle between the mean vernal equinox of date and theGreenwih meridian, it is a time funtion alulated adding the value ofGMST at midnight (0h) of the day of interest and the angular rotation ofthe Earth between 0h and t of the day of interest (∆t) [29℄:
GMST = GMST0 + ωǫ∆t (4.6)
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GMST0 = 24110.54841 + 8640184.812866 · T0 + 0.093104 · T 2

0 − 6.2 · 10−6
· T 3

0 (4.7)where ωǫ is the Earth's rotation rate ( ωǫ = 7.29× 10−5rad/sec) and T0 isthe number of Julian enturies of Universal Time (UT1) elapsed sine theepoh J2000.
T0 =

JD − 2451545

36525
(4.8)4.2.2 ECI system - Orbital system transformationThe onversion from ECI system (I) to Orbital system (O) an be performedusing the relation 4.9 based on the rotation matrix 4.10. The parameters ofthe matrix are the right asension of the asending node (Ω) and by the orbitinlination (i).
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RI→O =





cosΩ sin Ω 0
− sinΩ cos i cos i cosΩ sin i
sin i sinΩ − sin i cosΩ cos i



 (4.10)4.2.3 ECEF system - Geodeti Loal system transforma-tionThe onversion from ECEF system (E) to geodeti Loal system (L) an beperformed using the relation 4.11 based on the rotation matrix 4.12. The para-meters of the rotation matrix are latitude (ϕ) and longitude (λ) of the geodetisystem origin; the parameters TX , TY , TZ of 4.11 are the translation omponentsand they are represented by the geodeti system origin oordinates in ECEFsystem.
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RE→L =





− sinλ cosλ 0
− sinϕ cosλ − sinϕ sinλ cosϕ
cosϕ cosλ cosϕ sinλ sinϕ



 (4.12)



4.3. General projetion equations 434.3 General projetion equationsIn this setion the lassial equation proposed by Leberl [5℄ are desribed;they an be onsidered the basis for the developing of the model. Hereafter furtherdetails about the model implemented in SISAR are pointed out, regarding theparameters estimated and the orbit re�nement.Considering Figure 4.5, the objet system (that simply ould be a geodetiloal system) and the sensor system are de�ned and represented with unit vetor
ex, ey, ez and û, v̂, ŵ respetively.

Figure 4.5: De�nition of objet spae and sensor oordinate systemThe sensor position is de�ned as follows:
~S(t) = [Sx(t), Sy(t), Sz(t)]

T (4.13)while antenna attitude is represented by the angles ϕ(t), θ(t), ψ(t).The derivative of the satellite position is the satellite veloity:
~̇S(t) = [Ṡx(t), Ṡy(t), Ṡz(t)]

T (4.14)For an objet point P , its position vetor in the objet system ~P is:
~P = Pxex + Pyey + Pzez (4.15)



44 4.3. General projetion equationsand in the sensor system is:
~P ∗ = uP û+ vP v̂ + wP ŵ (4.16)The oe�ients uP , vP , wP , that de�ne the point position in sensor system,an be represented by the following relations:

uP = Rs sin τ

vP = Rs(sin
2 ϑ− sin2 τ)1/2

wP = −Rs cosϑ

(4.17)where Rs is the module of the vetor ~R, ϑ is the side-look angle and τ is thesquint angle. The Equations 4.17 is valid in the general ase in whih the squintangle τ is di�erent from zero, and the imaging of surfae is in a plane that is notperpendiular to the �ight diretion. In a zero-Doppler projetion, when τ = 0,the Equations 4.17 beame:
uP = 0

vP = Rs sinϑ

wP = −Rs cosϑ

(4.18)Vetor ~P ∗ is obtained in the sensor system, and the vetor ~P in the objetsystem. The rotation matrix R is suited to rotate the sensor system û, v̂, ŵ inthe objet system ex, ey, ez, and it relates vetors ~P ∗ and ~P as follows:
~P = ~S + R~P ∗ (4.19)where R is:

R =





ux(t) uy(t) uz(t)
vx(t) vy(t) vz(t)
wx(t) wy(t) wz(t)



 (4.20)With syntheti antenna we obtain:
û = (ux, uy, uz) = ~̇S/| ~̇S|

v̂ = (vx, vy, vz) = (~S × ~̇S)/|~S × ~̇S|
ŵ = (wx, wy, wz) = (û× v̂)/|û× v̂|

(4.21)The unit vetor û is direted along the syntheti antenna, as the satellite



4.3. General projetion equations 45veloity vetor Ṡ. The unit vetor v̂ should be normal to û and to nadir diretionof antenna.The Equations 4.17 and 4.19 relate the objet and the image, sine the slantrange Rs and the time t derive from the image oordinates.If ~S(t) and R(t) are known as funtion of the time t, then for eah point wehave three equations (Equation 4.19) with four unknowns (ϑ, Px, Py, Pz); in plaeof them, it ould be preferable to work with two equations with three unknowns,eliminating the look angle ϑ. We form the relations:
|~P − ~S| = Rs (4.22)

û · (~P − ~S) = sin τ · |û| · |~P − ~S| = sin τ · Rs (4.23)We also reall the following relations:
up

[v2
p + w2

p]1/2
= tan τ (4.24)

(u2
p + v2

p + w2
p)1/2 = Rs (4.25)The previous equations are related to a general ase in whih the squint angle

τ is di�erent from zero; in partiular, when the image is aquired in zero-Dopplergeometry, the Equation 4.23 beomes:
û · (~P − ~S) = 0 (4.26)where û is the unit vetor direted as the satellite veloity vetor Ṡ.The Equations 4.22 and 4.23 orrespond to the intersetion of a range sphere,de�ned by the slant range Rs, with a one, de�ned by the squint angle τ . Inzero-Doppler ase, the range sphere intersets a plane perpendiular to the �ightdiretion (the one degenerates to a plane). This intersetion produes a �Dopplerirle� (see Figure 4.6).Finally, note that the squint angle is de�ned as a funtion of the refereneDoppler frequeny used for the image generation, fD, that is expressed by:

fD =
2

λRs
û(~S − ~P ) (4.27)Consequently the squint angle results from:

sin τ =
λfD

2
(4.28)
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Figure 4.6: Range sphere, Doppler one and Doppler irle4.4 The radargrammetri model implemented inSISARIn this setion more details about the model implemented in SISAR softwarefor SpotLight imagery are desribed.The radargrammetri approah performs a 3D reonstrution based on thedetermination of the sensor-objet stereo model, in whih the objet position isomputed by the intersetion of two radar rays with two di�erent look angles.More exatly, as explained in the previous setion, the Equations 4.22 and4.23 (or Equations 4.22 and 4.26 in zero-Doppler projetion) de�ne a Dopplerirle. Thus, in a stereo on�guration, using at least a ouple of images, the objetposition of a generi point is determined by the intersetion of two Doppler irles(see Figure 4.7); in this way we have four equations and three ground oordinatesunknowns.The SISAR model is based on the assumption of zero-Doppler projetion,that usually is the ommon projetion in whih the SAR imagery are distributed,sine they are subjeted to a fousing proess. In this sense, we ould refer toEquations 4.22 and 4.26, that an be expressed in a geodeti loal system, withthe origin in the image enter (known from anillary data).As desribed above, the Equation (4.22) is the slant range onstrain, whereasthe Equation 4.26 represents the general ase of zero-Doppler projetion, in whihthe target is aquired on a heading that is perpendiular to the �ying diretionof satellite.
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Figure 4.7: Intersetion of Doppler irles in stereo on�gurationThe Equations 4.22 and 4.26, in expliit form, read:










√

(XP −XS)2 + (YP − YS)2 + (ZP − ZS)2 − (Ds + ∆r · I) = 0

uSX
· (XP −XS) + uSY

· (YP − YS) + uSZ
· (ZP − ZS) = 0

(4.29)where:
• XP , YP , ZP are the oordinates of the generi ground point P in the loaloordinate system (time independent)
• XS , YS , ZS are the oordinates of the satellite in the loal oordinate system(time dependent)
• uXS

, uYS
, uZS

are the artesian omponents of the satellite veloity in theloal oordinate system (time dependent)
• Ds is the so-alled �near range�
• ∆r is the slant range resolution or olumn spaing
• I is the olumn position of point P on the image



48 4.4. The radargrammetri model implemented in SISAR4.4.1 Satellite oordinatesAs regards the satellite position omputation, the basi assumption is thatthe orbital ar related to the image aquisition in SpotLight mode is quite short(about 10 Km), so that it ould be onveniently modeled with a irular ar.Cirumferene parameters are estimated by least squares adjustment usingfew orbital state vetors available in the anillary data; the state vetors ontainthe satellite oordinates, expressed in ECI or ECEF system, generally sampledat regular interval times (for example 10 seonds) before and after the image a-quisition. Using this information it is possible to reonstrut the orbital segmentrelated to the SAR image.The irular model is set up in the orbital oordinate system, de�ned bythe orbit inlination i and the right asension of the asending node Ω, that areorbital parameters omputed from the state vetors. Satellite positions of thestate vetors are transformed in the orbital system using the rotation matrix
RI→O, as desribed in Setion 4.2.2.In the orbital system, starting from the three points losest to the time ofaquisition, the irumferene parameters are omputed; in a SpotLight image,the RMSE �t is at few meters level, mainly with respet to mean orbital plane.One the �ight path has been determinated, the goal is to determine thesatellite position for eah line of the image aording to the zero-Doppler geome-try; to this aim a further time disretization along the satellite path is performed,in orrespondene to the image aquisition. A single time interval from meta-data was divided in ten parts, obtaining many satellite positions that desribethe orbit (Figure 4.8).These positions are transformed in the ECI system, then in the ECEF systemand �nally in the geodeti loal system, in whih the model Equations 4.29 areexpressed.In the geodeti loal system the orbit has a omplex shape due to rotationfrom ECI to ECEF to the loal system. Nevethless due to the shortness ofthe orbital ar, again a irular model is adopted and a new irumferene isestimated using the position in the loal system. This simpli�ed orbit is used inorder to evaluate the satellite position related to image lines.Starting from eah GCP oordinates on the ground, we �nd the orrespon-ding position, and onsequently the veloity, that satis�es the zero-Doppler on-strain (�rst Equation of 4.29) along the satellite orbit, that means veloity per-pendiular to the line-of-sight (Figure 4.9).In this way we an obtain a time of aquisition, a satellite position andveloity, for eah GCP.These times of aquisition are employed to estimate the parameters of themodel, as desribed in the next setion.
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Figure 4.8: Orbital state vetors �tting with irumferene

Figure 4.9: Satellite positions orresponding to the GCPs along the orbit aor-ding to zero-Doppler geometry



50 4.4. The radargrammetri model implemented in SISAR4.4.2 The onept of self-alibration parametersThe image oordinates I, J are related to the slant range Rs and to the timeof aquisition t respetively. The parameters that establish the relation betweenimage oordinates and �physial� parameters Rs and t an be onsidered as self-alibration parameters, sine they provide a physial meaning to the image spae.The signi�ane of the slant range Rs is lear from its de�nition: it representsthe distane between the satellite and the target on the ground during the imageaquisition. Its relation with the image oordinate I is:
Rs = Ds + ∆r · I (4.30)where the near range Ds is a alibration parameter related to the rangemeasure, and the slant range resolution ∆r is known from metadata; this pa-rameter is alulated using the GCPs positions and their orresponding satellitepositions, omputed as desribed in Setion 4.4.1, then in the least square proessa re�nement is obtained for it.As regards the image oordinate J and the time t, their relationship an beexpressed by a linear funtion (Figure 4.10), sine the satellite angular veloityan be onsidered onstant along the short orbital ar related to the SpotLightimage aquisition:
t = kt0 + kt1 · J (4.31)where the oe�ients kt0 and kt1 are the alibration parameters; also in thisase their approximate values are omputed from the �tting of the times of GCPsaquisition, omputed as desribed in Setion 4.4.1, then a re�nement is providedin the least square proess.The relation between the line J and the time t is ruial in order to estimatesatellite position and veloity for a given point on the image.Thus, the least squares solution of the orientation problem is devoted to theestimation of the three parameters Ds, kt0, kt1 for eah image.4.4.3 The full stereo funtional modelThe funtional model (for example, [31℄) in short form reads: f(y, x) = 0and its linearized form is Ax + b = 0. In this model the four radargrammetriequations F1 and F2 for the �rst image and F3 and F4 for the seond image (seeEquation 4.29) are written for eah available GPs.As usual the solution is obtained iteratively due to non-linearity of the sys-tem; the iterative proedure stops when the estimated variane of unit weightreahes a loal minimum.
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Figure 4.10: Fitting of GCPs times with linear funtionPseudo-observation on the GCPs are also allowed in the design matrix, inorder to aount for their auray, whih may vary depending on their origin(artography or diret surveys).The pseudo-observation equations are provided for ground oordinates andfor the image oordinate I and they are expressed in the following form:














F5 : X̂ = X̃ + δX

F6 : Ŷ = Ỹ + δY

F7 : Ẑ = Z̃ + δZ

F8 : Î = Ĩ + δI

(4.32)where the orretion to ground and image oordinates δX, δY, δZ, δI are theunknown to be estimated, X̃, Ỹ , Z̃, Ĩ represent the approximate values of GCPsoordinates, and X̂, Ŷ , Ẑ, Î represent the orreted values of GCPs oordinates.In the following model all the unknowns related to both images have to beestimated. If n is the number of GCPs, the relevant vetors and matries an beskethed as follows:
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x is the vetor of unknowns:
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(4.33)
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(4.35)

where the supersript (t) is referred to the �rst or the seond image and POrepresents the orretion of GCPs oordinates.
d is the known vetor:
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A is the design matrix:
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4.4.4 The stohasti modelThe stohasti model is CY Y = σ2
0Q, where σ2

0 = 1 (a priori hoie) andthe ofator matrix Q is hosen diagonal both for the observations and pseudo-observation for the sake of simpliity, being usually hard to evaluate the orrela-
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CY Y = Q =
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for ith GCP →
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∣(4.39)The standard deviation of the image observations is set equal to 1 pixel atleast in radar images; for this kind of imagery a problem in GCPs aquisition isthe pointing auray of natural targets and the GCPs loation unertainty anbe estimated to be on the order of 1-3 pixels for suh features [3℄.For the GCP oordinates standard deviations are usually set equal to meanvalues obtained during their diret surveys or artographi seletion.



Chapter 5RPC appliation andgeneration for SAR imagery
The Rational Polynomial Funtions (RPFs) model with the employment ofRational Polynomial Coe�ients (RPCs) is a well known method to orientateoptial satellite imagery. In fat, some satellite imagery vendors have onsideredthe use of RPFs models as a standard to supply a re-parametrized form of thesensor model in terms of the RPCs, seretly generated from their own physialsensor models.Even if the rigorous models should theoretially provide the highest au-ray, they are only available for some satellites and an be managed by a fewof ommerially available software. Moreover, in order to estimate the unknownparameters of rigorous models, users are still faed with the hallenging task ofreovering the external orientation of the sensor using a set of GCPs usually nosmall than 10. When no or few GCPs are available, users annot reover the ex-ternal orientation of the sensor and therefore they are unable to perform variousmapping and data olletion operations.With the introdution of generalized sensor models, this situation has hangedonsiderably. Generalized sensor models, suh as the RPFs [32℄, have smoothedthe requirement to manage a physial sensor model. Furthermore, as the RPCsimpliitly provide the interior and (approximate) external sensor orientation, theavailability of several GCPs is no longer a mandatory requirement.Consequently, the use of the RPCs for photogrammetri mapping beamea new standard in high-resolution satellite imagery, that is adopted for all the



56 5.1. RPCs Usage and Orientation Re�nementmost important high and very high resolution sensors, suh as Ikonos, QuikBird,WorldView-1 and GeoEye-1.High resolution satellite imagery are now available in di�erent formats andproessing levels at an a�ordable prie. These kinds of imagery and their grow-ing availability are revolutionizing the role of satellite imagery in a number ofappliations ranging from intelligene to seurity, media, marketing, agriulture,utilities, urban planning, forestry, environmental monitoring, transportation et.;in this sense, the users are not neessarily remote sensing experts, and they needa simple way to manage the data and the RPFs model represents a fundamen-tal tool for exploiting the full geometrial potentiality of the imagery in a quitesimple way.Overall the simpliity of the RPFs model is due to three important reasons:
• the implementation of the RPFs model is standard, unique for all the sensorsand muh more simple that the one of a rigorous model, whih have to beustomized for eah sensor
• the performanes of the RPFs model, using a re�nement transformation ifit is needed, an reah the level of the ones from rigorous models
• the usage requires zero or, at maximum, quite few GCPs if re�nementtransformations are used, so that the ost for anillary information is re-markably redued with respet to rigorous models, whih often require atleast 10-12 GCPs for optial images or 5-6 for SAR images to supply astable orientationTherefore, the use of RPCs ould be onveniently extended also to SARimagery. Therefore, onsidering that only RadarSat-2 supplies imagery withRPCs �le, the RPCs generation tool already implemented in SISAR for optialimagery has been extended to omply with COSMO-SkyMed and TerraSAR-Ximagery.5.1 RPCs Usage and Orientation Re�nementAs mentioned before, some ompanies (for example DigitalGlobe for Quik-Bird and WorldView, Spae Imaging for Ikonos and GeoEye-1, and the IndiaSpae Researh Organization for Cartosat-1) usually supply the RPCs, as partof the image metadata to enable image orientation via RPFs.The RPFs relate objet point oordinates (latitude ϕ, longitude λ and height

h) to pixel oordinates (I, J), in the form of ratios of polynomial expressions:
I =

P1 (ϕ, λ, h)

P2 (ϕ, λ, h)
J =

P3 (ϕ, λ, h)

P4 (ϕ, λ, h)
(5.1)



5.1. RPCs Usage and Orientation Re�nement 57where ϕ, λ are the geographi oordinates, h is the height above the WGS84ellipsoid and (I, J) are the image oordinates. The order of these four polynomialsis usually limited to 3 so that eah polynomial takes the generi form:
Pn =

m1
∑

i=0

m2
∑

j=0

m3
∑

k=0

tijkϕiλjhk (5.2)with 0 ≤ m1 ≤ 3; 0 ≤ m2 ≤ 3; 0 ≤ m3 ≤ 3 and m1 +m2 +m3 ≤ 3, where tijkare the RPCs.The number of RPCs depends obviously on the polynomial order: if theequations (5.1) are written with third order polynomials, the maximum numberof oe�ients is 80 (20 for eah polynomial). Atually, the total number of RPCsis redued to 78, beause the two equations an be divided for the zero orderterms of their denominators; so that the �nal form of the equations (5.1) reads:
I = P1(ϕ,λ,h)

P2(ϕ,λ,h) = a0+a1λ+a2ϕ+a3h+a4λϕ+...+a17λ3+a18ϕ3+a19h3

1+b1λ+b2ϕ+b3h+b4λϕ+...+b17λ3+b18ϕ3+b19h3

J = P3(ϕ,λ,h)
P4(ϕ,λ,h) = c0+c1λ+c2ϕ+c3h+c4λϕ+...+c17λ3+c18ϕ3+c19h3

1+d1λ+d2ϕ+d3h+d4λϕ+...+d17λ3+d18ϕ3+d19h3

(5.3)where now aj , bj, cj , dj are the RPCs.The great power of these equations is the independene from the physialharateristi of the image aquisition [33℄. Although ground oordinates are notdiretly onneted with the aquisition physis, it is possible taking into aountthe further approximated onsiderations [34℄: ratios of the �rst order terms anrepresent distortions aused by the optial projetion, while orretions suh asEarth urvature, atmospheri refration and lens distortion an be well modeledby the seond order terms; other unknown and more omplex distortions withhigh order omponents may be absorbed by the third order terms.The ground oordinates (ϕ, λ, h) and the image oordinates (I, J) in theequation (5.1) are normalized to the (-1, +1) range using normalization para-meters supplied in the metadata �le, in order to improve the numerial stabilityduring the omputation.The generi simple formula utilized for the normalization, is:
TN =

T − Toffset

Tscale
(5.4)where TN are the normalized oordinates, Toffset, Tscale are the normalizationparameters available in the metadata �le and T is the original ground or imageoordinate (T = I, J ;ϕ, λ, h).Up to now, it is lear that the availability of all the oe�ients aj , bj, cj , djin the Equations 5.3 diretly enables the external orientation and GCPs are



58 5.1. RPCs Usage and Orientation Re�nementnot neessary in theory. Nevertheless, sine the residual bias may be presentinto the RPCs provided by the ompanies, the orientation an be re�ned on thebasis of eventually known GPs, ating as GCPs. A possible re�nement of themodel (5.1) (written in normalized oordinates), allowing for bias ompensation,is aomplished in a quite ommon way with the introdution of a simple �rstorder polynomial in the RPFs (5.3) whose parameters are estimated, provided asuitable number of GCPs [35℄.
IN = A0 + IN ·A1 + JN ·A2 + P1(ϕN ,λN ,hN )

P2(ϕN ,λN ,hN ) =

= A0 + IN · A1 + JN · A2 +
a0+a1λN+a2ϕN+a3hN+a4λN ϕN+...+a17λ3

N +a18ϕ3
N+a19h3

N

1+b1λN +b2ϕN+b3hN+b4λN ϕN+...+b17λ3
N

+b18ϕ3
N

+b19h3
N

JN = B0 + JN ·B1 + IN ·B2 + P3(ϕN ,λN ,hN )
P4(ϕN ,λN ,hN ) =

= B0 + JN ·B1 + IN ·B2 +
c0+c1λN+c2ϕN+c3hN +c4λN ϕN+...+c17λ3

N +c18ϕ3
N+c19h3

N

1+d1λN +d2ϕN+d3hN+d4λN ϕN+...+d17λ3
N

+d18ϕ3
N

+d19h3
N(5.5)where (IN , JN) are the normalized images oordinates, and Pi are third orderpolynomial funtions of objet spae normalized oordinates (ϕN , λN , hN ); Aiand Bi terms desribe image shift and drift e�ets (Figure 5.1). In partiular:

• A0, A1, A2, B0, B1, B2 desribe a omplete a�ne transformation
• A0, A1, B0, B1 model the shift and drift
• A0, B0 desribe a simple oordinate shiftThe six new oe�ients (Ai, Bi) are least squares estimated on the basis ofthe known GCPs. In theory the model is not linear, sine the 2nd and 3rd termsof the right side involve both observations (IN , JN ) and parameters (Ai, Bi);nevertheless, usually in the right side observations IN , JN may be onsidered as�xed oe�ients, so that the model is treated as linear with respet to the sixoe�ients (Ai, Bi).The formal struture of the funtional model with full parametrization forthe �nal estimation is the following, onsidering that n is the GCPs number:

y = Ax+ l (5.6)where:A is the design matrix
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1

(a) (b)Figure 5.1: Example of residuals adjustment with an a�ne transformation on aQuikBird image. Unorreted (a) and orreted (b) image
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y is the observations vetor
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(5.9)
x is the unknown vetor

xT = |A0, A1, A2, B0, B1, B2| (5.10)



60 5.2. RPCs GenerationAs regards the stohasti model, an unit identity diagonal ofator matrix forobservation (I, J) is assumed.5.2 RPCs GenerationThe RPCs an be generated by a terrain-dependent senario without usingany physial sensor model [36℄ or aording to a terrain-independent senario,using a known physial sensor model.For the terrain-dependent senario, whih is a kind of registration of theoriginal image to 3D geometry represented by the GCPs, the RPFs model triesto approximate the ompliated imaging geometry aross the image sene usingpolynomial terms.The solution is highly dependent on the atual terrain relief, the distributionand the number of GCPs. The RPCs have to be estimated in a least squaresadjustment so that the number of GCPs ould be very high (at least 39 if RPCsup to the third order are looked for). This method is very weak and vulnerablein presene of outliers and it is likely to ause deformations far from the GCPsreturning not good auraies.Therefore, the RPFs solved by terrain-dependent approah must not be usedas a replaement sensor model if high auray is required [36℄, [37℄, [38℄ and willnot be onsidered anymore hereafter.5.2.1 RPCs generation with a terrain-independent senarioThe RPCs generation, following a terrain-independent senario, starts fromthe de�nition of a 2D image grid overing the full extent of the image and itsorresponding 3D objet grid with several layers (e.g., four or more layers for thethird-order ase) sliing the entire elevation range of the terrain.The horizontal oordinates in a loal system (North,East) of a point of the3D objet grid are alulated from a point (I, J) of the image grid using thephysial sensor model with an a priori seleted elevation h. Then, the RPCs areleast squares estimated with all objet grid points and the image grid points.This terrain-independent omputational senario an make the RPFs model agood replaement to the physial sensor models, and has been widely used todetermine the RPCs.It has to be underlined that in the usually adopted terrain-independent ap-proah, the least squares solution is often arried out through a regularization,sine unknown RPCs may be highly orrelated so that the design matrix is almostrank de�ient [39℄.In order to overome the regularization requirements, an innovative algo-rithm for the RPCs extration with a terrain independent approah was de�ned



5.2. RPCs Generation 61and implemented in SISAR. As mentioned above, at �rst an image disretizationis made, dividing the full extent image spae in a 2D grid. Then, the points of the2D image grid are used to generate the 3D ground grid: the image was orientedand the SISAR rigorous model is used to reate the 3D grid, starting from eahpoint of the 2D grid image. In this respet, it has to be underlined that the 2Dgrid is atually a regular grid, whereas the 3D one is not stritly regular, due tothe image deformations.Moreover, the 3D grid points were generated interseting the line of sightof the satellite modeled by the rigorous model equations with surfaes (approxi-mately ellipsoids) onentri to the WGS84 ellipsoid, plaed at regular elevationsteps. So, the dimension of the 3D grid is both based on the full extent of theimage and the elevation range of the terrain [40℄.

Figure 5.2: Grid for RPCs generation in the terrain-independent approahThe 3D grid ontains several elevation layers uniformly distributed, and thepoints on one layer have the same elevation value (Figure 5.2).Note that the �nest subdivision depends on the inompressible error of therigorous model used to generate the RPCs, so that a very �ne disretization is notuseful and therefore an upper disretization reasonable limit exists. The RPCsleast squares estimation [37℄ is based on the linearization of the generi RPFsequations, whih an be written as:
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IN + b1λN IN + b2ϕNIN + ...+ b19h

3
NIN − a0 − a1λN − a2ϕN ...− a19h

3
N = 0

JN + d1λNJN + d2ϕNJN + ...+ d19h
3
NJN − c0 − c1λN − c2ϕN ...− c19h

3
N = 0(5.11)where ai, bi, ci, di are the RPCs (78 oe�ients for third order polynomials),(IN , JN ) and (ϕN , λN , hN ) are the normalized oordinates obtained throughoutthe equation (5.4), with sale and o�set fators omputed aording to:

{

woffset = min(wk)
wscale = max(wk) − min(wk)

where w = ϕN , λN , hN






Ioffset = Joffset = 1
Iscale = n◦column− 1
Jscale = n◦row − 1

(5.12)where k is the number of available GCPs and n◦column/row are the totalolumns/rows number of the image; the normalization range is (0, 1).Sine the equations (5.11) are ompletely independent, the least squaresestimation may be performed separately for the two image oordinates (IN , JN ):
AIxI + yI = 0
AJxJ + yJ = 0

(5.13)where AI , AJ are the design matries (depending on the image and groundoordinates at the hosen di�erent layers), xI ,xJ are the unknown parameters(RPCs) and yI ,yJ are the known terms (image oordinates):
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n◦GCP(5.14)for a generi GCP i the design matrix row AI,i has form that is:
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n◦GCP(5.16)for a generi GCP i the design matries row AJ,i has the form that is:
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(5.17)Deeper investigations underlined that many RPCs are highly orrelated. Inorder to avoid instability due to high orrelations, leading to a pseudo-singulardesign matrix, Tikhonov regularization is usually used. Generally, the regula-rization is exploited in a Tikhonov fashion, adopting a damping fator to thediagonal of the normal matrix, in order to guarantee its non singularity.A new alternative approah is based on the Singular Value Deomposition(SVD) and QR deomposition, whih are employed to evaluate the atual rankof the design matrix and to selet the atual estimable oe�ients [41℄, [40℄.The Singular Value Deomposition (SVD) is a very powerful tehnique todeal with sets of equations or matries that are either singular or numeriallyvery lose to being singular. The SVD of a matrix A ∈ ℜm×n (with m ≥ n) isany fatorization of the form:
A = UWVT (5.18)where W ∈ ℜn×n is a diagonal matrix with positive or zero elements (wij) thatare the singular values of A; U ∈ ℜm×n and V ∈ ℜn×n are orthogonal matries,whose olumns (uj , vj) are alled the left and right singular vetors. For a system



64 5.2. RPCs Generationof linear equations (Ax = b), using the SVD we an write ([42℄, hapter 5.5.3):
UWVTx = b (5.19)and the LS solution x minimizes ||Ax − b||2.Sine the orthogonal matrix preserves the norm, for any x ∈ ℜn we have:
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(5.22)The advantage of using the SVD is that it an reliably handle the rank de�ientase as well as the full rank ase.The QR deomposition of a matrix A ∈ ℜm×n (with m ≥ n) is given by:
A = QR (5.23)where Q ∈ ℜm×m an orthogonal matrix and R ∈ ℜm×n is an upper triangularmatrix. If the rank of A is equal to n, the �rst n olumns of Q form an or-thonormal basis for the Range(A). Thus, the alulation of the QR fatorizationis a way to ompute an orthonormal basis for a set of vetors. The standard al-gorithm for the QR deomposition involves sequential evaluation of Householdertransformations. An appropriate Householder matrix, applied to a given matrix,an zero all the elements, situated below a given element, in a olumn of thematrix. For the �rst olumn of matrix A an appropriate matrix H1 is evaluated,whih sets to zero all the elements below the �rst element in the �rst olumnof A. Similarly H2 zeroes all elements in the seond olumn below the seondelement and so on up to Hn−1

R = Hn−1 · · ·H1A (5.24)where QT = Hn−1 . . . . . .H1, i.e. Q = H1 . . . . . .Hn−1. The generi matrix Hi
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Figure 5.3: Ai before and after the permutationzeroes all elements in the �rst olumn below the �rst element for a sub-matrixof A (Ai ∈ ℜ(m−i)×(n−i)). If A is rank de�ient, the QR fatorization does notgive a basis for the Range(A). In this ase to alulate an orthonormal basis forRange(A) it is neessary to ompute the QR deomposition of a olumn-permutedversion of A, i.e. AP = QR ([42℄, hapter 5.4)
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(5.25)where P is a permutation, r is the rank of A, R11 is an upper triangular andnon singular matrix and Q and P are produts of Householder matries Q =
H1 . . .Hr, P = P1 . . .Pr. For understanding the permutation matrix role it isneessary to de�ne the vetor N ∈ ℜm for a generi matrix A ∈ ℜ(m×n):
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(5.27)The element of the N are the square value of norm alulated for eaholumn of A. The permutation matrix P applied at the generi matrix A makesa matrix AP = AP suh that the elements of the orresponding vetor N are



66 5.2. RPCs Generationplaed in dereasing order. As for the generi matrix Hi, the generi matrix Pipermutes the olumn of a sub-matrix of Ai ∈ ℜ(m−i)×(n−i) (Figure 5.3, left); if
k is the olumn with the maximum value of norm, the permutation matrix Piexhanges the olumns i and k (Figure 5.3, right).In a system of linear equations (Ax = b), ifA ∈ ℜ(m×n) and has a rank r, theQR deomposition produes the fatorization AP = QR where R is desribedin the equation (5.25). As for the LS problem we have:
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t is the vetor that represents the �rst r rows of PT
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c is the vetor that represents the �rst r rows of QT

b, d is the vetor thatrepresents the remaining m− r rows of the same vetor.If x is a LS minimizer we have
x = P
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] (5.30)If z is a set of zeroes in this expression, we obtain the basi solution:
xB = P
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] (5.31)
xB has at most r non-zero omponents and so AxB involves a subset of Aolumns.And �nally the subset seletion using the SVD and QR: for a system of linearequations (Ax = b), with A ∈ ℜ(m×n) (with m ≥ n) it is neessary to selet theparameters that an be estimated. We desribe an SVD-based subset seletionproedure, due to Golub, Klema and Stewart ([42℄, hapter 12.2), that proeedsas follows:

• we ompute the SVD A = UWVT and use it to determine a rank estimate
r

• with the QR deomposition QR = AP we selet an independent subset of
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A olumns; if R11xB = QT

b with xB ∈ ℜr and we set:
t = P

[

xB

0

] (5.32)then At is an approximate LS preditor of b that involves the �rst r olumnsof AP. The permutation matrix P is alulated so that the olumns of thematrix B1 ∈ ℜ(m×r) in AP = [B1,B2] are �su�iently independent�
• we predit b with the vetor At where t is desribed in the equation (5.32),and z minimizes ||B1xB − b||2Moreover, the statistial signi�ane of eah estimable oe�ient is hekedby a Student T-test, so to avoid overparametrization; in ase of not statistiallysigni�ant oe�ient, it is removed and the estimation proess is repeated untilall oe�ients are signi�ant. In most of the ases the �degrees of freedom� arehigh (more than 100), thus there ould be onsidered in�nite, onverting theStudent-T distribution in a normal standard distribution.5.3 Stereo Model via RPCsRPF model represents an attrative tool also for managing stereo pairsorientation and possible subsequent DSM generation.The �rst problem to fae with it is the omputation of the approximate oor-dinates of Tie Points (TPs) on the ground (ϕ, λ, h), to initialize the linearizationof the observation equations used for their least squares estimation. Tie Points arepoints automatially deteted on both images of the stereo pair through a suitedmathing proedure, whose image oordinates are known and ground oordinateshave to be estimated in order to generate a 3D terrain model.In this ase, a simple proedure may be followed, starting from the geoloa-tion information available in the metadata �le.The geographi oordinate of the four orner of the image are known fromthe metadata anillary data; these oordinate are transformed in the artographiplane, where a 2-D a�ne transformation is estimated, in order to link the imageoordinates to ground oordinate in a very raw way; the mean height of the area,also known from the metadata, is assigned to approximate oordinates. Thisraw transformation is enough to obtain approximate oordinates, that are thentransformed into ellipsoidal ones.A similar and more aurate proedure is the estimation of the 2-D a�neparameters using the GCPs oordinates, when thay are available, in the plae ofthe orner oordinates.



68 5.3. Stereo Model via RPCsThe approximate TPs are re�ned using the RPCs orreted with a�ne trans-formation. At �rst, the a�ne parameters (6 for eah images) are estimatedthrough the equations (5.5) (two for eah image), established for eah availableGCP.The funtional model (y = Rx+ l) for the estimation of a�ne parameters isthe following:
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x is the unknown vetor
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l is the known vetor
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y is the observations vetor
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where the supersripts (t) is related to the �rst or the seond image; Ai, Biare the a�ne parameters, (IN , JN ) are the normalized image oordinates and Piis orrelated to equation (5.2).Then, the re�ned RPCs model (5.5) is applied to eah TP.The funtional model for the TPs ground oordinates estimation reads:

y=Ax+l, where:
A is the design matrix
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x, l and y are the unknown, the known and the observations vetors
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(5.38)It has to be underlined that for the sake of ompleteness in the previoussetions the general formulation of the a�ne RPCs re�nement has been explained;this last re�nement is not always neessary in order to ahieve the best auray.In fat, very often the RPCs provided together the optial imagery are af-feted by a systemati error that ould be easily removed estimating the RPCs



70 5.3. Stereo Model via RPCsa�ne adjustement, whereas in some ases, speially for the imagery projeted onto ellipsoid (as IKONOS or QuikBird/WorldView Standard Orthoready image-ry), only the simple shift re�nement is signi�ant and has to be applied. Thesigni�ane of the re�nement parameters has always to be evaluated by a signi-�ane test, as Student T-test.In a least square problem x̂ is the vetor of estimable parameters and Cx̂x̂ isthe orrespondent ovariane matrix. Empiri value T0 an be alulated dividingthe estimated value x̂i by its standard deviation σx̂i
. T0 must be ompared witha riti value Tα of Student T-distribution with m−n degrees of freedom, where

n is the unknowns number, m is the equations number and α is the level ofsigni�ane; if T0 > Tα the parameter is onsidered signi�ant.As regards the RPCs generated using a terrain-independent approah, theyare alibrated on aurate GCPs, and they are not a�eted by biases, thereforere�nement transformation is not needed in this ase.In the results paragraphs, examples of the RPCs re�nement and evaluationof a�ne parameters signi�ane are shown and disussed.



Chapter 6Radargrammetri model andRPCs generation results
6.1 Cosmo-SkyMEDCOSMO-SkyMed (COnstellation of small Satellites for Mediterranean basinObservation) is the largest Italian investment in Spae Systems for Earth Ob-servation, ommissioned and funded by Italian Spae Ageny (ASI) and ItalianMinistry of Defense (MoD).It has been reated for a Dual-Use (Civilian and Defene), and it is atuallya utting edge system in the world in the Earth Observation �eld.The system onsists of a onstellation of four Low Earth Orbit mid-sizedsatellites, eah equipped with a multi-mode high-resolution Syntheti ApertureRadar (SAR) operating at X-band (Figure 6.1).The fourth satellite has been launhed on November 6, 2010; it is the lastomponent of the mission, that is now �nally fully operational.The main goals of COSMO-SkyMed are related to a spae mission having adual nature (i.e. apable to satisfy ivilian and defene ustomers) able to provideinformation and servies to a number of ativities and appliations (suh as riskmanagement appliations, artography and planning appliations, agriulture,forest, hydrology, geology, marine domain, arhaeology, et... [43℄).The apability of aquisition in every weather and illumination ondition,
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Figure 6.1: COSMO-SkyMed satellite by ASIand of aquisition at regular short time intervals, makes COSMO-SkyMed suitedto territory monitoring, to environmental planning and to emergeny managing.The set of requirements, imposed at highest level, has brought to the follow-ing needed performanes:
• large amount of daily aquired images
• satellites worldwide aessibility
• all weather and day/night aquisition apabilities
• very �ne image quality (e.g. spatial and radiometri resolution)
• possibility of image spatial resolution trade-o� with size, at most possibleextent and inluding sub-meter resolutionThe orbit harateristis are summarized in the Table 6.1. The Tandeminterferometri on�gurations is supported, in whih the two satellites �y in loseproximity ahieving the aquisitions with a temporal gap of 24 hours. In thisase the oherene problem may be only attenuated but not totally solved as forthe TerraSAR-X TanDEM mission (see setion 6.2).COSMO-SkyMed is able to operate in three di�erent aquisition mode:
• SpotLight Mode: the antenna is steered during the aquisition time inorder to illuminate the required sene for a time period longer than theone of the standard strip side view, inreasing the length of the synthetiantenna and therefore the azimuth resolution (at expense of the azimuthoverage).



6.1. Cosmo-SkyMED 73Table 6.1: COSMO-SkyMed orbit harateristisOrbit Type SSOInlination 97.86◦Revolutions/day 14.8125Orbit Cyle 16 daysEentriity 0.00118Argument of Perigee 90◦Semi Major Axis 7003.52 kmNominal Height 619.6 kmLoal Time Asending Node 6:00 A.M.Number of Satellites 4Phasing 90◦The two di�erent implementation allowed for this aquisition mode areSMART (only for defene purposes) and the Enhaned SpotLight.In Enhaned SpotLight the extension in azimuth diretion is ahieved by aantenna eletroni steering sheme requiring the enter of the beam steeringto be loated beyond the enter of the imaged spot, thus inreasing theobserved Doppler bandwidth for eah target.The extension of the frame is about 11 Km × 11 Km, in azimuth and rangediretion respetively, the ground resolution is about 1 m × 1 m.
• Stripmap Mode: it is the most ommon imaging mode, obtained bypointing the antenna along a �xed diretion orthogonal to the orbit. Theantenna footprint overs a strip on the illuminated surfaes as the platformmoves and the system operates. The aquisition is virtually unlimited inthe azimuth diretion, exept for the limitations deriving from the SARinstrument duty yle (about 600 s, allowing a strip length of 4500 km).Two di�erent implementation of this mode are provided: the Himage andthe PingPong.The Himage is haraterized by a swath width of about 40 km and, anazimuth extension for the standard produt (square frame) of about 40 Km(orresponding to an aquisition of about 6.5 s); ground resolution is about3 m × 3 m.In the PingPong mode the aquisition is performed in strip mode alternatingthe signal polarization between two of possible ones, i.e. VV, HH, HV and



74 6.1. Cosmo-SkyMEDVH. In this polarimetri burst mode only a part of the syntheti antennalength is available in azimuth and onsequently the azimuth resolution isredued. This mode is haraterized by a swath width value of about 30 kmand an azimuth extension for the standard produt of about 30 Km (squareframe) orresponding to an aquisition of about 5.0 s; ground resolution isabout 15 m × 15 m.
• SanSAR Mode: it allows larger swath in range with respet to theStripmap one, but with a less spatial resolution, obtained by periodiallystepping the antenna beam to neighbouring sub-swaths. Sine only a part ofthe syntheti antenna length is available in azimuth, the azimuth resolutionis hene redued. In suh on�guration the aquisition is performed inadjaent strip mode, hene it is virtually unlimited in the azimuth diretion,atually it is about 600 s due to the limitations deriving from the SARinstrument duty yle.The two di�erent implementation are allowed for this aquisition mode areWideRegion and HugeRegion, with a spatial resolution seletable from 30m × 30 m to 100 m × 100 m.In the WideRegion mode the swath extension in range diretion is about 100Km, orresponding to three adjaent subswaths. The azimuth extension forthe standard produt is about 100 Km (hene envisaged for the originationof a square frame) orresponding to an aquisition of about 15.0 s.In the HugeRegion mode the grouping aquisition over up to six adjaentsubswaths allows ahieving ground overage of about 200 Km in the rangediretion. The azimuth extension for the standard produt is about 200Km (hene envisaged for the origination of a square frame) orrespondingto an aquisition of about 30.0 s.The COSMO-SkyMed produts for ivil users are divided in Standard andHigher level produts [44℄.The SAR Standard produts are the basi image produts of the system,lassi�ed in many levels of proessing, oded as follows:
• Level 0 RAW data: this data onsists of time ordered eho data, obtainedafter deryption and deompression and after applying internal alibrationand error ompensation; it inludes all the auxiliary data required to pro-due the other basi and intermediate produts
• Level 1A, Single-look Complex Slant (SCS) produt: RAW datafoused in slant range and zero Doppler projetion, that is the sensor naturalaquisition projetion; produt ontains In-Phase and Quadrature of thefoused data, weighted and radiometrially equalized
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• Level 1B, Deteted Ground Multi-look (DGM) produt: obtaineddeteting, multi-looking and projeting the Single-look Complex Slant dataonto a grid regular in ground (note that SpotLight Mode produts are notmulti-looked)
• Level 1C/1D, Geooded produt GEC (1C Level produt) andGTC (1D Level produt:) obtained projeting the 1A produt onto aregular grid in a hosen artographi referene system. In ase of Lev 1C thesurfae is the Earth ellipsoid while for the Lev 1D a DEM (Digital ElevationModel) is used to approximate the real Earth surfae. In Lev 1D data isonstituted by the Baksattering oe�ient of the observed sene, multi-looked (exept for SpotLight Mode), inluding the annexed the InideneAngles MaskThe SAR Higher Level produts, suited for mid or even high level remotesensing appliations, are omposed by the following produts:
• Quiklook: redued spatial resolution image for browsing purposes
• Co-registered produts: a set of image layers oregistered together (i.e.merged in vertial diretion), for interferometry, hange detetion and soon
• Mosaiked produts: a set of image joined together (i.e. merged in hori-zontal diretion), for large spatial overage representation
• Spekle �ltered image: an image with an inreased equivalent numberof looks (ENL), obtained through various �lters available (more details in[44℄)
• Interferometri produts: interferometri oherene and phase, in sup-port of the interferometri appliations
• DEM produts: digital elevation data and related height error map ob-tained with interferometri tehniquesThe data pakaging organization adopted as distribution format for the i-vilian standard produts is HDF5.6.2 TerraSAR-XTerraSAR-X is a German mission, it is a Publi Private Partnership (PPP)between the German Ministry of Eduation and Siene (BMBF) represented



76 6.2. TerraSAR-Xthrough the German Aerospae Centre (DLR) and Europe's leading spae om-pany, EADS Astrium GmbH.In the �rst stage a unique satellite was launhed in June 2007, with a shedu-led lifetime of 5 years; its design is based on well-founded tehnology and know-ledge ahieved during the suessful Syntheti Aperture Radar SIR-C/X-SARand SRTM missions.It arries a high frequeny X-band SAR sensor whih an be operated in�exible imaging modes in order to meet the requirements of versatile appliations.It is very similar to its Italian ompetitor COSMO-SkyMed, without o�eringa satellite onstellation however, and it an aquire imagery in several operationalmode:
• SpotLight (SL): it an imaging modes that use phased array beam steeringin azimuth diretion to inrease the illumination time, i.e. the size of thesyntheti aperture. This leads to a restrition in the image/sene size.Two kinds of sene size are available: 10 km × 10 km for the SpotLightmode with 2 m resolution and 10 km × 5 km (width × length) in theHighResolution SpotLight (HS) mode with 1 m resolution.
• StripMap (SM): it is the basi SAR imaging mode, in whih the groundswath is illuminated with ontinuous sequene of pulses while the antennabeam is �xed in elevation and azimuth. This results in an image strip witha ontinuous image quality (in �ight diretion).In StripMap mode, a spatial resolution of up to 3 m an be ahieved. Thestandard sene size is 30 km × 50 m in order to obtain manageable image�les; however, aquisition length is extendable up to 1,650 km.
• SanSAR (SC): in this aquisition mode, eletroni antenna elevationsteering is used to aquire adjaent, slightly overlapping overages withdi�erent inidene angles that are proessed into one sene. In SanSARmode, a swath width of 100 km (and even more) will be ahieved by san-ning four adjaent ground sub-swaths with quasi-simultaneous beams, eahwith di�erent inidene angle. Due to the swithing between the beams,only bursts of SAR ehoes are reeived, resulting in a redued bandwidthand hene, redued azimuth resolution.In the SanSAR mode a spatial resolution of up to 18 m is ahieved. Thestandard sene size is 100 km × 150 km (width × length) for easily ma-nageable image �les, but again, the aquisition length is extendable up to1,650 km.Moreover TerraSAR-X an operate in �Standard TerraSAR-X operationalmode�, with a single reeive antenna mode, that uses a hirp bandwidth of up
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Figure 6.2: TerraSAR-X satellite by DLRto 300 MHz, and in �Advaned imaging mode�, where a dual reeive antenna isused.The Basi Image Produts of TerraSAR-X are [45℄:
• Slant Range Produt in SSC: The slant range produt is a single-lookprodut of the foused radar signal in Single Look Slant Range Complex(SSC). The pixels are spaed equidistant in azimuth (aording to the pulserepetition interval PRI=1/PRF) and in slant range (aording to the rangesampling frequeny).The data are represented as omplex numbers ontaining amplitude andphase information. Eah image pixel is proessed to zero Doppler oordi-nates in range diretion, i.e. perpendiular to the �ight trak.
• Multi-look Ground Range Deteted - MGD: This produt is a de-teted multi look produt with redued spekle and approximately squareresolution ells, with redued spatial resolution. The image oordinates areoriented along �ight diretion and along ground range. The pixel spaingis equidistant in azimuth and in ground range.
• Geooded Ellipsoid Correted - GEC: The GEC is a multi-look de-teted produt, whih is resampled and projeted to the WGS84 refereneellipsoid assuming one average height. The image is represented in mapgeometry with ellipsoidal orretions only, thus no terrain orretion is per-formed. Available grid formats are UTM (Universal Transversal Merator)and UPS (Universal Polar Stereographi). Sine the ellipsoid orretiondoes not use height information from a Digital Elevation Model (DEM) forgeometri orretion, the pixel loation auray varies depending on theloal terrain.



78 6.2. TerraSAR-X
• Enhaned Ellipsoid Correted - EEC: The EEC is a multi-look de-teted produt as well, projeted and resampled to the WGS84 refereneellipsoid. However, image distortions aused by varying terrain height areorreted using an external Digital Elevation Model (DEM) available at thepayload ground segment (PGS), as SRTM global DSM [45℄. The image isrepresented in map geometry with terrain orretion. The available mapprojetions are UTM or UPS. The pixel loalization of this produt is of ahigher auray, however, it depends on the type of terrain, the quality andthe resolution of the DEM used for the orthoreti�ation, and the inideneangle of the aquisition.As Enhaned Image Produts TerraSAR-X o�ers:
• Orthoreti�ed Image - ORISAR: a highly aurate geooded image withterrain orretion inluded
• Radiometrially Correted Image - RaNSAR: the produts has anadditional radiometri alibration or radiometri normalisation
• Mosai - MCSAR: in order to over a geographial area larger than a stan-dard sene, neighbouring geooded or orthoreti�ed images are ombinedinto one image in a seamless way
• Asending/Desending Merge - ADMSAR: the ADMSAR produt isan orbit merge, i.e. a ombination of SAR images from asending anddesending right looking orbits is used for image analysisIn June 2010 a �twin� of TerraSAR-x was launhed, the satellite TanDEM-X(TerraSAR-X Add-On for Digital Elevation Measurement). It is a radar satellitealmost idential to TerraSAR-X, that irles the Earth together with TerraSAR-Xas a unique satellite formation.They are at only a few hundred meters and they reord data synhronouslyin the so-alled StripMap Mode (3 m ground resolution) and thus aquire thedata basis for a intereferometri global Digital Elevation Model (DEM) of an un-preedented quality, auray, and overage, sine oherene problems are totallysolved by the almost ontemporary aquisition of the two images used to formthe interferogram.The goal of this mission is to have a homogeneous elevation model availablefor the Earth's omplete land surfae in 2014. The expeted vertial auray isof 2 m (relative) and 10 m (absolute), within a horizontal raster of approximately12 m × 12 m, slightly varying depending on the geographi latitude.



6.3. Data set 79Table 6.2: COSMO-SkyMed images featuresArea Aquisition Mean inidene Orbit Look sidedate angle (deg)Maussane 13/07/2008 35.7 As RightMaussane 14/07/2008 55.4 As RightMerano 30/11/2009 25.9 Des RightMerano 02/12/2009 42.3 Des Right6.3 Data setThe available data for the experimentation are COSMO-SkyMed and Ter-raSAR-X SpotLight imagery.As regards COSMO-SkyMed, we have two images forming a stereo pair overthe area of Maussane (Southern Frane) and two images over the area of Merano(Northern Italy) (Figures 6.3 and 6.5). All images belong to the Level 1A (SCS)ategory produts, that is foused data in omplex format, in slant range andzero-Doppler projetion (images features in Table 6.2).The two senes of Maussane were aquired by the same COSMO-SkyMedsatellite (CSK1) with inidene angles of 35.7 and 55.4 degrees respetively alongan asending orbit, forming a same-side on�guration stereo pair, with a base-to-height ratio equal to 0.7.The two senes of Merano were aquired by two di�erent COSMO-SkyMedsatellites (CSK1 and CSK2), with inidene angles of 25.9 and 42.3 degrees re-spetively along an desending orbit, again forming a same-side on�gurationstereo pair, with a base-to-height ratio equal to 0.3.The area overed by both stereo pairs is approximately 10 Km × 10 Km.The stereo pair orientation of Maussane is based on 25 Ground Points (GPs),used both as GCPs and CPs: 2 GPs have been surveyed by GPS, whereas theremaining 23 GPs have been derived with photogrammetri proedure, from aCartosat-1 stereo pair, aquired in the framework of the ISPRS-ISRO Cartosat-1 Sienti� Assessment Programme (C-SAP) [46℄, ahieving a horizontal andvertial auray of about 3 m and 4 m respetively (Figure 6.4).It has to be underlined that the auray is rather poor but also the aurayof the identi�ation of GPs on the imagery is at the level of 2-3 pixels (if not evenworst), sine it is muh more di�ult than for optial imagery due to spekle.Overall, the ground and image oordinate auray of GPs is roughly at the samelevel.



80 6.3. Data setThe stereo pair orientation of Merano is based on 20 Ground Points (GPs),used both as GCPs and CPs too; horizontal oordinates are derived from ar-tography (sale 1:5000) whereas the heights ome from a LIDAR Digital TerrainModel (mean elevation auray of 0.25 m); both these data are free available onthe website of the �Provinia Autonoma di Bolzano� (http://www.provinia.bz.it-/urbanistia/artogra�a/artogra�a.asp) (Figure 6.6).

Figure 6.3: Maussane COSMO-SkyMed imageAs regards TerraSAR-X, we have three images aquired over the town ofHannover (Northern Germany) (Figures 6.7); all images are HighResolution Spot-Light (HS) produts with extension of 10 Km × 5 Km (features in Table 6.3).Two images were aquired along an asending orbit, one of these along a de-sending orbit. It is possible to hoose various ombination of images in orderto form di�erent stereo pairs; we seleted a same-side stereo pair (omposed bythe �rst and the seond images) with a base-to-height ratio equal to 0.15 andan opposite-side stereo pair (omposed by the �rst and the third images) with abase-to-height ratio equal to 1.On the Hannover images 20 GPs were been seleted, whose oordinates werebeen derived from a LIDAR DSM, available only on a limited area of the images.In this sense the GPs distribution is not optimal in respet to the orientation ofthe whole images, and the auray results have to be onsidered reliable only inthe GPs area (Figure 6.8).These data have been provided in the framework of the international projet
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Figure 6.4: GPs distribution on Maussane COSMO-SkyMed image

Figure 6.5: Merano COSMO-SkyMed image
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Figure 6.6: GPs distribution on Merano COSMO-SkyMed images

Figure 6.7: Hannover TerraSAR-X image
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Figure 6.8: GPs distribution on Hannover TerraSAR-X images
Table 6.3: TerraSAR-X images featuresArea Aquisition Mean inidene Orbit Look sidedate angle (deg)Hannover 05/12/2007 33.8 As RightHannover 10/12/2007 44.9 As RightHannover 29/12/2007 31.8 Des Right



84 6.4. Auray results of radargrammetri model�Evaluation of DEM derived from TerraSAR-X data�, organized by the urrentISPRS (International Soiety for Photogrammetry and Remote Sensing) WorkingGroup VII/2 �SAR Interferometry�.In the Figure 6.9 the di�erene between a SAR image and an aerial optialimage is shown. The interpretation of a SAR image needs of experiene andunderstanding of radar phenomena, as the typial deformations as foreshortening,layover (see Figure 6.10) or shadowing (see Setion 3.2).

(a) (b)Figure 6.9: Example of a Ground Point in the enter of a square on a TerraSAR-XSAR image (a) and on an optial aerial image (b)Further additional problems ame out for the GPs identi�ation on theopposite-side stereo pair. In fat, only 13 GPs are visible on both images, sinethe areas illuminated on the �rst image are in the shadow on the seond one.As shown in Figure 6.11, the two images, aquired on opposite-side looking, aresigni�antly di�erent. The GPs useful in this ase are in open area, non oluded,visible and well illuminated by the satellite on both look sides.6.4 Auray results of radargrammetri modelTo test the e�etiveness of the new rigorous model implemented in the soft-ware SISAR, the stereo pairs have been orientated varying the number of GCPsand the model auray is analyzed, evaluating the RMSE omputed over CPsresiduals (RMSE CPs), following the standard Hold-Out Validation proedurefor auray assessment.
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(a) (b)Figure 6.10: Example of layover on a high building on TerraSAR-X SAR image(a) and the same building on an optial aerial image (b)

(a) (b)Figure 6.11: Same area on the asending TerraSAR-X images (a) and on thedesending one (b)In order to obtain signi�ant results from the statistial point of view, fora given number of GCPs di�erent tests were arried out, using independent setsof GCPs seleted under the ondition of a homogeneous distribution over theareas overed by the stereo pairs. In the Figure 6.12 an example of 4 di�erentindependent sets of 5 GCPs on Hannover test site is shown.Moreover, SISAR results are ompared with those ahieved by the rigorous



86 6.4. Auray results of radargrammetri model

Figure 6.12: Example of 4 di�erent independent sets of 5 GCPsmodel implemented in the well known ommerial software OrthoEngine v.10.3(PCI Geomatia).6.4.1 COSMO-SkyMed imagery resultsFor Maussane stereo pair, the horizontal and vertial auray are both atlevel of 4.0 - 5.0 m, basially at the same auray of the GPs, if the error dueto their identi�ation on the COSMO-SkyMed images is also onsidered togheterwith their auray on the ground. In Table 6.4 the auray is evaluated interms of RMSE on CPs residuals, and the average, the median and the standarddeviation of the RMSE obtained in the several tests arried out using indepen-dent sets of GCPs are shown. As regards the model performane varying theindependent sets of GCPs, the software shows a stable behavior and the inreaseof GCPs number does not improve the results remarkably. In this respet, nomore than 12 GCPs were onsidered, also beause the number of the CPs wouldhave been too small resulting in a meaningless RMSE CPs. In Figure 6.13 theRMSE CPs histograms for 4 independent sets of 6 GCPs in the ase of Maussaneare presented; again, it is evident the stability of the model varying the GCPsdistribution.For Merano stereo pair, the horizontal auray is at level of 3.0 - 4.0 m,and the vertial one is better than 3.0 m (Table 6.5); no more than 9 GCPs wereonsidered, again to avoid to lower too muh the number of the CPs. Also in this



6.4. Auray results of radargrammetri model 87Table 6.4: Results of the sienti� software SISAR for the Maussane stereo pair(COSMO-SkyMed)RMSE CPs Maussane COSMO-SkyMedaverage [m℄# GCPs # INDEP. SETs NORTH EAST UP3 8 4.78 4.51 4.266 4 4.32 4.14 3.979 2 4.12 4.00 3.9412 2 4.40 4.03 4.02median [m℄# GCPs # INDEP. SETs NORTH EAST UP3 8 4.85 4.41 4.316 4 4.41 4.10 4.019 2 4.12 4.00 3.9412 2 4.40 4.03 4.02standard deviation [m℄# GCPs # INDEP. SETs NORTH EAST UP3 8 0.86 0.42 0.216 4 0.42 0.19 0.289 2 0.53 0.01 0.1012 2 0.51 0.34 0.13
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Figure 6.13: RMSE CPs histogram for 4 di�erent independent sets of 6 GCPsfor the Maussane stereo pair (COSMO-SkyMed)



88 6.4. Auray results of radargrammetri modelTable 6.5: Results of the sienti� software SISAR for the Merano stereo pair(COSMO-SkyMed)RMSE CPs Merano COSMO-SkyMedaverage [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 2.78 4.14 2.546 3 2.55 3.59 2.919 2 2.78 3.78 2.70median [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 2.81 4.22 2.416 3 2.36 3.76 2.679 2 2.78 3.78 2.70standard deviation [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 0.41 0.30 0.236 3 0.27 0.24 0.389 2 0.17 0.01 0.19
ase, where the GPs auray is better, the inrease of GCPs number does notimprove the results. In Figure 6.14 the RMSE CPs histograms for 3 independentsets of 6 GCPs in the ase of Merano are presented.Finally, just the best results obtained using the ommerial software Ortho-Engine v. 10.3 (PCI Geomatia), in whih the model developed by T. Toutin isembedded, are presented in the Table 6.6. Only tests with 9 GCPs for Meranostereo pair and 9, 12 GCPs for Maussane stereo pair are displayed, sine theOrthoEngine v. 10.3 is able to orientate the SAR image with radargrammetrimodel using 8 GCPs at minimum [47℄.The results obtained inreasing the GCPs number for Merano and Maussanestereo pairs respetively are not signi�ant due to the low number of CPs.It is lear that both software basially ahieve the same auray, but thesoftware OrthoEngine needs 8 GCPs at least for the orientation of SAR images,whereas SISAR gets good results also using few points (3 or 5 GCPs).
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Figure 6.14: RMSE CPs histogram for 3 di�erent independent sets of 6 GCPsfor the Merano stereo pair (COSMO-SkyMed)
Table 6.6: Results of the ommerial software OrthoEngine v. 10.3 for Maussaneand Merano stereo pairs (COSMO-SkyMed)OrthoEngine Maussane RMSE CPs [m℄# GCPs NORTH EAST UP9 5.40 7.03 4.3012 5.92 6.36 4.23OrthoEngine Merano RMSE CPs [m℄# GCPs NORTH EAST UP9 2.21 3.40 3.23



90 6.4. Auray results of radargrammetri modelTable 6.7: Results of the sienti� software SISAR for the Hannover same-sidestereo pair (TerraSAR-X)RMSE CPs Hannover same-side TerraSAR-Xaverage [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 2.71 2.84 3.495 4 2.38 2.86 3.119 2 2.17 2.52 2.98median [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 2.7 2.76 3.445 4 2.49 2.85 3.189 2 2.17 2.52 2.98standard deviation [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 0.55 0.35 0.425 4 0.34 0.25 0.199 2 0.00 0.20 0.246.4.2 TerraSAR-X imagery resultsAs regards the TerraSAR-X data, we have a same-side and an opposite-sidestereo pair.In Table 6.7 the auray level ahieved in the orientation tests with Han-nover same-side stereo pair are presented. The horizontal and vertial aurayare both at level of 2.5 - 3.5 m (Table 6.4). As regards the model performaneahievable varying the independent sets of GCPs, again the software shows astable behavior and the inrease of GCPs number does not improve the resultsremarkably. In Figure 6.15 the RMSE CPs histograms for 4 independent sets of5 GCPs in the ase of Hannover are presented; again, it is evident the stabilityof the model varying the GCPs distribution.The results obtained using the ommerial software OrthoEngine v.10.3 (PCIGeomatia), are presented in the Table 6.8; no more than 9 GCPs were onsi-dered, for the same reason as before; the height auray is slightly worse thanSISAR one.Finally the results of the orientation of the opposite-side stereo pair withSISAR software are presented in Table 6.9. This stereo pair was not oriented



6.4. Auray results of radargrammetri model 91

0.00

1.00

2.00

3.00

4.00

5.00

NORTH EAST UP

R
M

S
E

 C
P

 [
m

]
TerraSAR-X - Hannover same-side RMSE CPs 

 Test 5 GCPs

set 1
set 2
set 3
set 4

0.00

1.00

2.00

3.00

4.00

5.00

NORTH EAST UP

R
M

S
E

 C
P

 [
m

]
TerraSAR-X - Hannover same-side RMSE CPs 

 Test 5 GCPs

set 1
set 2
set 3
set 4

Figure 6.15: RMSE CPs histogram for 4 di�erent independent sets of 5 GCPsfor the Hannover same side stereo pair (TerraSAR-X)
Table 6.8: Results of OrthoEngine v. 10.3 for the Hannover same-side stereo pair(TerraSAR-X)OrthoEngine Hannover same-side RMSE CPs [m℄# GCPs NORTH EAST UP9 2.48 2.71 6.39



92 6.5. Auray results of RPCs modelTable 6.9: Results of the sienti� software SISAR for the Hannover opposite-sidestereo pair (TerraSAR-X)RMSE CPs Hannover opposite-side TerraSAR-Xaverage [m℄# GCPs # INDEP. SETs NORTH EAST UP3 3 1.97 2.59 3.086 2 2.04 2.88 3.06median [m℄# GCPs # INDEP. SETs NORTH EAST UP3 3 1.94 2.63 2.846 2 2.04 2.88 3.06standard deviation [m℄# GCPs # INDEP. SETs NORTH EAST UP3 3 0.11 0.32 0.386 2 0.17 0.29 0.31with OrthoEngine beause too few GPs are available (only 13), so that, againthe RMSE CPs annot be omputed reliably.With this on�guration the auray is at the same level as a same-sideon�guration. In Figure 6.16 the RMSE CPs histograms for 3 independent setsof 3 GCPs in the ase of Hannover are presented.6.5 Auray results of RPCs modelIn this setion the results of RPCs generation and their appliation forCOSMO-SkyMed images are presented. As regard RPCs generation, insteadof 78 oe�ients generally employed in a third order rational polynomial fun-tion, a muh lower number of oe�ients (about 20) are estimated, avoiding theoverparametrization and seleting only the estimable and signi�ant parametersas mentioned before.The generated RPCs were used in order to orientate the stereo pairs; resultsof RPCs appliations are presented in Tables 6.10, 6.11, 6.12 and 6.13 (omparewith Tables 6.4, 6.5, 6.7, 6.9 respetively) for all the available stereo pairs.The RPCs generation, and the orresponding appliation, has been madeusing the GCPs independent sets as previously explained for the rigorous model.The auray level is just lose to the radargrammetri rigorous model one, what
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Figure 6.16: RMSE CPs histogram for 4 di�erent independent sets of 5 GCPsfor the Hannover opposite-side stereo pair (TerraSAR-X)Table 6.10: Results of RPC generation and appliation with di�erent sets ofGCPs for the Maussane stereo pair (COSMO-SkyMed)RMSE CPs Maussane COSMO-SkyMedaverage [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 5.07 4.59 4.266 3 4.49 4.22 3.889 2 4.22 4.06 3.7812 2 4.31 3.90 3.96median [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 5.17 4.49 4.236 3 4.63 4.16 3.909 2 4.22 4.06 3.7812 2 4.31 3.90 3.96standard deviation [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 0.87 0.36 0.286 3 0.27 0.21 0.249 2 0.49 0.02 0.0512 2 0.23 0.13 0.06
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Table 6.11: Results of RPC generation and appliation with di�erent sets ofGCPs for the Merano stereo pair (COSMO-SkyMed)RMSE CPs Merano COSMO-SkyMedaverage [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 2.79 4.23 2.636 3 2.58 3.62 2.679 2 2.79 3.77 2.71median [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 2.72 4.09 2.616 3 2.33 3.79 2.429 2 2.79 3.77 2.71standard deviation [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 0.37 0.49 0.216 3 0.46 0.40 0.379 2 0.23 0.02 0.02
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Table 6.12: Results of RPC generation and appliation with di�erent sets ofGCPs for the Hannover same-side stereo pair (TerraSAR-X)RMSE CPs Hannover same-side TerraSAR-Xaverage [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 2.41 2.69 3.265 4 2.28 2.85 3.079 2 2.19 2.46 2.99median [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 2.28 2.61 3.125 4 2.37 2.72 3.069 2 2.19 2.46 2.99standard deviation [m℄# GCPs # INDEP. SETs NORTH EAST UP3 6 0.39 0.29 0.505 4 0.26 0.35 0.139 2 0.02 0.04 0.21



96 6.5. Auray results of RPCs modelTable 6.13: Results of RPC generation and appliation with di�erent sets ofGCPs for the Hannover opposite-side stereo pair (TerraSAR-X)RMSE CPs Hannover opposite-side TerraSAR-Xaverage [m℄# GCPs # INDEP. SETs NORTH EAST UP3 3 1.99 2.76 3.216 2 2.09 3.13 2.99median [m℄# GCPs # INDEP. SETs NORTH EAST UP3 3 1.98 2.45 2.826 2 2.09 3.13 2.99standard deviation [m℄# GCPs # INDEP. SETs NORTH EAST UP3 3 0.12 0.48 0.586 2 0.21 0.42 0.36proves the e�etiveness of the RPCs generation tool implemented in SISAR.The RPCs re�nement, as previously mentioned, is not neessary in order toahieve the best auray. In fat the SISAR RPCs are alibrated on GCPs andare not a�eted by biases.In the Table 6.14 the appliation of the estimated adjustment parameters arepresented for the Hannover same-side stereo pair; RPCs have been applied with-out any re�nement and using 5 GCPs to estimate a shift and an a�ne adjustment.The adjustment does not improve the results, rather they get slightly worse; thisbehavior is due to the lak of signi�ane of the adjustment parameters and itworth to be lari�ed.In order to hek the signi�ane level of the re�nement parameters a StudentT-test at 5% level has been performed. In Table 6.15 an example of StudentT-test is shown for the Hannover same-side stereo pair. All parameters of thea�ne adjustment are non signi�ant; similar results have been obtained also forthe others available stereo pairs. This test on�rms the onveniene of the SISARRPCs appliation without any adjustment.



6.5. Auray results of RPCs model 97Table 6.14: Results of the RPCs adjustment for the Hannover same-side stereopair (TerraSAR-X)Hannover TerraSAR-X RPCs adjustment resultsTransf. # GCPs RMSE CPs [m℄NORTH EAST UPnone - 1.84 2.58 3.14shift 5 1.87 2.60 3.15a�ne 5 2.10 2.95 3.83
Table 6.15: Signi�ane Student T-test for the RPCs adjustment parameters inthe ase of the Hannover same-side stereo pairHannover same-side stereo pairDegrees of freedom 8

Tα withα=5 2.306Parameter T0 Result
A

(1)
0 0.960 non-signi�ant

A
(1)
1 0.913 non-signi�ant

A
(1)
2 0.973 non-signi�ant

B
(1)
0 1.509 non-signi�ant

B
(1)
1 1.036 non-signi�ant

B
(1)
2 1.813 non-signi�ant

A
(2)
0 1.025 non-signi�ant

A
(2)
1 0.956 non-signi�ant

A
(2)
2 1.104 non-signi�ant

B
(2)
0 1.164 non-signi�ant

B
(2)
1 0.741 non-signi�ant

B
(2)
2 1.652 non-signi�ant
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Chapter 7Conlusions
The aim of the work was the development and the implementation of arigorous radargrammetri model for the orientation of SAR imagery, suited tothe Digital Surfae Model generation. The model performs a 3D orientationbased on two range and two zero-Doppler equations; the results presented arerelated to the orientation of SAR stereo pairs in slant range and zero-Dopplerprojetion, aquired in SpotLight mode (1 m ground resolution).The model was de�ned and implemented in the sienti� software SISAR,developed at Geodesy and Geomati Institute of the University of Rome �LaSapienza�.Moreover a tool for the RPCs generation suited to SAR imagery has been in-luded in SISAR software. RPCs model is a well-known and validated method toorientate optial satellite imagery, representing a standard re-parametrized formof the rigorous sensor model. Its implementation is standard and generalized, itis available in several ommerial software, and the performanes of the RPCsmodel an be at the level of the ones from rigorous models.The model implemented has been tested on COSMO-SkyMed and on Terra-SAR-X images; both satellites are able to aquire imagery in SpotLight mode,representing the most advaned SAR tehnology atually available.As regards COSMO-SkyMed, we have two images forming a stereo pair overthe area of Maussane (Southern Frane) and two images over the area of Merano(Northern Italy). All images belongs to the Level 1A (SCS) ategory produts,that are foused data in omplex format, in slant range and zero-Doppler pro-jetion. The area overed by both stereo pairs is approximately 10 Km x 10



100Km.As regards TerraSAR-X, we have three images aquired over the town ofHannover (Northern Germany), all images are HighResolution SpotLight (HS)produts with extension of 10 Km × 5 Km. Two images were aquired along anasending orbit, one of these along a desending orbit. It is possible to hoosevarious ombination of images in order to form di�erent stereo pairs; we seleteda same-side stereo pair and an opposite-side stereo pair.To test the e�etiveness of the new rigorous model implemented in the soft-ware SISAR, the stereo pairs have been orientated varying the number of GCPsand the model auray is analyzed, evaluating the RMSE omputed over CPsresiduals (RMSE CPs), following the standard Hold-Out Validation proedurefor auray assessment. In order to obtain signi�ant results from the statisti-al point of view, for a given number of GCPs di�erent tests were arried out,using independent sets of GCPs seleted under the ondition of a homogeneousdistribution over the areas overed by the stereo pairs.Moreover, SISAR results are ompared with those stemming from ommer-ial software OrthoEngine v.10.3 (PCI Geomatia).The auray evaluation shows that the vertial auray is at level of 4.0 -5.0 m in the ase of Maussane test site and at level of 3.0 m in the ase of Meranoone; this preliminary results are satisfying, onsidering the mean auray ofthe available GPs. An investigation using more aurate GPs, for example GPSpoints, is reommended, although it has to be underlined that also the unertaintyof the GPs ollimation on the images (1-3 pixels) ould a�et the results.As regards the model performane varying the independent sets of GCPs,the software shows a stable behavior and the inrease of GCPs number does notimprove the results remarkably.As for TerraSAR-X data, we have a same-side and an opposite-side stereopairs over the town of Hannover. The auray level ahieved in the orientationtests with both stereo on�guration is about 2.5 - 3.5 m. Again, the softwareshows a stable behavior.The ommerial software OrthoEngine provides basially the same level ofauray of SISAR in the ase of Maussane and Merano stereo pair, whereasin the Hannover stereo pair the height auray with SISAR software is betterthan OrthoEngine one; a signi�ant di�erene between the two software is thatOrthoEngine needs 8 GCPs at least for the orientation of SAR images, whereasSISAR gets good results also using few points (3 or 5 GCPs).The appliation of RPCs model to SAR stereo pairs gives good results, ab-solutely omparable with those derived through the radargrammetri rigorousmodel, what proves the e�etiveness of the RPCs generation tool implementedin SISAR.The results obtained are representative of the geometri potentialities of



101SpotLight stereo pairs as regards 3D surfae reonstrution. Anyway, it hasto be realled that the auray of the DSMs generated by the radargrammetriapproah is stritly a�eted by the quality of the subsequent mathing proedure,whih is presently a hot topi and will be addressed in the future investigations.
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