1112.6361v1 [cs.GT] 29 Dec 2011

arxXiv

On Multiple Round Sponsored Search Auctions with Budgets

Riccardo Colini-Baldeschi* Monika Henzinger’ Stefano Leonardi* Martin Starnberger®

December 30, 2011

Abstract

In a sponsored search auction the advertisement slots on a search result page are generally
ordered by click-through rate. Bidders have a valuation, which is usually assumed to be linear
in the click-through rate, a budget constraint, and receive at most one slot per search result
page (round). We study multi-round sponsored search auctions, where the different rounds are
linked through the budget constraints of the bidders and the valuation of a bidder for all rounds
is the sum of the valuations for the individual rounds. All mechanisms published so far either
study one-round sponsored search auctions [T}, [2] or the setting where every round has only one
slot and all slots have the same click-through rate, which is identical to a multi-item auction [7].

This paper contains the following three results: (1) We give the first mechanism for the multi-
round sponsored search problem where different slots have different click-through rates. Our
mechanism is incentive compatible in expectation, individually rational in expectation, Pareto
optimal in expectation, and also ex-post Pareto optimal for each realized outcome. (2) Addi-
tionally we study the combinatorial setting, where each bidder is only interested in a subset
of the rounds. We give a deterministic, incentive compatible, individually rational, and Pareto
optimal mechanism for the setting where all slots have the same click-through rate. (3) We
present an impossibility result for auctions where bidders have diminishing marginal valuations.
Specifically, we show that even for the multi-unit (one slot per round) setting there is no incen-
tive compatible, individually rational, and Pareto optimal mechanism for private diminishing
marginal valuations and public budgets.
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1 Introduction

In sponsored search (or adword) auctions advertisers bid on keywords. The valuation of these
bidders for the keywords is used in the generalized second price auction, which is utilized by firms
such as Google, Yahoo, and Microsoft [9]. The valuation of the bidders is private knowledge. Slots
for ads are usually ordered by their public click-through rate (CTR), which is decreasing by the
position of the slots on a search result page (round). Each bidder is assigned at most one slot in a
round and his valuation for a slot is assumed to depend linearly on the CTR. Moreover, valuations
are assumed to be additive, i.e., the total valuation of a bidder is equal to the sum of his valuations
for all the slots that are assigned to him.

A further key ingredient of an adword auction is that bidders specify a budget on the pay-
ment charged for the ads, linking the different rounds. The deterministic Vickrey auction [I4]
was designed to maximize social welfare in settings where all items are different and bidders have
arbitrary valuation functions. However, deterministic and incentive compatible auctions that max-
imize social welfare do not exist for the multi-unitl] case for general valuations if there are private
budget constraints. This was shown in the seminal paper by Dobzinski, Lavi, and Nisan [6] [7].
They considered the multi-unit case with additive valuations, which in the sponsored search setting
corresponds to slots with identical CTR, each round with only one slot for sale. They gave an
incentive compatible auction based on Ausubel’s ascending clinching auction [3] that produces a
Pareto optimal allocation if budgets are public. They also showed that this assumption is strictly
needed, i.e., that no deterministic mechanism for private budgets exists if we insist on incentive
compatibility and on obtaining an allocation that achieves some form of efficiency. Pareto optimal-
ity is a basic notion for the efficiency of an allocation. It seems to be the least one should aim for.
If an allocation was not Pareto optimal then bidders could trade amongst themselves and improve
their utilities, thus increasing efficiency.

We show that the multi-unit auction of [6, [7] can be adapted to deal with heterogeneous items
as in the real-life setting of adword auctions, thus, allowing us to study adword auctions with
multiple slots, multiple rounds, and budgets. To the best of our knowledge we are the first to do
so. We specifically model the case of several slots with different CTR available for each round
and a bound on the number of slots (usually one) that can be allocated to a bidder per round.
Since the impossibility result of [0l [7] for multi-unit auctions applies also to the adword setting,
achieving deterministic, incentive compatible, individually rational, and Pareto optimal auctions
is only possible if budgets are public. In this paper, we first provide a deterministic, incentive
compatible, individually rational, and Pareto optimal auction that provides a fractional allocation
for the case of one round where slots are divisible. We then show how to probabilistically round
this fractional allocation for the divisible case to an integer allocation for the indivisible case
with multiple rounds (i.e., the adword setting) and get an auction that is incentive compatible in
expectation, individually rational in expectation, and Pareto optimal.

Furthermore, we address the more general case of combinatorial auctions with bidders having a
non-zero identical valuation only on a subset of the rounds. This case can arise, for example, if each
round represents a different keyword. Valuations are additive and each bidder is assigned at most
one slot for a given round, but we restrict the model by allowing only identical slots for each round,
i.e., we require that all slots have the same CTR. This setting extends the model considered by [10]
to multiple slots. We present a variation of the clinching auction that is deterministic, incentive
compatible, individually rational, and Pareto optimal.

Finally, we also study non-additive valuations, namely valuations with diminishing marginal

1n the multi-unit case multiple homogeneous items are sold.



valuations. Diminishing marginal valuation functions are widely used to model auction settings with
marginal utilities being positive non-increasing functions of the number of items already allocated
to the bidders. We show that even in the multi-unit (one slot per round) case there is no incentive
compatible, individually rational, and Pareto optimal auction for private diminishing marginal
valuations and public budgets.

Technical contributions. We briefly describe our technical contributions.

(1) The clinching auction of [6] [7] repeatedly increases the price for an item and checks whether
the demand still allows to sell all the remaining unsold items. We extend this to adword auctions
with divisible slots as follows: We define a price “per capacity” and give different weights to different
slots depending on their CTRs. To perform the check whether all remaining unsold items can still
be sold we solve suitable linear programs. To show the Pareto optimality of the modified auction
we give a novel characterization of Pareto optimality for adword auctions. We then show that if
the outcome of the auction did not fulfill this new characterization then one of the linear programs
solved by the auction would not have computed an optimal solution. Since this is not possible, it
follows that the outcome is Pareto optimal.

(2) After solving the divisible case we round the outcome for the divisible case to the indivisible
case. This requires a novel swapping algorithm that guarantees that each bidder receives at most
one slot of each round.

(3) The single-valued combinatorial auction of [10] solves the combinatorial auction problem
over rounds, where each round has only one slot. We extend their techniques to the multi-slot per
round setting as follows: (a) We extend their B-matchings based approach by giving capacities,
equal to the number of unsold slots, to nodes that represent keywords. (b) We extend the concept
of trading paths, which in turn allows us to give a characterization of Pareto optimality for the
multi-slot case. While in the single-slot case it is sufficient to restrict the attention to simple trading
paths, in our case there might be trading options where the same bidder or item can appear many
times along the same path. The crucial insight is that there always exists a simple trading path
whenever there exists a non-simple one.

(4) For the impossibility proof for diminishing marginal valuations we consider a simple scenario
of two bidders and two one-slot rounds, i.e., this is a two-unit setting. We show that under certain
conditions on the marginal valuations and the budgets, any incentive compatible, individually
rational, and Pareto optimal auction must assign both rounds to one of the two bidders. However,
we also present an example where the other bidder will instead receive one of the rounds if he
overbids on the second marginal valuation.

Further related work. Ascending clinching auctions are used in the FCC spectrum auctions,
see [12] [, [3]. For a motivation of our adword auctions see [13] on Google’s auction for TV ads.
Fiat et al. [I0] studied an extension of the multi-unit case of [6] to a combinatorial setting where
items are distinct and different bidders may be interested in different items. The auction presented
in [10] is incentive compatible and Pareto optimal for additive valuations and single-valued bidders
(i.e., every bidder does not distinguish between the keywords in his interest set). This result is
possible only if the sets of interest are public. Bhattacharya et al. [5] showed that for one infinitely
divisible item, a bidder cannot improve his utility by underreporting his budget. This leads to
a randomized incentive compatible in expectation algorithm for one infinitely divisible item with
both private valuations and budgets. Aggarwal et al. [1] and Ashlagi et al. [2] studied envy-free
outcomes that are bidder optimal, respectively Pareto optimal in an one-round adword auction.
In this setting they give (under certain conditions in [I]) an incentive compatible auction with
both private valuations and budgets. Recently, Lavi and May [I1] and Diitting et al. [8] showed
impossibility results for public budgets in various settings with heterogeneous items.



In Section 2l we give notation and preliminary definitions. In Section [B] we present the clinching
auction for divisible non-identical slots. In Section [ we show how to round a solution for the divis-
ible case to the multi-round indivisible case. In Section [5l we study the single-valued combinatorial
case with multiple identical slots, and in Section [l we show the impossibility result for the case of
diminishing marginal valuation functions. All omitted proofs are in the appendix.

2 Problem statement and definitions

We have n bidders and m slots. We call the set of bidders I := {1,...,n} and the set of slots
J :={1,...,m}. Each bidder ¢ € I has a private valuation v;, a public budget b;, and a public
demand constraint s;, which is a positive integer. Each slot j € J has a quality «;. The bidders
and the slots are ordered such that v; > vy if ¢ > i’ and a; > oy if j > j/, where ties are broken in
some arbitrary but fixed order.

The divisible case. The goal is to assign each bidder 7 a fraction x; ; > 0 of each slot j and charge
him a payment p;. A matrix X = (z;;)( jjerxs and a payment vector p are called an allocation
(X,p). We call ¢; = > jes ;i the weighted capacity allocated to bidder i. An allocation is legal
if it fulfills the following conditions: (1) > ;c;@ij < ki Vi € I, (2) Xjermiy = 1 Vj € J, and (3)
b; > p; Viel.

The indivisible case. We additionally have a set R of rounds or keywords, where |R| is public.
The goal is to assign each slot j € J of round r € R to one bidder ¢ € I while obeying the demand
constraint of each bidder in each round. A three-dimensional matrix X = (z; ;) jr)erxsxr With
x; jr = 1 if slot j is assigned to bidder ¢ in round r, and z; ;» = 0 otherwise, and a payment vector
p form an allocation (X,p). We call ¢; = 3¢, %(ZTER xi jr) the weighted capacity allocated to
bidder i. An allocation is legal if it fulfills the following conditions: (1) djes Tigr < ki Vi€ IVr €
R, (2) Yicrwijr=1Vje JVre R, and (3) b; > p; Vie l.

The combinatorial indivisible case. In the combinatorial case not all rounds respectively
keywords are identical. Every bidder ¢ € I has a publicly known set of interest S; C R. This
corresponds to valuation v; for all keywords in .S; and valuation O for all other keywords. We model
this case by imposing z; ;, = 0 Vr ¢ S;.

Properties of the auctions. The utility of bidder i for the legal allocation (X, p) is defined by
u; = ¢;v; — p;. The allocation must obey the following conditions: (Bidder rationality) u; > 0
for all bidders i € I, (Auctioneer rationality) the utility of the auctioneer fulfills },c;p; > 0, and
(No positive transfer) p; > 0 for all bidders i € I. An allocation that is both bidder rational and
auctioneer rational is called individually rational. An allocation (X, p) is Pareto optimal if there is
no other allocation (X’,p’) such that (1) the utility of none bidder in (X, p) is less than his utility
in (X',p'), (2) the utility of the auctioneer in (X,p) is no less than his utility in (X', p’), and (3)
at least one bidder or the auctioneer is better off in (X’,p’) compared with (X,p). An auction is
incentive compatible if it is a dominant strategy for all bidders to reveal their true valuation. An
auction is said to be Pareto optimal if the allocation it produces is Pareto optimal. A randomized
auction is Pareto optimal in expectation if the above conditions hold in expectation.

We show that our randomized mechanism for indivisible slots is Pareto optimal in expectation
and that each realized outcome is Pareto optimal. Note that neither of these conditions implies
each other. Let us assume that we have two bidders, a single indivisible item, and a uniformly
distributed random variable Y ~ 1£(0,1). Consider first the case that bidder 1 has valuation v; = 1
and budget b; = 1, bidder 2 has valuation v9 = 2 and budget b = 1, and we have a value g € (0, 1).
If we sell the item to the bidder 2 for price ps = 1 (and p; = 0) for every realization y of Y with
y # ¢ the outcome is Pareto optimal in expectation. However, only if we sell the item to bidder 2



also for y = ¢ every possibly realized outcome is Pareto optimal. Hence, Pareto optimality in
expectation does not imply that each realized outcome is Pareto optimal. Next consider the case
that bidder 1 has valuation v; = 1 and budget b; = 1, and bidder 2 has valuation vo = 2 and budget
by = 0.5. If we sell the item to bidder 1 for price p; = 1 (and p2 = 0) for every realization y € (0,1)
each realized outcome is Pareto optimal because v; > by. However, we could select the bidder who
gets the item with probability one half, and both bidders have to pay p1 = ps = 0.5 independent
of the assignment. Hence, the outcome is not Pareto optimal in expectation, and therefore, Pareto
optimality in expectation is not implied if every realized outcome is Pareto optimal.

3 Deterministic clinching auction for the divisible case

3.1 Characterization of Pareto optimality

Given a legal allocation (X,p), a swap between two bidders 7 and ' is a fractional exchange of
slots, i.e., if there are slots j and j' and a constant 7 > 0 with x; ; > 7 and x; j; > 7 then a swap
between i and i’ gives a new legal (X', p) with 2} ; = x;; — 7, 2}y jy = T jy — 7, ¥} ; = @y + 7, and
a:;,7 =Tt T T If aj < oy then the swap increases i’s weighted capacity. We assume throughout
this section that the number of slots m fulfills m = > ,.;K;. To characterize Pareto optimal
allocations we first define for each bidder ¢ the set NN; of bidders such that for every bidder ¢’ in NV;
there exists a swap between 7 and 7' that increases i’s weighted capacity. Given a legal allocation
(X, p) we use /(i) := max{j € J|xz;; > 0} for the slot with the highest quality that is assigned
to bidder 7 and I(7) := min{j € J|x;; > 0} for the slot with the lowest quality that is assigned to
bidder i. To consider the case of slots with equal a-value we define h(i) := min{j € J|a; = ;) }-
Now, N; = {a € I|h(a) > I(i)}. To model sequences of swaps we define furthermore N = N; for
k=1and N} = UaeNik—l N, for k > 1. Since we have only n bidders, Uy_; N} = Ui, NF for all

n' > n. We define N; := Ji_; NF\ {i} and &; = min, ¢ y. (va) if N; # 0 and 6; = oo else. Given a
legal allocation (X, p) we use B := {i € I|b; > p;} to denote the set of bidders who have a positive
remaining budget.

Theorem 1. If 0; > v; Vi € B then the respective legal allocation (X,p) is Pareto optimal.

We say that a legal allocation (X, p) contains a trading swap sequence (for short tradz’n~g swap) if
there exists a legal allocation (X', p’) and two bidders u,w € I such that (1) bidder w € N,, (2) for
alli € I\ {u,w} it holds that ¢ ; ajxij = 3 ey aja} ; and p; = pj, (3) 0 1= 3 ey i (2, j—Tuj) =
s @i (Twj — wy, 5) > 0, (4) vud > Py — Ppu = Pw — Py = Vw0, and (5) by > pl,. We say that the
allocation (X', p') results from the trading swap.

Theorem 2. (a) Given a legal allocation (X,p) such that 3u € B : ¥, < v, then there exists
a trading swap in (X,p). (b) If there exists a trading swap in (X,p) then the allocation (X', p')
resulting from the trading swap is a legal allocation that is Pareto superior to (X,p).

Proof. We know that there is a bidder v € B with ¢, < v,. Thus, we can select the smallest k €
{1,...,n} for which there is a bidder a; € N who has v,, = ¥,. We define for all p € {1,...,k—1}
the bidder a, such that a, € Nl and a,11 € N,, and set ap := u. Since we selected the smallest
k, we know that a, # a, if p # p’. The fact that ap,1 € N,, implies that h(ay41) > I(ap). Hence,
we could swap a fraction of size €p11 := min{Tq, i(a,), Ta,1,h(apsr)} Of the slots h(api1) and I(ap)
between the bidders ap41 and a, with p € {0,...,k—1}. Such a swap increases the weighted capacity
that is assigned to bidder a, by 0,41 := ep+1(ozh(ap )~ ozl(ap)), while the weighted capacity that is

assigned to bidder a,; is decreased by 6,41. We define § := min({baovﬂ} U{dplp € {1,...,k}})
af
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and 7,41 ;= ———— Vp € {0,...,k — 1} and define an allocation (X’,p’) as follows: We

®h(apy1) ~Y(ap)
/ P / R
set Ty o iy) = Taph(aper) T Tt and Ty (ay) = Tapllap) — Tptl for all p € {0,...,k — 1},
@ =Ty pla,) — Tp and 2/ =1, + 7, forall p € {1,...,k}, and o} ; = 2, ; for
ap,h(ap) ap,h(ap) p ap,l(ap—1) ap,l(ap—1) p ’ v 1,J %J

all other (i,7) € I x J. Moreover, we set pj, := Pa, — Va, 0, Py = Pag + Va, 0, and pf, := p; for all
other ¢ € I. Thus, with w = ay, it follows that (X’,p’) fulfills conditions (1)-(5) of a trading swap.

Next we show that (X’ p’) is a legal allocation. By the definition of X’ for all ¢ € I it holds
that ;e @) ; = > ey Tij = ki as whenever for some 7 with —1 <7 <1, o] ; is set to @; ; + 7 for
some j € J, :E;J is set to x;; — 7 for some other [ € J. Additionally for every j € J it holds that
YierTij = Yier iy = 1 as whenever z;, ; is set to z,,; + 7 for some 7 with —1 < 7 < 1, either
:E;Hl’j is set to x4,,,,; — T, Or :E;zkl’j is set to x4, ,,; — 7. Finally, p; < p; <b; for all i # u and by
our construction p), < b,. This shows that conditions (1) - (3) of a legal allocation hold for (X', p’).

The proof of (b) follows directly from the definition of a trading swap since the utility of no

bidder or the auctioneer is decreased, but the utility of bidder u is increased. O

3.2 Multiple round auction for the divisible case

In this section, we describe our deterministic auction for divisible slots and show that it is Pareto
optimal, individually rational, and incentive compatible. A formal description is given in the
procedure AUCTION and the procedure SELL. We assume throughout this section that (1) each
bidder ¢ € I has a private valuation v; € Nﬂ, a public budget constraint b; € Q>1, and a public
demand constraint x; € N, and (2) each slot j € J has a public quality a;; € Q4. From now on
the order of the bidders is independent of their valuations and their budgets.

Before we start the auction, we add Y ;c;x; — |J| dummy-slots with quality zero to the set
of slots J if Y ,crx; > |J| and we remove the |J| — Y ;o7 ks slots with the lowest quality «; out
of the set of slots J if >,c;/; < [J|. Thus, the demand constraints >>;c;z;; < w; Vi € I
and the condition > ;c;z;; = 1 Vj € J imply that each legal allocation fulfills even > ,c;x;; =
k; Vi € I. Furthermore, we have to assign to each bidder ¢ € I an initial weighted capacity of
ci = min yc ) yrj=x, (2 jes ;) for a price of zero at the beginning of the auction. If some bidder i
obtained less weighted capacity at termination, we could not assign all the slots fully to the bidders.

The state of the auction is defined by the current price m, the weighted capacity ¢; that bidder
i € I has clinched so far, and the payment p; that has been charged so far to bidder ¢. Furthermore,
we have the price of the next iteration 7% that is 7™ = 7 + 1 with the exception of the initial step
when we set 77 = |7] 4+ 1. Note that the initial choice of 7 in line 7 guarantees that = < 1. Since
we assume that v; > 1Vi € I and b; > 1 Vi € I, it follows that every agent can afford to buy at this
price at least e weighted capacity. The value e is defined such that for all ¢ € I the sum e + ¢; is
an upper bound of the weighted capacity that can be acquired by bidder . Following the clinching
auction in [5, [7] we do not increase the price that a bidder i € I has to pay from 7 to 7% for all
bidders at the same time. Instead, we call SELL each time before we increase the price for a single
bidder. We define the set of active bidders A C I which are all those i € A with m < v;, and the
subset E of A of exiting bidders which are all those i € A with 77 > v;. If the price that bidder
i € A has to pay for a unit is 7 then his demand is d; = bi=pi 1f the price he has to pay was already

K
increased to 1 then his demand is d; = %. In this case, the demand corresponds to df that is
always equal to %. Different from the auction in [5] [7] a bidder with d; = d; is also charged the
increased price 7T if he receives additional weighted capacity. Since no bidder will ever pay more
than his reported valuation and the demand is set so that b; > p;, individual rationality follows.

2All the arguments go through if we simply assume that v; € Q4 Vi € I and there exists a publicly known value
z € Ry such that v; > z for every bidder 4 € I, and for all bidders i and 4’ either v; = vy or |v; — vy| > 2.



Algorithm 1 Clinching Auction for Divisible Slots.

1: procedure AUCTION(I, J, o, k,v,b)

2 A« I, p;+0Viel

3 \\ ¢ is the minimal capacity achievable by agent §

4 C; < minJ'gJ,\J’\ZHi(ZjEJ’ OZJ) Viel

5: \\ e+ ¢; is an upper bound on the capacity achievable by agent ¢
6: e maxycygrcy)ri=) (Xier 4 = Xiesm @)

7 W%m;ﬂ+<—tﬂj+l;di<—%Vi€I

8 while >-,c; ¢ < e  do

9 E <+ {ie€ Alxt > v}

10: for i € £ do
11: (X,s) « SELL(I, J, o, K, v, ¢,d, Q)
12: (ciypiyd;i) < (¢; + s,p; + sm,0)
13: end for
14: A<+ A\E
15: df « YPivie A
16: while 3i € A with d; # d do
17: i' < min({i € Ald; # d;})
18: foriec A\ do
19: (X,s) «+ SELL(I, J, o, Kk, v, ¢, d,1)
0 b {pi + s7r,+ if d; # dF
p; +sm, else
21: (CZ', d;, d:_) — (CZ' + s,d; — s, birlpi)
22: end for
23: (X,s) «+ SELL(I, J, o, K, v, ¢,d, i)
24: (Ci/,pi/) — (CZ'/ + 8, pir + S7T)
25: df YR dy - df
26: end while
27: R N R |
28: end while

29: return (X, p)
30: end procedure

Algorithm 2 Determine the amount that bidder ¢’ clinches.

1: procedure SELL(I, J, o, k,v, ¢,d, i)

2: compute an optimal solution of the following linear program
that is a vertex of the polytope defined by its constraints:
minimize Yir
st (a) Yier®iy =1 Vjield
(b) ZjGJ Tij = K Viel
(C) ZjEJ Tij O — Y = G Viel
(d) Vi <di Viel
(e) Tij >0 Viel Vjeld

3: return (X, ;)
4: end procedure




Let us now detail the idea of the auction and explain why it is incentive compatible. The crucial
point of the auction is that we do only sell the weighted capacity s that we compute in SELL to the
bidder i at a certain price 7 or m if we cannot sell s to the other bidders. We check that condition
by solving the linear program in SELL. For each iteration of the outer while-loop we first call SELL
for each exiting bidder ¢ and sell him s for price 7. This is the last time when he can gain weighted
capacity. Afterward, he is no longer an active bidder. Next, we call SELL for each of the remaining
active bidders that are not exiting and sell them the respective s. Afterward, we increase the price
of a single active bidder to 77 and call SELL for every active bidder again. We continue until the
price of each active bidder is increased to 7. We can now set 7 to 7 and 7" to 7 + 1.

By the construction of the auction, each bidder ¢ pays never more than his reported valuation.
If his reported valuation is 9; and ¥; < v;, he becomes an inactive bidder at the price ©;. His utility
cannot increase as he gets the same weighted capacity for each price 7 < @; and not more for price
¥;. If his reported valuation is 9; > v;, he gets the same weighted capacity for each price m < v;
and his utility cannot increase as well. Thus, the auction is incentive compatible.

During the auction, procedure SELL guarantees us the existence of legal allocations. The pro-
cedure solves a linear program. As discussed above, the initial price is set so low that the first call
to SELL is guaranteed to have a feasible solution since each bidder ¢ € I has enough budget to buy
the weighted capacity ; in every possible (X, ) with > jes®ij = k. Thus, there exists an optimal
solution (X,~), where nothing is assigned to a certain bidder ¢ (i.e., 7 = 0).

If (X,~) is an optimal solution of the linear program in a call to SELL that minimizes ~;/, then
¢;r is increased by v after SELL, and thus, (X,4) with ; = ; for i #¢ and 5y =0 for i = ¢ is a
feasible solution of the linear program in the next call to SELL, which uses the new c-values. Since
Fi = 0, (X,7) is a feasible solution in the next call even if the price for bidder ¢’ was increased,
and thus, his demand was decreased. A repeated application of this argument shows that the final
assignment X and v = 0 is a feasible solution of the linear program in SELL at the conclusion of
the auction. As b; > p; for every bidder i, it follows that the allocation (X,p) computed by the
auction is legal.

All the coefficients of the affine functions used in the constraints of the first linear program
that gets solved during the auction are rational numbers and all the linear programs have feasible
solutions. Thus, there exists an optimal solution that is a vertex of the polytope that is defined by
the constraints of the respective linear program. Since that optimal solution lies on the intersection
of the graphs of affine functions with rational coefficients it follows that the selected optimal solution
(X,v) has only rational entries. The prices are rational numbers as well, and thus, ¢; and d; are
rational numbers for all ¢ € I in the next iteration. Hence, the allocation (X, p) that is determined
by the auction has only rational entries. We use that property in the next section.

We show finally that the allocation (X, p) our auction computes does not contain any trading
swap, and thus, by Theorem [Il and [2] it is Pareto optimal. The proof shows that every trading swap
in (X, p) would lead to a superior solution to one of the linear programs solved by the mechanism.
Since the mechanism found the optimal solution this leads to a contradiction.

Theorem 3. The allocation (X, p) produced by the auction does not contain any trading swap.

4 Multiple round randomized auction for the indivisible case

We will now use the allocation computed by the deterministic auction for divisible slots to give a
randomized auction for |R| rounds and indivisible slots. The randomized auction has to assign to
every slot j € J exactly one bidder i € I for each round r € R.



Given an input for the indivisible case we can use it as an input for the divisible case; the set
of bidders I and their x; and b;, and the set of slots J and their o; stay unchanged. Based on the
allocation (X, p) for the divisible problem we construct a matrix M’ of size |J| x A, where \ is the
least common denominator of all the x;; values and where each column of M’ corresponds to a
legal assignment for the indivisible one-round case. We then pick |R| times one column uniformly
at random from the columns of M’. The r-th such column gives the assignment of bidders to slots
for round 7. All the columns together form the |J| x |R| matrix N. We show that the randomized
auction is (a) individually rational in expectation, (b) incentive compatible in expectation, (c)
Pareto optimal in expectation, and (d) each realized outcome is ex-post Pareto optimal.

We use the payment determined for the divisible problem as payment for the allocations in
the indivisible case and show below that the expected weighted capacity of each bidder equals
his weighted capacity in the divisible problem. Thus, the expected utility of each bidder in the
indivisible case is equal to his utility in the derived divisible case (Utility equivalence). It follows
that the randomized auction is individually rational in expectation and incentive compatible in
expectation.

Lemma 1. For every probability distribution over legal allocations in the indivisible case there exists
a legal allocation (X,p) in the divisible case such that the utility of the bidders and the auctioneer
equals their expected utility using this probability distribution.

By Lemma [ any probability distribution over legal allocations in the indivisible case that is
Pareto superior to the distribution generated by our auction would lead to a legal Pareto superior
allocation for the divisible case. This is not possible since the allocation computed by our auction
for the divisible case is Pareto optimal. This shows that the allocation for the indivisible case is
Pareto optimal in expectation. Moreover, every realized outcome for the indivisible case is ex-post
Pareto optimal: if in the indivisible case there would exist a Pareto superior allocation to one of the
allocations that gets chosen with a positive probability, then a Pareto superior expected allocation
would exist in the indivisible case.

We describe next how to convert the legal allocation of the derived divisible problem into a legal
allocation of the indivisible problem such that utility equivalence is guaranteed. We first discretize
the allocation X as follows. Recall that all z; ; are rational numbers. Let A be their least common
denominator, set C' = {1,...,A} and set y; ; = Az; ;. Since > ;c;x;; = 1 and djer Tij < ki, we
know that > ;c;yi; = A and >, i < Ak We construct a matrix M of size |J| x |C| with
values in I by setting y; ; values of row j to i. More formally, for each j € J and each ¢ € C
we set entry m;. = v for the unique value v with " !y;; < c and 3V_;y;; > c. As a result
H{c e Cimj.=1i}| =y;; Vi € I,Vj € J. The demand constraints imply that there are at most |C|x;
entries in M that have the value ¢ € I. Next, we replace each bidder i by k; pseudo-bidders and
translate M into a matrix M such that no pseudo-bidder has more than |C| entries in M. Then we
apply to M a swapping algorithm that guarantees that (1) in each column in M there is at most
one entry for each pseudo-bidder, and (2) for each j € J each value appears as often in row j of M
as it does in M’. Thus, when we convert all the entries of the pseudo-bidders of a given bidder ¢
into entries for bidder 7 we get a matrix M’ such that each bidder ¢ has at most x; entries in each
column and for all i € I and j € J it holds that [{c € C|m] , = i}| = y; ;. Details are given in the
appendix. The columns of matrix M’ are then used in the sampling step.

Theorem 4. Given a matrix M of size |J| x |C| with entries valued in I and where each value
appears in at most |C| entries, there exists a swapping algorithm that finds a matriz M’ with the
same size and where (1) each value appears as often in row j of M’ as it appears in row j of M
and (2) each value appears in at most one entry of each column of M'.



The allocation of the randomized auction for multiple rounds and indivisible slots is now con-
structed as follows. We assign randomly and with equal probability |—é‘ one of the columns of

matrix M’ to the r-th column of matrix N for each column respectively round r € R. We set the
random variable z; ;. to 1 if bidder ¢ is assigned slot j in round r, and to 0 otherwise. The expected
weighted capacity allocated to bidder ¢ € I is thus

Yij
Z |R| Z Zi,]r Z |R| Z Ezi,jr Z ] |C]| ZO(jJZLT

jeJ reR jedJ reR jedJ jedJ

This proves utility equivalence. Additionally, all of the slots are fully assigned to the bidders, and
hence, the stated properties are fulfilled by the randomized auction.

5 The single-valued combinatorial case with multiple slots

In this section we consider single-valued combinatorial auctions with multiple identical slots in
multiple rounds. We interpret the different slots in a round as multiple instances of the same item.
Every bidder ¢ € I has valuation v; on all rounds of his preference set S;. All other rounds are
valued zero. The preference sets S; and the budgets b; are public knowledge. We further restrict
to the case of at most one slot per round allocated to a single bidder, i.e., k; = 1. We also require
that at least m bidders are interested in each round.

A feasible allocation (H,p) is characterized by a tuple H = (Hy, Ho,...,H,) where H; C
S; represents the set of items that are allocated to bidder i, and by a vector of payments p =
(p1,p2, - - ,Pn) With p; < b; for all ¢ in I. The utility of bidder i is defined by w; := v;|H;| — p;. The
utility of the auctioneer is )" ; p;. In the combinatorial case we base the allocation of the items in
the clinching auction on B-matchings computed on a bipartite graph G with the vertex set I U R
and the edge set {(i,t) € I x R|t € S;}. The B-matchings are subgraphs of G with maximal weight
that fulfill the degree constraints of the vertices that are defined in the constraint vector B. We
slightly abuse notation by using H to denote both: the sets of the items that are allocated to the
bidders, and the B-matching that describes the allocation in graph G.

Pareto optimality has been related in previous work [I0} [6] to the non-existence of trading
options between bidders. We need a new definition of a trading path because we consider multisets
of items.

Definition 1. A path o = (a1,t1,a2,t2,...,a;-1,tj—1,a;) is an alternating path with respect to
an assignment H if (a;,t;) € H, t; € Siy1, and t; € Hj4q for all 1 < < j.

Definition 2. A path 0 = (a1,t1,a92,t2,...,aj-1,tj_1,a;) is a trading path with respect to alloca-
tion (H,p) if the following holds: (1) ¢ is an alternating path in H, (2) the valuation of bidder a; is
strictly greater than the valuation of bidder a; (i.e., vq; > v4,), (3) the remaining (unused) budget
b, of bidder a; at the conclusion of the auction is at least the valuation of bidder ay (i.e., by, = Vay ).

Observe that the condition ¢; & H;y1 is needed in this case since the slots of a round have to
be assigned to different bidders. This is not the case in the definition of alternating paths given
n [I0]. Moreover, we do not restrict in principle to simple alternating paths (without cycles) as
in [10]. We call two alternating paths Pareto equivalent if they have the same start and end bidders
and produce the same change in weighted capacity for all the bidders. We are able to prove the
following lemma.

Lemma 2. If there exists an alternating path o = (a1,t1,...,tj—1,a;) that contains cycles there
exists also a Pareto equivalent simple alternating path.



Pareto optimality and simple trading paths are now related by the following theorem.

Theorem 5. Any allocation (H, p) is Pareto optimal if and only if (1) all slots of the rounds are
sold in (H, p), and (2) there are no simple trading paths in (H, p).

We define the auction in Algorithm [l During the execution of the algorithm there is always a
price 7 (initially zero), a set of unsold items R (i.e., of items with unsold instances) of cardinality
7 = |R|, a vector of remaining budgets b = (by,bs,...,by,), and a vector of the number of unsold
slots that are instances of the same item (c1,ca,...,cr). We denote by U the multiset formed by
the multiset-union of the unsold slots of all items and by £ = 3.7, ¢; its cardinality. The current
demand of bidder 7 during the course of the auction is the number of slots that bidder ¢ could clinch
at price m and is denoted by d;. It is either equal to D; or to DZTF , which are defined as follows:

. b, .
il [}, ifr < _ . _
min{r, |5, 2]} i w <o Di (7, 7,b) := lim D;(m +¢,7,b)
0, else e—0+

Di(m,7,b) := {

We now define the set A := {i € I|D; > 0} of bidders with positive demand and the subset
E :={i€I|D; >0Av; = r} of the bidders in A with valuation equal to the current price. Bidders
in A are called active bidders whereas bidders in E are called exiting bidders.

The auction continues, as long as there is a bidder that belongs to A. At every price m we
first try to sell slots to any exiting bidder because even if the utility of the exiting bidder does not
increase with the new item, the utility of the auctioneer will. After this check, we have to verify
if any bidder can clinch any slot and eventually sell that slot to him. We denote by B({—i}) the
number of slots assigned to bidders other than i in a maximal B-matching, and assign to bidder 4
the minimal number of items amongst all the maximal B-matchings. An item is clinched by bidder ¢
when B(—{i}) < t. If no item is clinched, we set d; = D;" for a bidder i with d; > D;", and this
loop continues until no bidder i can clinch an item and d; = D;" Vi € I. Only now we can raise the
price. The preference sets, the vector of the number of unsold slots, and the set of unsold items are
updated after every time a bidder clinches. The idea of the auction is to sell slots at the highest
possible price such that all slots are sold and there exists no competition between bidders. On the
contrary, the existence of a trading path indicates that there exists competition on the assignment
of the first slot in the path. Hence, the auction contains no trading path in the final allocation.

Theorem 6. The allocation (H*,p*) produced by Algorithm[]] is incentive compatible, individually
rational, and Pareto optimal.

6 Impossibility result for diminishing marginal valuations

In this scenario every valuation v; is a diminishing marginal valuation function, shaped on value
vi(q) : {1,...,|R|} — R4. The initial Ausubel clinching auction [3] was indeed proposed for the
case of diminishing marginal utilities without budgets. Since we consider only the case of indivisible
items in this section, marginal values are constant in every unit interval.

We show that even in the case of two identical items and public budgets, it is impossible to
design an auction that is incentive compatible and Pareto optimal if marginal valuations are private.
The problem is that agents can lie over their own marginal values in order to raise the price paid by
the other bidders. This results in a decrease of the budget and of the demand of the other bidders,
and thus a possible decrease of the price charged to the non-truth telling bidder.

Theorem 7. There is no incentive compatible, Pareto optimal, individually rational multi-unit
auction for private diminishing marginal valuations and public budgets.

10



References

1]

Gagan Aggarwal, S. Muthukrishnan, David P4l, and Martin P4l. General auction mechanism
for search advertising. In WWW ’09: Proceedings of the 18th international conference on
World wide web, pages 241-250, New York, NY, USA, 2009. ACM.

Itai Ashlagi, Mark Braverman, Avinatan Hassidim, Ron Lavi, and Moshe Tennenholtz. Position
auctions with budgets: Existence and uniqueness, 2009.

Lawrence M. Ausubel. An efficient ascending-bid auction for multiple objects. American
Economic Review, 94(5):1452-1475, December 2004.

Lawrence M. Ausubel and Paul R. Milgrom. Ascending auctions with package bidding. Fron-
tiers of Theoretical Economics, 1:1019-1019, 2002.

Sayan Bhattacharya, Vincent Conitzer, Kamesh Munagala, and Lirong Xia. Incentive com-
patible budget elicitation in multi-unit auctions. CoRR, abs/0904.3501, 2009.

Shahar Dobzinski, Ron Lavi, and Noam Nisan. Multi-unit auctions with budget limits. In
FOCS, pages 260-269. IEEE Computer Society, 2008.

Shahar Dobzinski, Ron Lavi, and Noam Nisan. Multi-unit auctions with budget limits, 2010.

Paul Diitting, Monika Henzinger, and Martin Starnberger. Auctions with heterogeneous items
and budget limitis. Working paper.

Benjamin Edelman, Michael Ostrovsky, and Michael Schwarz. Internet advertising and the
generalized second price auction: Selling billions of dollars worth of keywords. American
FEconomic Review, 97, 2005.

Amos Fiat, Stefano Leonardi, Jared Saia, and Piotr Sankowski. Single valued combinatorial
auctions with budgets. In Yoav Shoham, Yan Chen, and Tim Roughgarden, editors, ACM
Conference on Electronic Commerce, pages 223-232. ACM, 2011.

Ron Lavi and Marina May. A note on the incompatibility of strategy-proofness and pareto-
optimality in quasi-linear settings with public budgets. In WINE’2011: Proc. of the 7th
Workshop on Internet and Network Economics, 2011.

Paul Milgrom. Putting auction theory to work: The simultaneous ascending auction. Journal
of Political Economy, 108:245-272, 1998.

Noam Nisan, Jason Bayer, Deepak Chandra, Tal Franji, Robert Gardner, Yossi Matias, Neil
Rhodes, Misha Seltzer, Danny Tom, Hal R. Varian, and Dan Zigmond. Google’s auction for tv
ads. In Susanne Albers, Alberto Marchetti-Spaccamela, Yossi Matias, Sotiris E. Nikoletseas,
and Wolfgang Thomas, editors, ICALP (2), volume 5556 of Lecture Notes in Computer Science,
pages 309-327. Springer, 2009.

William Vickrey. Counterspeculation, auctions, and competitive sealed tenders. The Journal
of Finance, 16(1):8-37, 1961.

11



A  Proof of Theorem 1

Let us assume that we have a legal allocation (X’,p’) that is Pareto superior to (X,p). The
utility of the auctioneer does not decrease. Thus, the sum of the payments of the bidders fulfills
SicrPi > Yierpi- i1 ph > > icr pi then an allocation (X', p”) where Yo7 pf = >ic; pi exists,
which is Pareto superior compared to (X, p) as well: simply give the additional payments back to
some of the bidders. Therefore, it suffices to consider the case where ;i = > ;c; Di-

Let ¢; = > ;e o (x]; — x;;) be the weighted capacity change of bidder 7. Since (X,p) and
(X',p') are legal allocations, > ;c;x;; = 1 for all j € J, and > ;¢ :E;J =1 for all j € J. Hence,
Yierti = 2ier 2jes (i — Tig) = 2jeso(Cier ¥ — Yierwiy) = 0. It follows that (a)
Ybeligy<0(—®) = Yicrq>0@i- AS XicrPi = Xier by it also follows that (b) Yperq,<o(po — 1p) =
Zie]:inO(p; - pi)'

We partition the bidders into the following three sets: I~ = {b € I|q, < 0}, BT = {i € Blg; >
0},and CT ={i € I\ Blg; >0} =1\ (I~ UB™"). We will show below that

(A) Yver- (oo — 1) = Dper- (=) = D icp+ ¢ivis
(B) dieBt QiVi > D icp+ (p; —p;), and
(C) C*t =40.

Since Y ;co+ (Ph — pi) <0, (b) implies that Y>pc;— (pp — pp) < Yicp+ (P — pi). Combined with
(A) and (B) it follows that > yc;— (P — p)) = > iep+ (P — pi) and that all the inequalities in (A)
and (B) are actually equations, specifically (c) > e (—@vs) = Y ;cp+ ¢ivi. Furthermore, (A)
implies that the total change in utility (comparing (X, p) to (X’,p’)) for all bidders b € I, which
is Y per- (qpvs — )+ pb), equals 0, and (B) implies that the change in utility for all bidders i € BT,
which is Y ;c g+ (qivi — pi + i), equals 0. Since CT = (), this implies that the total change in utility
for all bidders is zero. Since the utility of the auctioneer in (X, p) and in (X’,p’) does not change
either this give a contradiction to the assumption that (X’,p’) is Pareto superior to (X,p) and
completes the proof of Theorem [II

To show (B) note that the increase in payment p} — p; for a bidder i € B with ¢; > 0 is at most
qiv;, otherwise the utility of the bidder would drop. This shows (B). To show the first inequality
in (A) note that the total drop in payments by a bidder b € I with ¢, < 0 is at least —gpvp. Thus,
Yver-(Po = pp) = Pper- (—auvp)-

To show the second inequality in (A) we first show the following claims. Let s = |B*| and let
r(1),7(2),...,7(s) be an ordering of the bidders in B in increasing order of I(-) such that two
bidders ¢ and i’ with (i) = [(i’) are ordered by increasing v-value. We show first that r-ordering
orders the bidders by valuation.

Claim 1. For 1 <1 <s it holds that v,y < vy(41)-

Proof. Assume by contradiction that v,;y > v,41) for some 1 <1 <'s. Since I(r()) <I(r(I+1)) <
h(r(l4+1)),r(l+1) € Nr(l). Since r(l) € B, it follows that v,y < v,(41). Contradiction! O

Note that Nr(l—l—l) C Nr(l) for 1 <1 < s, i.e., a bidder b € I can belong to multiple such sets.

We define for each bidder b € I~ a unique “top” i € BT to whose set N; bidder b belongs. More
formally, we define a mapping as follows: Let p(b) := arg max; g+, 5. 7(i) which is the maximum

i € Bt (in r-order) with b € N;. Let A; = Yber-nNyp(v)=i(—®)- By the definition of the mapping
p we have that (d) Zbermm(l)(—qbvb) > ZbermNT.(l)(_QbUp(b)) = ZieB+(Zbef—mﬁi;p(b):i(—%))w
=2 iep+ Aivi.
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The following claim simply states that all bidders from r(l) to r(s) “receive” all their increases
in weighted capacity from bidders in N, (.

Claim 2. For all 1 <1 < s it holds that 37 << Ap) = Zbel*mNr(l)(_Qb) > D i<t<s Or(t) -

Proof. Consider bidders {r(t)|t € {l,...,s}} C BT. We show that bidder i can increase his weighted
capacity in the Pareto superior assignment X’ only at expenses of the reduction of the weighted
capacity of bidders in N;. This in turn implies Zbel*nNT.(l) (=a) = Di<i<s Tr(1)-

Let us describe the assignment X and the Pareto superior assignment X’ by a weighted bipartite
directed graph G = (V,E U E’) with the vertex set V = I U J, the edge sets £ = {(i,j) €
I x J|:17” > 0} and E' = {(j,7) € J x I|zj; > 0}, and the weights w; ; = x;; V(i,j) € I x J and
wj; = V( j,i) € JxI. Edges from I to J are weighted by the corresponding real-numbered value
Tij Edges from J to I are weighted by the corresponding real-numbered value :17 . Consider a path

= (11,J1,%2, 72+ - - -y ik—1, Jk—1, 1) in the bipartite graph. We say that the path 7T is an alternating
path of length k Wlth respect to the assignments X and X' if (i, j:) € E and (j;,i¢41) € E’' for all
1 <t < k. It is an alternating cycle if i = 7. Since for any assignment > ,c;x;; =1Vj € J, and
ZjEJ x;; = ki Vi € I, it holds that

S (wij —w;;) =0 Vi€ I, and Q)
jed
Z(wi,j —wj;) =0Vjed )
=y

We decompose the bipartite graph in a set of at most || |J| alternating cycles that we denote
by II. We start from the edge (i,j) or (j,i) with the lowest weight A\ = min(, y)cpup wzy. We
traverse the bipartite graph starting from edge (x,y) and find a path going from vertex y to vertex
x. This gives us a cycle . If such a path would not exist we could partition the set of vertices into
three disjoint subsets: Vj contains x and all the start vertices of paths ending at x, Vo contains
y and all the end vertices of a paths starting at y, and V3 contains all the remaining vertices.
The edge (z,y) would be directed from a vertex in V; to a vertex that is not in V; and has a
positive weight and no edge would be directed from a vertex that is not in V; to a vertex in Vj.
Thus, > ,evq vevauvs Wuw > 0 and 30, v, vevpur; Wo,u = 0, which would contradict () and (), and
hence, a cycle 7 has to exist.

Let us denote by A = A the capacity of cycle w. We then reduce by A\, the weight of all edges
on 7w and we remove from the bipartite graph all edges with 0 remaining weight. Observe that
equations (IJ) and (2)) still hold for the resulting graph. It is therefore possible to continue this
procedure until the graph is empty.

Given a cycle m = (i1, j1,12, 2, - -, ik—1, Jk—1, k), We abuse notation by denoting by 7 also the
set of bidders {i1,i2,...,i}. For a bldder i € m, let us define ¢(i) and t/.(¢) such that (i,t,(i)) € £
and (t,.(i),i) € E' are edges of the cycle. We use a(j) for o, which is the quality of slot j € J.

Given a bidder i € I and a set of alternating cycles II' C II we define

()= > Ala(tr(i) — altx(i))

well’ien

as the increase of the weighted capacity of bidder ¢ when moving from the assignment X to a new
assignment by the set of cycles IT'. Note that ¢; = ¢;(II) for every bidder i. It holds for each 7 € 11

that
> ail{r}) =o0. (3)

1ET
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We prove the claim now by induction on a set of cycles II. We actually prove the stronger

statement
> (—a(I1)) > > (M) + D ¢o@py (1),

bEN, (1) \ BT g, (I1)<0 i€N,.1)\B+:q;(I1)>0 I<t<s

Observe that the statement above can greatly be simplified by observing that all bidders in
N,y appear in the above inequality. It is therefore enough to prove for each set of cycles II that

> () <o0. (4)
i€N,.)
It clearly holds for II = (). Assume it holds for II, we prove in the following that it then holds also
for I' =TT U {7}
Since
YooM= > @+ Y a({r}), (5)
€N, €Ny €N,y
it is sufficient to prove
> ail{m}) <o. (6)
€N, yNm
For any bidder s € NT(Z) and for any bidder i ¢ Nr(l) it holds that h(i) < I(s). This implies
in turn that any bidder in ¢ € m N NN, ;) will only increase his weighted capacity when swapping a

fraction of a slot against a fraction of a slot that is assigned to another bidder s & FﬂNr(l) in X. It
follows 3 ;e\ Ny ¢i({r}) > 0. Combined with Equation (3] this yields the proof of the statement

of Equation ({@l). O

We need one more auxiliary lemma before completing the proof of the second inequality of (B).

Claim 3. If (X',p') is a Pareto superior solution to (X,p) then for every 1 <1 <'s

ST Apvin = Y. GV + Y. (A = Gw)or)-

1<t<s 1<t<s 1<t<s

Proof. We use backwards induction on [. For | = s, it trivially holds that A, ()v,(s) > @ps)Vr(s) +
(Ar(s) - QT’(S))UT’(S)‘

For [ < s, we use the inductive claim for [ + 1, Claim [2] and the fact that v,y > v,q) ac-
cording to Claim [l Thus, %</ Art)Urt) = Xi1<i<s Ar)Vr) T Ar@)Vr) 2 Xigi<t<s r(t) Vr(t) +
Piri<t<s(Art) = @) Ve ) T Ar)Vr) = Xi<i<s W) Vr)t iti<e<s(Ar) — @)@+ (Arg) —
QT(l))Ur(l) = Zlgtgs Qr(t)Vr(t) + Ezgtgs(Ar(t) - Qr(t))vr(l)- U

By Claim 2]it follows that >y << (A —¢rt)) = 0, and thus, by (d) and Claim (it follows that
Sober-(—@)vs = Yiep+ Aivi = Y1<i<s Ar)Ur(t) = 1<i<s r(t)Vr(t) = 2iep+ ¢ivi- This completes
the proof of the second inequality of (B).

To show (C) assume by contradiction that C* # ) and consider two cases that follow from
Claim

Case 1: > ,cp+ A; > > ;cp+ ¢i- Combined with (d) and Claim [3]this shows that >~y ;- (—gpvp) >
Yiep+ Aivi > > ;cp+ ¢ivi. But this is a contradiction to (c) above.

Case 2: Y ,cp+ Ai = X ,cp+ ¢i- Note that > ,cp+ A; = Zbel*n]\?r(l)(_%)' Then (a) implies
Zbe]*\]\?r.(l)(_%) = Yiecct @ > 0. By (¢) Xiept qivi = Zper-(—apvp) = ZbeI*ONT(l)(_vab)‘i‘
Zbel,\m(l)(—qbvb) > Zbe]*mNT(l)(_vab)' By Claim 2 Claim B, and (d) it follows that
ZbeI*ON,.(l) (—@vp) > X e+ Aivi > > ;e p+ ¢ivi, which contradicts the previous statement.
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B Proof of Theorem 3

Let (X,p) be the allocation computed by the auction and assume by contradiction that there
exists a trading swap, i.e., a sequence of bidders (u = ag,aq,...,ar = w) that fulfills the above
conditions. Consider the Pareto superior allocation (X', p’) constructed in the proof of Theorem 2
Define ¢} := 3¢ yajm;j and ¢ := 3 ; o ; for all bidders i. Note that ¢, = cf, — 6, ¢}, = ¢, +6,
and ¢} = ¢} Vi € I'\ {u,w}. Let & == > 0.

We construct a modified Pareto superior allocation (X”,p") with ¢ = cf, — &', ¢! = cf + ¢,
and ¢f = ¢} Vi € I\ {u,w}, where ¢f = 3", ;a;az} ;. Specifically, we use the same set of bidders
u = aop,...,ar = w, perform the swaps between the same bidders as for (X’,p’), but use as swap
values 7/, := 7417+ instead of 7,11 and as payments p; = py + vud', Pl = pw — vy,0', and
p! = p; for all other bidders i. By the same argument as for (X’,p’) the allocation (X", p”) is
Pareto superior to (X, p).

We will show that (X”,p"”) can be used to construct a smaller feasible solution to one of the
linear programs solved by SELL. Since the linear program has found the minimal solution this leads
to a contradiction with the assumption that there exists a trading swap in (X, p).

Let blf- := b; — p; be the remaining budget of bidder i at the end of the algorithm. The value
¢y of bidder w increases only when procedure SELL returns a non-zero value for ,,, where w was
the last parameter when SELL was called, that is, the linear program solved in SELL was trying
to minimize ~,. Since cfu > ¢ there exists a unique call to procedure SELL with parameters
(I,J,a, k,v,¢,d,w) such that before the execution of the linear program c¢,, < ¢l and SELL returns
a value s > 0 such that ¢, + s > /). We call the corresponding linear program LP. Its inputs are
the vectors ¢, d, and &, its variables are the matrix X = (z;;)( j)erxs and the vector . Let 7 be
the price at the time of the call.

We will show that using (X”,p"”) we can construct a feasible solution for this linear program
which outputs a value s’ < s. This leads to the desired contradiction.

We first show the following claim:

Claim 4. Using (X,p) we can find a feasible solution (X,7) to LP that fulfills the following addi-
tional conditions:
K

e for all bidders i € A\ E with i #w and d; > d; : % < d; —

f

e for all biddersi € A\ E with i # w anddi:dj: %ﬁdi_:_i

Proof. We first recall that the case d; > d;-" happens when the LP is computed before the demand
of bidder ¢ has been updated as in line 25 of AUCTION. The case d; = dj happens after the update
has been made for bidder 1.

To prove this claim we set 4; 1= > ,cja;zij —¢; = czf- — ¢;. First we show that (X,7) fulfills
the constraints of LP. Since the allocation (X,p) is derived from the last linear program executed
by the algorithm, it fulfills the conditions 3 ;c;@;; = 1Vj € J and } ;¢ 25 = ki Vi € I. By
definition ZjEJ T 0 — v =¢; Vi € L.

Recall that bf is the remaining budget of bidder i at the end of the auction, that is, the money
not spent by . Note that bidder 7 clinched 7; = clf- — ¢; “weighted capacity” after LP was executed.

Case 1: Consider first a bidder ¢ # w with d; > df. Note that for bidders of this type the
remaining budget when LP is called is d;m and that these bidders pay a price per “weighted capacity
unit” of at least 7 for all capacity that was not clinched before LP was executed. Thus, bidder 4
pays d;m — bzf- for all the “weighted capacity” that was not clinched before LP was executed. Thus,
’72'71' S diﬂ' — b£
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Case 2: Consider next a bidder i # w with d; = d". Note that for bidders of this type the
remaining budget when LP is called is d;7T and that these bidders pay a price per “weighted
capacity unit” of at least 7+ for all capacity that was not clinched before LP since they can only
clinch at the price 7% or higher. Note that we know that 77 < v; : Since i € A\ E it holds that
v; > m, and therefore, v; > «+. Thus, bidder i pays d;7™ — blf- for all the “weighted capacity”
clinched after LP was executed. Thus, 4,77 < dynt — bf. d

Next we define 7' = 3" ;27 ;a; — ¢; = ¢] —¢; for all i € I and show that (X”,~") is a feasible
solution of LP and that 4/, < s thus leading to a contradiction. Note that v/ = 4, + ¢’. By
the definition of X" for all 4 € I it holds that }-,c ;27 = 3 ,c;2i; = K; as whenever for some
T with -1 < 7 <1, :E;’J is set to z; ; + 7 for some j € J, x;’l is set to z;; — 7 for some other
I € J. Additionally for every j € J it holds that Y ,c 2} ; = 3;c; 7;,; = 1 as whenever xy  is set
to x4, + 7 for some 7 with —1 < 7 < 1, either :EZPHJ is set to wg,,,; — T, or x;’pil’j is set to
Ta, ,; — 7. Thus (X”,~") fulfills constraints (a) and (b) of LP. By the definition of 4" constraint
(c) also holds.

For constraint (d) note that for all ¢ € I'\{u,w} we know that 7/ = 4; < d;, and thus, constraint
(d) holds for such i. For ¢ = w, by definition of a trading swap djet ozjxg’,j < > jes @5, and thus,
Yol < A < dy. Hence constraint (d) also holds for i = w. For i = u, we know that ~/ = 7, + ¢
and we have to show that d,, > ~.I.

Since cfu > ¢, we know that w is still an active bidder when LP is executed, and thus, v,, > .
Hence, bf, = by, — py > pl, — pu = V0,0 > 7.

By v, > 7 it follows from the definition of a trading swap that v, > 7 and that therefore
u € A\ E. Consider first the case that d, > d}. By the previous claim it follows that d, >

Au + % >y +6=7"+8§—08 >~/ Consider next the case that d, = d}. By the previous claim
it follows that dy, > §y + Uk > 5, + 05 = 5, + 0 = ..

It remains to show that 7/, < s. Recall that by the definition of LP it holds that ¢, + s > ¢/,
while, by definition of 4.}, ¢,y + 7., = /. Thus 7./ < s, which leads to the desired contradiction.

C Proof of Lemma 1

We first show the following claim:

Claim 5. For every legal allocation (N,p) in the indivisible case there exists a legal allocation
(X,p) in the divisible case where all the bidders and the auctioneer have the same utility.

Proof. The utility of the auctioneer stays unchanged, since we leave the payments unchanged. We

set x;; = % Vi € I, Vj € J. The utility of bidder 7 is the same for (NV,p) and (X, p),

since the utility of bidder i is 3¢, %Hr € Rnj, = i}|vi — pi = > ey jxijv; — pi for (N,p).

JEJXR|nj =i} _
' [R] -
>jes % = >_jeJ Tij, and therefore it implies the demand constraint in (X, p). Since all
the slots are fully assigned to the bidders in (NV,p), and consequently for (X,p), it follows that
(X,p) is legal. O

The demand constraint for (IV,p) implies x; > max,er |[{j € J|n;, = i}| > G

Given a probability distribution over legal allocations for the indivisible case, transform each
legal allocation that has a non-zero probability into a legal allocation for the divisible case. Then
create a new allocation for the divisible case by adding up the all of these legal allocations for the
divisible case weighted by the probability distribution. Since the weights are created by a probability
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distribution, they add up to 1, and thus, the resulting combined allocation fulfills Conditions (1)
and (2) of a legal allocation. As the payment is identical to the payment for the indivisible case,
Condition (3) is also fulfilled.

D Construction of the matrices in Section 4

We construct M in the following way: we give every entry (4,c) € J x C of M that has the value
¢ € I a unique number [;. that is starting from 1; we assign the same value to two entries (j,c)
and (j,¢) in M if and only if the corresponding entries in M have the same values (m;. = mj/ )
and their numbers [;. and 1 » fulfill Llﬁj = L%j To be more concrete, let the indicator
variable 6; j. = 1 if m;. =4 and 0; j . = 0 otherwise. We define ;. := Z(jl’c,)
Sie=A0"d)e IxC|(j <j) V(' =7ind <c)} and construct matrix M of size |J| x |C| by
Mje = (Z:Zfl mi/) + Llﬁj + 1. The matrix M has the property that all the entries that have an

€5 Om; o.j',c Where

identical value in M have an identical value in M, but every value appears at most |C| times in M.
Theorem [ gives the swapping algorithm that is applied to M. The pseudo-code of the algorithm
is presented in the proof of the theorem.

We can now use the swapping algorithm on M and get a matrix M’ of size |.J| x |C| where none
value appears more than once in the same column.

To construct matrix M’ we simply reproduce the swaps that happened to matrix M on matrix
M. We define the matrix M’ with size |J| x |C| where m; . = min{v € I| S0k < mjc}. The
values of the entries of M’ correspond to the bidders in I and in each column each value i € I
appears at most x; times. This methodology preserves the amount of capacity of each slot j € J
that is allocated to each bidder i € I (i.e., {c € C|m} . =i}| = X ccdijec = vij Vi € [,Vj € J).

E Proof of Theorem 4

Our goal is to find an algorithm that swaps the values between the entries such that each value
appears only once in each column. We define » = |J| and n = |C|. Let the indicator variable
dije = 1if mj. =1, § . = 0 otherwise. We define the badness of a value i € I as 3;(M) =
et 2cec(0ije) — e € Ol X e dije > 0} as the difference between the number of entries which
have value i and the number of columns in which ¢ appears. Moreover, we define by (M) =
> icr Bi(M) the badness of matrix M. When each value appears at most once in each column,
the badness of the matrix is 0. We aim at reducing the badness of the matrix at each sequence of
swaps.

Let us assume that ¢ appears more than once in column a. Then, there exists a column b where &
does not appear at all, because each value appears in at most n entries. For the following operations
we consider only the columns a and b. We now define a sequence of swaps between pairs of entries
of the two columns. We can see the two columns as the two sides of a bipartite graph. We set
vertices A = {aq,...,a,} on the left side and vertices B = {by,...,b,} on the right side. The values
of the a; and b; are m;, and m;, respectively for all j € J. We set edges {(a;,b;)[j =1,...,r}
from left vertices to right vertices of the same slot, and edges {(bj,ax)|m;p = myq} from right
vertices to left vertices with same value.

We define a swapping alternating path (a;,,bj,,...,a;,,b;) on the bipartite graph. The path
starts with a vertex of the left side and ends with a vertex of the right side. We start with a;,, one
of the vertices on the left side with value ¢, and set 79 = ¢. Vertex a;, is followed in the path by
vertex bj, . Let mj, ; = iy be the value of vertex bj, . If value ¢, appears more than once on column
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b then we end the path. Otherwise, we continue to the left with any of the edges (bj, ,aj,,,), if any
such edge exists. Finally, we implement ¢ swaps by exchanging the values of the endpoints (a;, , b;,)
of each edge on the path, i.e., we exchange mj, , with m;, 3.

We prove two claims:

Claim 6. The sequence (i1,...,i;) does not contain any value more than once and it does not
contain value ig.

Proof. Assume that the path has reached vertex bj on the right side of the graph. The path
continues to the left side only if the value i appears only once on the right side. Therefore, the

sequence (i1, ...,17;) contains the values of the vertices on the right side only once. The set does
not contain iy = ¢ since value ¢ does not appear on b. O
Claim 7. The sequence of swaps along the edges (aj,,bj,), k =1,...,t, reduces the total badness

of the matriz by at least 1.

Proof. The first swap of the path reduces the badness of bidder i = iy by 1, since there exists no
value i on any entry of column b. We now prove that the total badness of bidders {iy,...,4;} does
not increase. Consider any value ¢, with k£ < t. If value 7 is moved to entry mj, , then i; appears
only once in b. However, value i is also moved from entry mj, , o to mj, . Thus, the badness of
bidder i; does not increase. For value i;, that is moved from mj, ; to mj, 4, we observe that either
value i; appears more than once in b or that there is no entry on a that contains #;. In both cases
the badness of 7; does not increase. O

Algorithm 3 Swapping Algorithm.
1: procedure SWAPPING(M)
2 J+{1,...,rows(M)}
3 C +{1,...,columns(M)}
4: n < maX; oyejxC Mj,c
5: forie{l,...,n} do
6
7
8
9

Je— {{jeJmj.=i}| Vee C
while max.cc(j.) > 1 do
a < min({c € Clj. > 1})
: b <+ min({c € C|j. = 0})
10: i<

11: k<0

12: repeat

13: k< min({j € J\ {k}Imjq =17})
14: Mia < Mgk

15: Mg p < 7’

16: i = my g

17: until [{j € Jim;, =7} =1V I[{j e Jim;p =17} >0
18: Ja < Ja—1

19: g +1

20: end while

21: end for

22: return M

23: end procedure
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The proof of the theorem is therefore completed. Algorithm [Blimplements the idea of the swaps
that is described above.

F Proof of Theorem 5

In order to prove Theorem [l we need the following lemmas and the definition of Pareto equivalent
trading paths.

Lemma 3. Let H and H' be two allocations with all items allocated. The symmetric difference
HOS H' between the two allocations can be decomposed into a set of alternating paths (simple paths
and paths with cycles) with respect to H.

Proof. Let the graph G be a directed graph. The edges from the matching H are directed from
bidders to items and the edges from the matching H are directed from items to bidders. Since H
and H' have all items allocated, in both matchings there are m edges for every item. Moreover,
each item in G will have an equal number of incoming and outgoing edges. Thus, no item has to
be the start or the end of a path, and we can always find two edges incident to any item such that

there are no two consecutive edges from H or H . O
Proof of Lemma [2l Assume that 0 = (a1,t1,...,tj-1,a;) is an alternating path with a cycle. Let
s, be the first vertex of the cycle in the order. We decompose the path into o5 = (a1, ..., Sk—1, Sk),
0c = (8ky Skt1y---+8i-1,5k), and ¢ = (S, Sit1,...,0a;), where s; is either a bidder or an item. If

sk is an item, say ¢, then sy_1, sky1, 8;—1, and s;41 are bidders, and t € S5, _,, t € Ss,,,, t € Ss,_1,
and t € Ss;,,. Moreover, t € Hs,_,t € Hs,_,,t ¢ Hs, ,, and t ¢ Hs,,, by the definition of an
alternating path. Thus, the concatenation of o, and o, is still an alternating path and it is simple.
In the same way, if si is a bidder, say a, we have that sp_1, sgr1, Si—1, and s;41 are items and
{Sk—1,Sk+1,Si—1,Si+1} S Say Sk—1 & Ha,8i—1 & Hg, Sp+1 € Hg,8i41 € Hy. Thus, we can again
concatenate o4 and o, and obtain a simple alternating path. The above process can be iterated if
there exist more cycles in the path. O

We conclude that for every trading path there is a Pareto equivalent simple trading path and
that if there are no simple trading paths then there are no trading paths at all.

Now we are ready for the proof of Theorem Bl This proof and the proof of Theorem [@] follow
very closely those of [10].

Proof of Theorem [5l Let Q be the predicate that (H,p) is Pareto optimal, Ry be the predicate
that all items are sold in (H,p), and Rs the predicate that there are no trading paths in G with
respect to (H,p). We seek to show that Q & Ry A Ra.

Q = (R1 A Rz2): to prove this we show that (-R; V -Rg) = —Q.

If both R1 and Rg are true then this becomes False = —Q which is trivially true.

If the allocation (H,p) does not assign all items (—Rq) then it is clearly not Pareto optimal
(—Q). We can get a better allocation by assigning unsold items to any bidder ¢ with such items in
S;. This increases the utility of bidder .

If =Ro then there exists a trading path ¢ in G with respect to (H,p). Let ¢ = (a1,t,
ag,ta,...,aj-1,tj_1,a;), with vy, > ve, and b; > v4,; then we can decrease the payment of
bidder a; by vg,, increase the payment of bidder a; by the same v,,, and move item ¢; from bidder
a; to bidder a;11 for all « = 1,...,57 — 1. In this case, the utility of bidders a1, as,...,a;_1 is
unchanged, the utility of bidder a; increases by va; — vs; > 0, and the utility of the auctioneer

7

19



is unchanged. The sum of payments by the bidders is likewise unchanged. This contradicts the
assumption that (H,p) is Pareto optimal.

We now seek to prove that (R A R2) = Q. We note above that if not all items are allocated
(—=R1) then the allocation is not Pareto optimal (—Q), thus Q@ = R4 and (trivially) Q@ = Q ARy
(Pareto optimality implies that all items allocated). Thus, (R1 AR2) = Q = QAR,. If Ry is false
this predicate becomes False = False, thus we remain with the case where all items are allocated.

We show the contrapositive: =Q = (=R1 V = Rg). Assume —Q, i.e., assume that (H,p) is not
Pareto optimal. Further assume Rq, that H assigns all items. We will show —Ro, i.e., that there is
a trading path with respect to (H,p). Since (H,p) is not Pareto optimal, there must be some other
allocation (H',p’) that is not worse for all players (including the auctioneer) and strictly better for
at least one player. We can assume that (H',p’) assigns all items as well, as otherwise we can take
an even better allocation that would assign all items.

By Lemma B we know that H and H’' are related by a set of alternating paths (simple and
not) and cycles. On a path, the first bidder gives up one item, whereas the last bidder receives
one item more, after items are exchanged along the path. Cycles represent giving up one item in
return for another by passing items around along it. Cycles do not change the number of items
assigned to the bidders along the cycles so we will ignore them. Moreover, by Lemma 2] we know
that every trading path that is not simple has a Pareto equivalent simple trading path and if it
does not exist any simple trading path then there are no trading paths at all. Thus, we can focus
on the existence of simple trading paths. Let us denote the number of alternating paths by z, and
denote the start and end bidders along these z alternating paths by x1,...,x, and y1,...,y.. We
assume that the same bidder may appear multiple times amongst z;’s or multiple times amongst
y;’s, but cannot appear both as an x; and as a y;, since we can concatenate two such paths into
one. Such an alternating path represents a shuffle of items between bidders where bidder z; loses
an item, and bidder y; gains an item when moving from H to H'. In general, these two items may
be entirely different.

Assume there are no trading paths with respect to (H, p). Then it must be the case that for each
alternating path j either vy, < v, holds, sz < vg; holds, or both holds, where sz is the budget
left over for bidder y; at the end of the mechanism. We define 4 = {j € {1,...,2}|v,, < v} and
v=A{1,...,z}\ u

Now, no bidder is worse off in (H’,p’) in comparison to (H,p), the auctioneer is not worse off,
and, by assumption, either

(A) some bidder is strictly better off, or
(B) the auctioneer is strictly better off.

First, we rule out case (B) above: Consider the process of changing (H,p) into (H',p’) as a two

stage process: at first, the bidders z1,...,z, give up items. During this first stage, the payments
made by these bidders must decrease (in sum) by at least Z~ = >°7_; v,,. The second stage is that
bidders y1, ..., y, receive their extra items. In the second stage, the maximum extra payment that
can be received from bidders yq, ..., ¥y, is no more than
ZE=3 vy ) by <Y v Y v =2, (7)
JER Jjev JER Jjev

by definition of sets u and v above. Thus, the total increase in revenue to the auctioneer would be
Zt — Z~ < 0. This rules out case B. Moreover, as the auctioneer cannot be worse off, Z+ = Z~
and from Equation (7)) we conclude that

Zvyﬁzbﬁ@zzvxﬁz%r (8)

JE Jjev JE Jjev
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By definition, we have for j € p that vy, < v;;, and for j € v we have that sz < vg;. Thus, if
v # () then the left hand side of Equation (8)) is strictly less than the right hand side, a contradiction.
Therefore, case (A) must hold and it must be that v = (). We will conclude the proof of the theorem
by showing that these two are inconsistent. By (A), we have that |H/|vg — pl, = |Ha|va — pa for
each bidder a whose utility does not increase, |H}|vg — p, > |Ha|va — pa for at least one bidder a,
and Y ,cr Py = D oaer Pa- We can now derive that

Y [Hilva > |Halva + <Zp; - Zm) :

ael acl ael ael
and hence,
> (| Hal = [Hal)va > 0. (9)
ael
Now, whenever a = x; for a j € {1,...,z} we decrease |H]| — |[H,| by one, whenever a = y; for a

j€{l,...,z} we increase |H]| — |H,| by one. Thus, rewriting Equation (@) we get that

Y (el Ha=y}l - {j € {1,...,2}a = z;}[)va >0,

acl
respectively
z z
Zvyj - ZU%‘ > 0.
j=1 j=1
Hence,
z z
2 vy > D v, (10)
j=1 j=1
but Equation (I0) is inconsistent with Equation (8) as v = () implies that u = {1,..., z}. O

G Proof of Theorem 6

We present the proof of Pareto optimality for the auction described in Algorithm [4l
We first state the fact that the auction will sell all slots of all rounds. As stated in Theorem [G],
this is a necessary condition for Pareto optimality.

Lemma 4. If the multiset-union of all preference sets S = ;< S; fulfills U C S, the auction will
sell all items.

Proof. At the beginning of the auction the price is zero, and thus, every bidder demands his hole
preference set S;, and all slots can be sold. During the auction the demand of bidder i decreases
either when he buys a slot, or when his demand gets updated to D;". The first case does not affect
the demand for the unsold slots. In the second case, the usage of the B-matching guarantees that
the other bidders demand all the unsold slots at the current price when we decrease ¢’s demand. [

Now we need to show that there are no trading paths in the final allocation (H*,p*) produced
by Algorithm [l Consider the set of all trading paths ¥ in the final allocation (H*,p*).

Definition 3. We define for every o € X:

e Let Y7 be the S-avoid matching used the first time some item 7 is sold to some bidder a
where (a,r) is an edge along 0. Y7 is either an E-avoid matching (line @ of Algorithm M) or
an a-avoid matching for some bidder-item edge (a,r) along o (line [0 of Algorithm ).
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Algorithm 4 Combinatorial Auction with Budgets

1: procedure COMBINATORIAL AUCTION WITH BUDGETS(v, b, (S;)ier)
2 T 0

3 while A # () do

4 SELL(E)

5: A+~ A-F

6 repeat

7 if 3i|B(—{i}) < ¢ then SELL({i})

8 else

9: For an arbitrary bidder i with d; > D ():
10: di < D (m)
11: end if
12: until Vi: (d; = Df (7)) A (B(—{i}) > t)
13: Increase 7 until for some i, D;(m) # D ()
14: end while

15: end procedure

Algorithm 5 Compute an Avoid Matching via Min Cost Max Flow

1: procedure S-AvOID MATCHING
2: Construct interest graph G:

e Each active bidder a € A on the left with capacity constraint d,,.
e Each unsold item r € R on the right with capacity constraint c,.
e Edge (a,r) from bidder a € A to unsold item r € R iff r € S,.

3: Return maximal B-matching with minimal number of items assigned to bidders in S,
amongst all maximal B-matchings.
4: end procedure

Algorithm 6 Selling to the Set S of Bidders

1: procedure SELL(S)

2 repeat

3: Compute Y = S-AvOoID MATCHING

4: For arbitrary (a,r) in Y with a € S, sell item r to bidder a and set S, <— S, \ {r}.
5 until B(—S) >t

6: end procedure
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e If Y7 is an E-avoid matching, let E° be this set of exiting bidders.
e If Y7 is an a-avoid matching, let a® be this bidder.

e Let 9 C H* be the set of edges (a,r) such that item r was sold to bidder a at or subsequent
to the first time that some item ' was sold to some bidder o’ for some edge (a/,7’) € 0. The
edge (a’,r’) is itself in F.

e Let t? be the number of unsold instances just before the first time some edge along o was
sold. That is, t7 is equal to the number of instances matched in F°.

e Let 77 be the price at which Y7 is computed.
e Let b7 be the remaining budget for bidder a before any item is sold in SELL(E?) or SELL(a?).

We partition 3 into two classes of trading paths:

e Y is the set of trading paths such that ¢ € X iff Y7 is some FE?-avoid matching used in
SELL(E?) (line [ of Algorithm []).

e Y_p is the set of trading paths such that o € ¥_g iff Y7 is some a?-avoid matching used in
SELL({a?}) (line [0 of Algorithm []).

Lemma 5. X5 = 0.
Proof. We need the following claim:

Claim 8. Let o = (a1,72,...,a;-1,7j-1,0;) € X be a trading path, and let (a;,7;) be the last edge
belonging to Y7 along o. Then the suffix of o starting at a;, (a;,ri, ..., a;), is itself a trading path.

Proof. This follows as the valuation of a; is equal to the current price 7% when SELL(E?) was
executed, and the valuation of ay is greater than or equal to 77 as edge (a1,71) was unsold prior
to this SELL(E?) and does belong to the final F. O

From the claim above we may assume, without loss of generality, that if Xz # () then 30 € X
such that the first edge along o was also the first edge sold amongst all edges of o, furthermore, all
subsequent edges do not belong to Y.

As no further items will be sold to a bidder a € E7 after this SELL(E?), the number of items
assigned to E-type bidders is equal for Y7 and F°. We seek a contradiction to the assumption
that Y7 was an E?-avoid matching. Note that the matching F? is an E?-avoid matching by itself
because exactly the number of items assigned to E-type bidders in Y7 are being sold to them. We
now show how to construct from F¢ another matching that assigns less items to E-type bidders.

We show that the number of items assigned to bidder a; in F'? can be reduced by one by giving
bidder ayg41 item ry for £k = 1,...,7 — 1. This is also a full matching but it remains to show that
this does not exceed the capacity constraints d,; of bidder a;.

As dy; = Dy, for all @ € A when SELL(E?) is executed, bidder a; has a remaining budget
greater than or equal to vy at the conclusion of the auction, and each item assigned to bidder a;
in F7 is sold to him at a price greater than or equal to 7% = vy, it follows that at the time of
SELL(E?) we have that D, is greater than the number of items assigned to a; in F°. Thus, we can
increase the number of items allocated to a; by one without exceeding the demand constraint d;.

Now, note that a; is not an E-type bidder, and the new matching constructed assigns less items
to E-type bidders than the matching F'?. Hence, F is not an E?-avoid matching, and in turn
neither Y7 is E%-avoid matching. O
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We have shown that X = (). It remains to show that X_p = (.

Assume Y_p # (). Order 0 € Y_g by the first time at which some edge along o was sold.
We know that this occurs within some SELL({a”}) for some a? and that a” ¢ E. Let us define
o= (a1,m1,0a2,72,...,a;-1,7j—1,a;) be the last path in this order, and let e = (a”,77) = (a,74).

Recall that Y7 is the a”-avoid matching used when item r? was sold to bidder a”. Also,
F? C H* is the set of edges added to H* in the course of the auction from this point on (including
the current SELL({a;})).

Lemma 6. Let o, a®° = a;, and v = r; be as above, then there was another full matching X when
Y7 was computed as an a®-avoid matching and X has the following properties:

(a) The suffix of o from a; to a;:
olai,...,aj] = (a;, 1, QGix1, Tig1, .-, Q5—-1,T5-1, Gj),
is an alternating path with respect to X (i.e., edges (ag,ry) where i <k < j—1 belong to X ).
(b) The number of items assigned to a; is equal in X and in Y.
(c) The number of items assigned to a; is equal in X and in F°.

Proof. We use the notation M(a) for the number of items assigned to bidder a in a matching M.
We know that F7(a;) > Y?(a;) since there is otherwise a contradiction because Y7 is an a;-avoid
matching.

Notice that if F7(a;) = Y?(a;), it is possible to choose X = F? and the conditions above follow
trivially.

Now, consider the case where F7(a;) > Y?(a;). Y7 and F'? are both matchings that assign all ¢
instances, thus by Lemma B we know that the symmetric difference between the two matchings can
by expressed by sets of alternating paths. We consider the smallest such set, i.e., no two alternating
paths can be concatenated. By Lemma [2] we know that we can obtain a Pareto equivalent set of
simple alternating paths with respect to F?. From the fact that F'?(a;) > Y(a;), we can obtain
d = F%(a;) — Y?(a;) alternating paths that start from a;. Consider one of this paths, 7 = (a; =
91,581,492, 82, - .,41), where g are bidders, s are items, (g, si) € F, and (sg,gx+1) € Y.

We argue that ola,...,a;] and 7 are bidder disjoint, besides the first bidder a;. By contradic-
tion, choose u to be the first bidder other to a; in common between 7 and o[a;, ..., a;]. For some
i<k <jand 1<k <1 we have u = g, = a;/. Let o be the concatenation of the prefix of o up
to a;, followed by the prefix of 7 up to gy and followed by the suffix of o from g, = a,/ to the end.

!

g = (alyrlv"'vai =01,81,92,---,9k :aklvrk’7ak’+17"'7aj)

This is a trading path in F and no edge is sold before (a;,7;) in contradiction with the assumption
that o is the last trading path in the defined order amongst all trading paths. Thus, ola;, ..., a;]
and 7 have the bidder a; in common and the other bidders along the paths are different. It could
be possible that they have some items in common but this is no problemE For any such 7 = (a; =
91,581,492, 52, - .,41), we can move item sy from bidder g to bidder g1 where 1 < k < [—1 without
violating the demand of bidder g; because s;_; was assigned to ¢; in Y7, and g; is not the first
bidder in another alternating path.

3This is the case because if there are items in common but no bidders unless a;, the edges that belong to o[ai, . . . , a;]
are not modified by any 7, so ola,...,a;] will be an alternating path with respect to the X we will define and the
number of items assigned to bidder a; does not change for the same reason.
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As we can do so for all paths 7, we obtain a new full matching X by applying the swaps of all
the alternating paths to F'?. X assigns to a; the same number of items as Y7 and from the fact
that a; does not appear in any 7, the number of items assigned to him is again F7(a;). O

Corollary 1. YX_g = 0.

Proof. Assume that X_g # (), select 0 € ¥ as in Lemma[6] and let a® = a; and 7 = r;. We now
seek to derive a contradiction as follows:

e when Y7 was computed there was also an alternative full matching Y’ with fewer items
assigned to bidder a;, contradicting the assumption that Y7 is an a;-avoid matching, or

e we show that the remaining budget of bidder a; at the end of the auction, sz, has sz < vy,
contradicting the assumption that o is a trading path.

Let X be a matching as in Lemma [l and F? be as defined in Definition Bl Also, let X(a),
F?(a), be the number of items assigned to bidder a in the full matchings X, F, respectively.
We consider the following cases regarding d,; when Y7, the a;-avoid matching, was computed:

(a) do; > X(a;): Like in Lemma 5l we can decrease the number of items sold to a; by assigning
item ri to bidder agyq for k =1i,...,5 — 1, without exceeding the demand constraint daj.

(b) da; = X(a;j): We show that b7 < (X(a;) + 1)77.

e Dy = Dj{j: Observe that X (a;) is smaller than the current number of unsold items r,
and smaller than the cardinality of the interest set S, of bidder a;. This follows because
Tj—i € Sa;, but no instance of r;_; was sold to bidder a; and an instance of r;_ is unsold
at that time by the definition of o. Thus,

ol oobg
S 1

7T0'

and hence,
bgj < (X(a;)+1)m°.

e Dy, # DCJ[J_: Observe that a; ¢ E as vq; > vq, and a; ¢ E. As a; ¢ E, the only
reason that Dg; # Dj{j can be that the remaining budget of bidder a;, bgj, is an integer
multiple of the current price 77. Then, Dl;; = D,,; — 1 and by the same reason as above

ba g b, .
Dy; = |+#]. As |#] = +#, it follows that
X(a;) = da; > D} = Doy =1 =107 /77 — 1,

and hence,
by, < (X(aj) + 1)m”.

Note that the current price 77 < v,, because we assume that a; was sold r; as a result of
SELL({a;}) where a; is not an exiting bidder and not of SELL(E). As (a;,r;) was the first
edge that was sold along o, either r; was sold to a; for a price larger than 7%, or r1 was sold
to a; at price 77 as a result of SELL({a1}) where a; is not an exiting bidder. Thus, 77 < v, .
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By Condition (c) of Lemma [6] we can deduce that
by, < (X(a;) + Dm? = (F7(a;) + )77

Bidder a; are sold exactly F'?(a;) items at a price not lower than 77. Hence, at the end of the
auction the remaining budget b:;j of bidder a; is lesser than or equal to 7. This contradicts
the assumption that o is a trading path since

by, <77 <. O

H Proof of Theorem 7

We show the impossibility result for the case of two bidders and two items. In order to demonstrate
this theorem we use the following two lemmas. The first one follows closely the one of [10].

Lemma 7. Consider any incentive compatible, Pareto optimal, bidder rational, and auctioneer
rational multi-unit auction with marginal valuation functions that produces an allocation (H,p). If
bidder 1 has positive valuations v1(1) and v1(2) and wins both items then the payment py by bidder 2
s zero.

Proof. First, consider the case when vy(1) = 0,v2(2) = 0. Then any Pareto optimal auction has
to assign both items to bidder 1. If any of the items were to be left unassigned, or would be
assigned to bidder 2, we could assign it to bidder 1, without changing any payment. This does
not change the utility of bidder 2, nor the utility of the auctioneer, but would strictly increase the
utility of bidder 1. Because of incentive compatibility, bidder 1 pays p; = 0. Otherwise, bidder
1 could reduce his reported valuation and attain the item at a lower price. If follows from bidder
rationality that po < 0. However, it follows from auctioneer rationality that bidder 1 must pay zero,
as —py < p1 = 0. Now, consider the case when both bidders have nonzero valuations. Then for
every instance in which bidder 2 gets no items it must be that ps = 0. By incentive compatibility
his payment cannot depend on his valuation, and when bidder 2 reported a valuation of zero then
Po Was Zero. O

Lemma 8. Consider any incentive compatible, Pareto optimal, bidder rational and auctioneer
rational multi-unit auction with budgets and marginal valuation functions: if vi(|R|) > v2(1) and

leli‘l vo(j) < by, where |R| is the number of items, then all items will be assigned to bidder 1.

Proof. The lemma follows directly from the definition of Pareto optimality. If an item is assigned
to bidder 2, it follows from the assumptions that:

o vi(|R]) > v2(1)

o S uy(j) < b1 = Y 0a(5) — S, 0a(h) < b1 — S 0a() = b1 > 0a(1)

The last implication follows from incentive compatibility and bidder rationality. This implies
the existence of a trading path from bidder 2 to bidder 1 and from Theorem [{ we know that the
allocation is not Pareto optimal. It follows that no item can be assigned to bidder 2. O

Moreover, we will use the following theorem from [7]. Please note that their definition of
individual-rationality corresponds to our definition of bidder rationality and their definition of no-
positive-transfers corresponds to our definition of auctioneer rationality.
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Theorem 8 (Theorem 4.1 in [7]). Let A be a deterministic truthful mechanism for m items and 2
players with known budgets by and by that are generic. Assume that A satisfies Pareto-optimality,
individual-rationality, and no-positive-transfers. Then if vi # vo the outcome of A coincides with
that of the clinching auction.

We are now ready to prove the main theorem:

Proof of Theorem [7. Consider the case of two bidders and two items such that: v1(1) = 5,
v1(2) =5, by = 3, va(l) = 2, v2(2) = 2, and by = 11. From the Theorem [ we know that the
outcome has to be equal to the outcome of the clinching auction of [6]. Thus, both bidders receive
one item at prices p; = 2 and po = 1.5 and the utility for the two bidders are u; =5 —2 =3 and
uy =2—15=0.5.

Now, assume that the true marginal valuations for bidder 2 are ve(1) = 2 and v2(2) = 1. It
follows from Lemma [ that all items are assigned to bidder 1. Thus, from Lemma [7] the payment
of bidder 2 will be zero and his utility will be zero too. We conclude that bidder 2 has an incentive
to lie in his marginal valuation function. O
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