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Abstract

Intrinsically disordered proteins (IDPs) are biomolesulleat do not have a defi-
nite 3D structure; their role in the biochemical network afedl relates to their ability
to switch rapidly among different secondary and tertiaryctures. For this reason,
applying a simulation computer program to their structstatly turns out to be prob-
lematic, as their dynamical simulation cannot start froomavin list of atomistic po-
sitions, as is the case for globular proteins that do criyatahnd that one can analyze
by X-ray spectroscopy to determine their structure.

We have established a method to perform a computer simnlafithese proteins,
apt to gather statistically significant data on their transistructures. The only re-
quired input to start the procedure is the primary sequehteealisordered domains
of the protein, and the 3D structure of the ordered domafrasy. For a fully disor-
dered protein the method is as follows.

(a) The first step is the creation of a multi-rod-like confagion of the molecule,
derived from its primary sequence. This structure evolygsathicallyin vacuo or in
an implicit model of solvent, until its gyration radius - omyaother measure of the
overall configuration of the molecule - reaches the expartai@verage value; at this
point, one may follow two different paths.

(b1) If the study focuses on transient secondary structfrése molecule, one puts
the structure obtained at the end of the first step in a boxagting solvent molecules
in explicit implementation, and a standard molecular dyiecaraimulation follows.

(b2) If the study focuses on the tertiary structure of theanuole, a larger sampling
of the phase space is required, with the molecule movingiiyn leege and diverse re-
gions of the phase space. To this end, the structure of thésl@Pevolve dynamically
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in an implicit solvent using metadynamics, an algorithit #&eps track of the regions
of the phase space already sampled, and forces the systeamdiemin further regions
of the phase space.

(c) One can increase the accuracy of the statistical infoomaathered in both
cases by fitting, where available, experimental data of tbeem. In this step one ex-
tracts an ensemble of 'best’ conformers from the pool of afifigurations produced
in the simulated dynamics. One derives this ensemble by snafaan ensemble opti-
mization method, implementing a genetic algorithm.

We have applied this procedure to the simulation of tau, drteelargest fully
disordered proteins, which is involved in the developmédmtinheimer’s disease and
of other neurodegenerative diseases. We have combinedgstksrof our simulation
with small-angle X-ray scattering experimental data toamttfrom the dynamics an
optimized ensemble of most probable conformers of tau.

The method can be easily adapted to IDPs entailing ordeneichs.

PACS: 87.14.E-, 87.15.ap, 87.15.bd, 87.15.bg

Keywords: Intrinsically Disordered Proteins; tau protein; transient secondargtates;
transient tertiary structures; molecular dynamics; metadynamics

1. Introduction

Intrinsically disordered proteins (IDPs) do not have an average stabieture in their na-
tive state; they are similar to a random coil fluctuating in an ensemble of ¢nafmns, and

resemble highly denatured proteins [1, 2]. Due to their flexibility, and atiavee with the

well-known lock-and-key biomolecular paradigm, they perform tasksfiodiular proteins

cannot perform [1, 3, 4, 5, 6]. IDPs entail at least one extendeatdised region, and
can entail globular domains alternating with flexible linkers or disordered oema@hese

proteins are therefore characterized by different degrees ofddisdrom those formed by
globular domains connected by disordered segments to those totally desbfile?]. Even

the latter may entail segments endowed, albeit temporarily, with secondasiustisisuch
asa-helices,3-sheets or PPII helices [7].

The main functions of IDPs are not structural, but regulatory: controfutadion and
signalling. A characteristic feature of their biological function is an interacénergy
among residues that is significantly lower than for globular proteins [1h&;favors fast
shifts between extended conformations, which generally accompany ttiedpito other
molecules, and disordered molten globule-like conformations. The formatibxiasolu-
tion of bound states is probably faster than in the case of globular profeidk [

The biochemical functions of IDPs relate to their secondary and tertiangtstes,
which vary in time. Given the speed at which transitions between diffefoonations
are supposed to take place, a computer simulation of their dynamics seemgptobesing
tool to characterize their time-dependent structure and to understandbéeivior. The
dynamical simulation of an IDP is a computational challenge, because bytidefitnere
are no experimentally determined 3D structures of the whole molecule, siEcPR@tein
Data Bank file, from which to start. We have developed a method to perfompuater
simulations of IDPs, apt to overcome this obstacle and to gather statisticallycagiifiata
on the transient structures of the proteins.
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The simulation of an IDP confronts a second problem, namely the choiceuitale
force field. Molecular mechanics force fields have been parametrizédiaed protein
structures, and therefore may not correctly reproduce the strudtdiscvdered proteins.
On the other hand, there is no alternative to the use of one of the knoeanffelds, because
anab initio calculation of a large disordered molecule would be unfeasible. Our simudation
indicate the known force fields are apt to represent - with some cautioo thelslynamics
of IDPs.

The only required input to start the procedure is the primary sequenite girotein.

We will illustrate the method by applying it to protein tau, a large, fully disorderetein'.

2. The Tau Protein

The tau protein, one of the largest fully disordered IDPs [3], is invoivetthe nucleation
and stabilization of the microtubules (MTs) in the cytoskeleton of the axonseondiu-
rons. Protein tau achieves stabilization through the bonding of its repeatziddo the

a- and g-tubulines forming the MTs [8]. But the same tau can aggregate in pairedghelic
filaments (PHFs) and form fibrils which, in their turn, form insoluble tanglesg]; this
pathological deviation from its physiological function together with othetdfiactriggers
the development of Alzheimer’s disease and of other neurodegemretieases [8].

Tau exists in several isoformiswe have chosen to simulate its htau40 isoform, which
is located in the human central nervous system; it has 441 residues andcalarobeeight
of 45.85 kDa. One can distinguish in its primary sequence four domaingspanding
to morphologically different sections of the molecule: the N-terminal projedimmain
(residues 1-150); a proline-rich segment (residues 151-243)naidaentailing four repeats
(residues 244-368); the C-terminal domain (residues 369-441).

The process of formation of the PHFs is not entirely known, but some afdtsifs and
stages have been investigated. A precursor stage of tau’s polymeribatdreen related
to specific transient global folds of the protein, in which the N-terminal isefdldear the
repeats domain in a hairpin conformation [7, 9, 10], or the C terminal is inipiigxof the
repeats domain and the N-terminal is folded near the C-terminal in a papenafirmation
[5, 11, 12]. The pathological aggregation in the form of insoluble tarttdedeen attributed
to a local transition from the unfolded state tG-atructure [13, 14, 15, 16]. The aggregation
process is supposed to start from a nucleus entailing the VQIVYK motifgaeet with
high propensity for g-structure [10], or the VQIINK motif. These two hexapeptides are,
respectively, at the beginning of the third and of the second repe@t ID], and have been
identified as components of steric zippers formeddbyheets parallel to the axis of the
fibril [16]. The propensity of a polyproline-ll motif toward the formation @fsheets has
also been listed among the possible causes of the aggregation of tau praneihence of
the origin of tau-pathologies [4, 17].
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Figure 1. Initial shape of tau protein, as produced by the VMD program the primary
sequence [19].

3. Initial Configuration and Dynamical Evolution

In order to perform a molecular dynamics (MD) simulation of tau, we stamfite primary
sequence of amino acids. We use this sequence as an input to the visy&INUID) pro-
gram [18]; this program lines up the amino acids following their primary secgiedepart-
ing from a straight line only when obliged by stereochemical incompatibility wfirering
amino acids. The output of VMD is thus a 3D sequence of straight segnmfeantsmm acids
that bears little resemblance to a real protein, as shown in Fig.1. (Theoéhareprograms
similar to VMD).

We use the MD simulation program GROMAZ® evolve this multi-rod-like structure
invacuo at7 = 300 K [19]. The molecule’s configuration collapses in a short time. This
can be monitored by measuring the gyration radtys= (3", r2m;/ >, m;)'/? , wherer,
are the positions of the atoms with respect to the center of mass of the molewlite, a
are their masses}, measures the average size of the overall conformations of a molecule.
Curve #1 in Fig.2 shows that the collapsetyf, from an initial value of 10.4 nm to a value of
2.5 nm, takes place in about 100 ps and yields a very compact and entaogfigiration.
This fast evolution of the molecule is due to the absence of the solvent, wbidd wrevent
the collapse and the formation of a high number of intramolecular H-bondsndsecseen
in Fig.3 (curve #1). We therefore stop the evolution when the configurasnreached
a value of the gyration radius equal to the experimental avefgge: 6.57 nm [5]. The
structure obtained in this way is then embedded in water, using an explicitiorpdiait
model.

The gyration radius is known for many molecules, being measured eitherthstigt-

1 www.uniprot.org/uniprot/P10636; www.disprot.org/protein.php?ie€D126
2GROMACS release 4.5.3, www.gromacs.orgd; box volume = 15253, fitmmber99 force field; time step
2 fs; modified Berendsen thermostat, Parrinello-Rahman pressujpéran
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Figure 2. Evolution of the gyration radius’At= 300K in the first 200 ps, starting from the

configuration of Fig.1. The continuous black line (1) shows the rapid czélapthe protein

in vacuo. The dashed green line (2) shows the evolution after addition of water ntesec

to the initial configuration of tau. The dashed red line (3) shows the evolatienaddition

of water molecules to the stucture extracted at56 ps andR, = 6.57 nm [19].

tering, or by SAXS (small-angle X-ray scattering), or by small angle naucattering.
One could instead use any other measure of the overall configuration ofdleeule to
monitor its evolutionin vacuo, like asphericity, which combines shape and compactness,
and is measured by fluorescence microscopy [20].
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Figure 3. Time evolution of the number of intramolecular H-bondE at 300 K, first 200

ps. The black line (1) shows their rapid increase during the evolinieacuo. The green

line (2) shows their slow change after addition of water molecules to the initidigroation

of tau. The red line (3) shows a sharp drop when water molecules age &uithe structure

extracted at t = 56 ps and the stable subsequent evolution [19].

An alternative way to reach in a short time a configuration of a large moleoute f
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Figure 4. Time evolution of the number of intramolecular H-bonds at 300 K, beginning

at the time when solvent is introduced in the simulation. Black line (1): explicit water

molecules. Red line (2): implicit water solvent [19].

which to start the dynamical simulation is to embed the initial multi-rod-like molecule in
an implicit solvent. When one immerses the initial VMD structure in implicit water [21],
rapidly evolves to a natural conformation, which can then be used to sianuéation. The
time of this initial evolution is similar to the time of the evolutiamvacuo; for tau, it takes
about 50 ps.

A straightforward way of letting the initial multi-rod-like configuration evolve tods
a native-like state of the molecule would be to embed its initial structure in explleérso
The configuration produced by VMD from the primary sequence is egtgrahd the simu-
lation box has to be accordingly large, as a fully disordered protein (liRdltadiuates in an
ensemble of very different conformations. Therefore, in a MD simulatfaguoh an IDP,
one has to pay attention to the flexibility of the molecular structure: when petiadiad-
ary conditions are used, the box must be large enough to avoid that dhueidgnamics the
protein interacts with one of its periodic images, extending its shape to the tegidaring
the walls of the box. A large box entails a very large number of solvent mielgcthis is
a relevant obstacle to make such a simulation workable. Using the box-touteokize
relation usually adopted in this kind of MD simulation, in the case of tau one waud h
to use a box filled with about5 - 10° water molecules.

Moreover, the evolution of the molecule from the initial configuration is véowsas
shown by curves #2 in Fig.2 and Fig.3. Taking into account the experimeltad for the
average gyration radiu8, = 6.57 nm, one can foresee for the overall configuration of the
molecule, and forz,, an equilibration time in excess of several tens of nanoseconds. All
in all, this would be a computationally very expensive procedure for a mielesuarge as
tau; but it could be feasible for a small molecule.
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4. Secondary Structures

The initial evolution, eitheiin vacuo or in implicit solvent, lasts few tens of ps; at the
end one gets a structure of the molecule of a size comparable to the avepagenental
one. For large molecules (like tau) the size is significantly reduced witheetpthe one
produced by VMD; its structure can thus be put in a simulation box much smédlettiiie
initial one, and the number of solvent molecules in the box is significantly esbwdth
respect to the number needed to embed the initial extended state produv@dvia

At this stage the simulation run can begin, embedding the molecule’s structure in a
suitable solvent. Let us assume that the computer experiment aims at gathieningation
on the existence and probability of segments of the molecule endowed, athpartily,
with a secondary structure. As we show below, to achieve the best simutdtibiese
structures the solvent must be represented by explicit molecules, intordave a realistic
competition between intramolecular and intermolecular (that is, between pratkimager
molecules) H-bonds.

Tau is a good candidate for this kind of simulation. Its valug?gfis large due to the
molecule’s non-globular structure, and is about that of a random ctiieafame length (6.9
nm). Nevertheless, wheR, is measured in partial domains of tau that entail the repeats,
its value turns out to be larger than the value estimated for a random coil; thésatia
propensity of these domains to form secondary structures [5, 11auBedhese structures
would very likely be transient, there is a definite interest in a dynamical simulafitau,
in order to acquire a detailed knowledge of these transient patterns.
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Figure 5. Shape of the tau protein after a 100 ps evolution, 56 pacuo and 44 ps in
explicit water, atl" = 300 K. Two transient shor-sheets (yellow) and a transient short
a-helix (purple) are highlighted [19].

After a short minimization of the total energy, the system (tau + water molegliss

3spce water model in our simulation.
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ready to start a dynamical evolution in a region of the phase spacepondiag to realistic
conformations of the molecule. The stabilizing effect of the introduction pfiex water
on the dynamical evolution of the protein implies a sudden interruption of thepsellaf the
molecule, and the beginning of a slow fluctuation of the structure; one esthisén Fig.2,
curve #3. As for the intramolecular H-bonds, curve #3 of Fig.3 showdhleantroduction
of the water molecules causes a sudden decrease in the number of thdse ddwout a
fourth of which is replaced by H-bonds between tau and the water mole¢uged.shows
more in detail this instantaneous decrease (curve #1), and the firso2@ p8/T (constant
number of molecules, volume, and temperature) simulation. After the introduaftitbre
solvent, the molecule assumes in a short time a native-like configuration vas shiig.5;
the structure displays short transient secondary structureg{dkeets and-helices.

One could follow a similar procedure by embedding in implicit water [21] the
molecule’s structure extracted midway during the collépsacuo, when the molecule has
shrunk to a natural size, or leaving it in the implicit solvent, if one used thia fie begin-
ning. The use of an implicit solvent would allow a much faster simulation run nfpared
to the implementation of an explicit water model. On the other hand, the two solyed ty
are known to operate differently in the prediction of secondary strus{@ 23]. Indeed,
as shown in Fig.4, the effect of implicit water on the replacement of intramialeelibonds
is not the same as that of explicit water molecules: the latter seem to be moieneffic
competing with intramolecular H-bonds and replacing them with solvent-solete éiter
an evolutionin vacuo of the molecule, possible spurious H-bonds, which would not form
if a solvent had been included in the simulation from the beginning of the dysawnie
better removed by putting the molecule in explicit solvent.

We used the initial conformation of tau produced by VMD to start a simulatioonrat ¢
stant temperature and pressure [24]. For this simulation we have ches#GH3a6 force
field, implemented in the GROMACS packagé.3The simulation has been carried out
at neutral pH (pH = 7), close the physiological value (that is in the 7.2 -ahde). Ac-
cordingly, amino acids were set to their default protonation states at phvithvlys, Arg
carrying a +1 and Glu, Asp a -1 net charge.

In this first dynamical simulation of the complete tau (htau40), we have studidiith
evolution of the molecule in water over a time of 30 ns. Fig.6 shows the gyratitiasta
R, is not stable around its experimental value, as it progressively desréasibout 4.3
nm. Even though the latter value is within the range of values computed frohoastatic
conformers of tau produced by the EOM method [5, 14], the continuousase ofRz,
hints at a possible shortcoming of the force field in reproducing the ovaraje of the
molecule. In order to clarify this dynamical behavior we have computed the tiola-e
tion of the gyration radius of the four domains corresponding to morphatgidifferent
sections of the molecule: the N-terminal projection domain, the proline-riameseyy the
repeats domain, and the C-terminal domain. We report the results in Fig. Atibeythat
all four domains reach an equilibrium stage: first the C-terminal domair, alfieut 10
ns; second the repeats domain, shortly before 20 ns; then the prolingegment and the

4 GROMACS release 4.5.3, www.gromacs.org; box volume = 15253; iiG53a6 force field; spce water
model; time step 2 fs; modified Berendsen thermostat, Parrinello-Rapraasure coupling.
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Figure 6. Time evolution of the gyration radius of protein tau during the stankikD
dynamics atl’ = 300 K [24]. The experimental average value Bf, is 6.6 nm and the
standard deviation is 0.3 nm [13].

N-terminal domain, after 22 ns. The final decrease of the t@falisible in Fig.6 after an
apparent stabilization between 18 and 24 ns has thus tobe attributed toctiaiedd the
distances among domains, rather than to a further shrinking of one or e

5
Time (ns)

Figure 7. Time evolution of the gyration radius of four domains of taill at 300 K, in a
standard MD simulation. Curve #1 (black): residues 1-150, N-terminaladlw, curve #2
(red): residues 151-243, proline-rich segment; curve #3 (blus)dues 244-368, repeats
domain; curve #4 (green): residues 369-441, C-terminal domain [24].

One can notice that the stabilized value ®f found for the repeats domain in our
simulation (3.7 nm) almost coincides with the experimental value of 3.8 nm fourtddo
K18 construct of tau, the latter almost coinciding with the repeats domain [5].

In order to assess the propensities of various domains of tau to form temsmc-
ondary structures, we have extracted information on the formation of temypsecondary
structures from the whole 30 ns dynamics. We have measured the time evalfitiosn
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Figure 8. Number of residues found in secondary structures duringhes dynamics.
The curves have been smoothed by averaging the data over a slidingtérmalif24].

number of residues found in coilg-sheets,5-bridges, bends, turns, andhelices; we
show these quantities are shown in Fig.8. While the majority of residues areditilike
conformation and in bends, there is a significant presence of segmtdastures like turns,
(B-bridges,3-sheets, and-helices.

The number of residues forming bends oscillates in a stable way during tiaenis;
the number of residues forming turns stabilizes after about 6 ns; the nwhbesidues
forming a helix oscillates during the whole dynamics (mostlynahnelix, with some short
shifts to a 3-helix or a 5-helix). Fig.8 shows that the formation of temporacgrsiary
structures does not depend significantly on the overall shape of theutgldae to their
localized nature. The pattern of extension and time dependence of tegnpecamdary
structures in tau shown in Fig.8 should thus be representative of the eiguilibtate.

We have compared the average values of the extension and frequetempporary
a- and g-structures measured in this simulation with propensities to ferhelices ors-
structures, assigned to various segments of tau using experimental NRIR daVeighing
the number of residues entailed in each of these segments with its properasitio(f of
time spent in the secondary structure), one finds an average numb2residues ins-
structures and of 4 residues in arhelix. These results are compatible with the results
of our MD simulation, namely 26- 14 residues and & 2 residues fop3-structures and
a-helices, respectively [24].

5. Tertiary Structures

As mentioned before, particular tertiary structures, albeit transientugposed to play a
key role in the pathological evolution of protein tau. These structures ay litt evolve
over regions of the phase space that are much larger than thosetehsatiacof tempo-
rary secondary structures. It is therefore important, in order to gatf@mation on the
existence and probability of configurations endowed with statistically signtficatiary
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Figure 9. Time evolution of the gyration radius of protein tau during the metadias at
T = 300 K [27].

structures, to achieve a dynamical simulation able to sample the overall stradttire
molecule over large regions of the phase space.

The previous procedure, that has been proved to be effective inisgrtaral tempo-
rary secondary structures, would not be as effective in sampling legg®ns of the space,
as required to detect statistically relevant, albeit transient, tertiary stractdetadynamics
is a simulation tool that greatly expands the explored region of the phase span IDP,
allowing a significant sampling of its fluctuating tertiary structure.

The metadynamics algorithm keeps track of the regions of the phase dpzadya
sampled by the molecule in its dynamics, recording a collective dynamical iegreatd
forces the system to leave those regions and to wander in other regitiressiase space
[25]. The system thus samples a portion of the phase space much largahéane
sampled in an equal time of standard MD computation. Because of the heawviputation
implied by keeping the dynamical track, the simulation of a large system, like pitaigin
dictates the use of an implicit solvent model [26].

We have performed 10 ns of metadynamics simulation of protein tau [27].fEB&846
force field we used in the previous molecular dynamics simulation of tau poaidiatis-
tical measure of local transient secondary structures; but the feldediless effective in
maintaining over long times an extended conformation of the molecule. An adeaota
the use of metadynamics is that it overcomes this problem, as its algorithm awidskth
of a shrinking of the molecule by forcing its structure up and downitheange, as shown
in Fig.9. We used in this simulation the ffamber99 force field, because the imulicérs
model could not be implemented with the ffG53a6 force field.

To implement this method we have chosen the collective dynamical vadgpléhe
gyration radius. We have fixed the parameters of the metadynamics algorisuchia way
that R, oscillates around its experimental vafieWe have monitored the time evolution
of tau by computingR,; Fig.9 shows the gyration radius during a 10 ns evolution. The

Scv= Rg; deposition stride- = 10 ps; height” = 0.5 kd/mol; Gaussian widtlh = 0.35 nm; limits on
Ry upper UWALL = 7.0 nm, lower LWALL =5.5 nm.
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metadynamics algorithm induces large structural changes in the molecule, evifirtiion
radius spanning the range between 2.5 nm and 11 nm, centered negrehimextal value:
its average value over this evolutionfig = 6.3 nm. The large oscillations ak, hint at
the variety of configurations sampled by the system in different region®gdtthse space.
One can better understand the way in which the metadynamics algorithm acts on th
system by separately computing the time evolution of the gyration radius of taanal
domain, of the proline-rich segment, of the repeats domain, and of the C-&hoimain.
We report the results in Fig.10, which shows that all four domains undezgo strong
modifications. The algorithm shakes them alternatively, leaving from time to tiraebn
the domains in what appears to be a local equilibrium well. As an example,dliegarich
domain is almost stable during the first 2 ns, while the other domains show stianges
in their overall configuration; the first domain reaches again a relatibdigtdoetween 3.5
and 6.3 ns, and between 9.0 and 9.6 ns. The other domains also stay fotireenie a
guasi-equilibrium state: the C-terminal between 5.2 and 6.3 ns, the N-terreinagdn 5.8
and 6.8 ns, and the repeats domain between 5.2 and 6.4 ns. The large angflitiuele
oscillations of the N-terminal are due to its higher flexibility in comparison to therothe
domains, in particular the domain entailing the repeats [7].

Rg (nm)

Time (ns)

Figure 10. Time evolution of the gyration radius of four domains of tdli at 300 K, in a
metadynamics simulation. Curve labels and colors as in Fig.7 [27].

The metadynamics algorithm drives the system to distant points of the spase, ph
improving the statistical sampling by producing likely and less likely configurati®ue
to this drive, transient tertiary structures last short times, probablyesttban their natural
lifetime in an unbiased dynamics. Therefore, a contact map of the molecubgadeover
all configurations produced by the metadynamics simulation could highlightresiljent
tertiary structures. A contact map of tau computed during the 10 ns metadgiasgctory
clearly shows a statistically relevant tertiary pattern entailing a long segmeningassing
the N-terminal and the proline-rich domain (residues 120-190) in antiielpaoximity
of a segment encompassing the proline-rich domain and the repeats dossadndgs 200-
280) [27]. There must be a turn joining these two segments around resddyeight in
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the middle of the proline-rich domain. Experiments have shown that the aghpobéhe N-
terminal to the central region of the molecule is involved in the aggregatiorgsdeading
to the formation of PHFs [29]. It is also noteworthy that the end of this haspuncture
(residues 275-280) is the hexamer VQIINK, also known to be involvedisnatgregation
process [13, 14, 15].

6. Fit of Experimental SAXS Data

We have improved the information on the equilibrium behavior of tau, obtaimedgh the
data produced by the computer simulation, by comparing them with experimeiXsg S
results obtained from a specimen of tau in solution. The SAXS experimertdeasper-
formed using full-length htau40. SAXS measurements were acquired onidisARS
beamline (ID 14-3) at the Synchrotron Radiation Facility ESRF (Grenobémde) [30], at
the constant temperature of 303 K. Solvent scattering was measured tcaallaecurate
subtraction of the background scattering. Fig.11(a) shows the resthitsoéxperiment.
More details on the experiment are given in [28].

frequency

Rg (nm)

Figure 11. Panel (a): experimental SAXS curve (black continuous i) an ensemble
of conformers produced in a 30 ns standard MD simulation and selectecelyetietic
algorithm GAJOE (red dashed line). Panel (b): distributionffvalues. Conformers
produced by the simulation (black continuous line) and conformers selegtix genetic
algorithm (red line), after addition of the coordinated water layer [24].

NMR could provide an alternative set of experimental data to compare withethe
sults of the computer simulation. The program PALES, an atomic resolutiooagpto
alignment tensor prediction, allows the computation of alignment tensors fieea gon-
figuration of the molecule; the same program calculates residual dipolaliragaithat can
be compared to the experimental ones [14].

We have used the SAXS curve to extract from our standard MD simulatigjnajad
from the metadynamics simulation [27] an ensemble of conformers that giveegtdit of
the experimental data.
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The fitting procedure is as follows: (i) we extract about 9000 regulgdged conform-
ers of tau from our 30 ns standard MD simulation, or 10000 conformetaupfregularly
spaced by a 1 ps interval, from our 10 ns metadynamics simulation; (ii) thisgb@oin-
formers is processed by the program CRYSOL [31] to obtain the thedr8#c&S pattern
of each conformer, taking properly into account the scattering fromyeation shell of
the water layer coordinated with the molecule; (iii) the ensemble optimization methild EO
with the genetic algorithm GAJOE [32] is then employed to select from the gabéoret-
ical SAXS curves an ensemble of conformers (162 from the standarduM[194 from the
metadynamics run) that provide with their averaged theoretical scatterimgityténhe best
fit of the experimental SAXS data; each conformer is weighed with its genetigpliuity
[32, 33].

The application of the genetic algorithm GAJOE over 1000 cycles to seledietsie
ensemble of conformers progressively yields an improved fit of the SAX&%. The
final values ofy? attest the accuracy of the fit: 1.4 for the standard MD run, 1.0 for the
metadynamics run. The statistical sampling of tau’s phase space achieveddrynamics
is more accurate than the one achieved by standard molecular dynamicis. arhéxpected
result, due to the larger portion of the phase space sampled by the metadys@milation.

As shown in Fig.11(a) and Fig.12(a), the selected ensembles fit quite wedkies-
imental SAXS results, when each conformer is weighed with the appropridtiplnity
determined by the genetic algorithm. We show in Fig.11(b) and Fig.12(b) thédisins
of R, values of both the original pool (black line) and of the selected ensenduldifge),
respectively. It may be noted that most selected conformers in the stia@arun belong
to the first 5 ns of the trajectory, where the valugyfis near to its initial equilibrium value;
but there is also a significant presence of conformers Wjflvalues between 5.1 and 5.4
nm, belonging to the temporarily stabilized trajectory stretch between 18 arsl(Z4g6).

In the metadynamics run thi, values of the ensemble selected by the genetic algorithm
show a distribution peaked near the experimental vélyje= 6.6 nm, with a significant
presence of conformers witR, values between 3.0 and 10.5 nm. The radius of gyration
averaged over this ensemblelty = 6.8 nm, with a standard deviation of 1.7 nm. Itis in
very good agreement with the theoretical value expected for a 441 anidsrandom coil

in solution, which is 6.9 nm [34].

The distribution of theR?, values before and after the selection performed by means of
EOM with the genetic algorithm reflects the higher efficiency of metadynamieipkng
different regions of the phase space, in comparison to a standard MIatonwof similar
duration. This can be seen comparing panels in Fig. 11(b), standarandDn Fig. 12(b),
metadynamics. The original pool in panel 12(b) encompasses a mudebraage of,
values than in panel 11(b). The selected ensemble distribution shown i2@Epappears
to be broader and therefore statistically more significant than the one shdwig.11(b),
and it is also approximately centered on the experimental vajue 6.6 nm.

6 GAJOE parameters were set as follows: number of generations hQ@ther of ensembles 50; number
of curves per ensemble 20; number of mutations per ensemble 1@enaicrossings per generation 20.
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Figure 12. As in Fig.11, but for an ensemble of conformers producedlb s metady-
namics simulation [27].

7. Transient Structures

The ensemble of 162 conformers selected from the standard MD runeleasamalyzed
with the DSSP program [35, 36], as implemented in GROMACS, to identify skrgn
structures like coils-sheetsg-bridges, bends, turns, anghelices. The propensity of
the molecule to form these secondary structures, measured by the numbsidaes in
each structure, turns out to coincide with the average number measuieg the whole
30 ns MD run, within one standard deviation of the latter. This confirms theityatitithe
dynamical simulation as far as local secondary structures are cod¢aenteithstanding a
possible shortcoming of the force field with regard to the overall shape.

Comparing again our results with those obtained by Mukrasch and comsdi{e we
find a better agreement than in the standard MD run: 15 residugsstructures and 6
residues inx-helices, to compare with the experimental results: 12 residues and 4agsidu
respectively.

Fig.9 and Fig.10 clearly show the thorough shaking of the molecular stryntodieiced
by the metadynamics algorithm. This dynamics drives the system to distant pbthts o
phase space and thus to very different global folds. Fig.13 displaysdtasmt contact maps
(C, — C, distance between all pairs of residues) of four configurations, charseng the
pool of 194 conformers selected by the genetic algorithm. Three are aiimosg selected
with highest frequency (panels (a), (c), and (d)); the fourth (p@mefurther illustrates the
variety of global folds. Only distances smaller than 1.5 nm are on display.

The hairpin pattern described before is embedded in various hairpirpergip tran-
sient tertiary structures, as shown in panels (b), (c), and (d) of FigWBile all those
configurations are transient, they share this common, persistent tertiary mdt#irpin
folding encompassing part of the N terminal, the proline-rich domain, theréipgtat, and
a functionally relevant part of the second repeat. As mentioned bdfammin configu-
rations [7, 9, 10] and paperclip configurations [5, 11, 12] are beli¢oebe a precursor
stage of the polymerization of tau leading to the formation of fibrils and to thet afise
neurodegenerative diseases.
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Figure 13. Instant contact mapS{ — C,, distance between pairs of residues) at 41 ps
(@),t = 1027 ps (b),t = 4228 ps (c),t = 7567 ps (d).

8. Conclusion

Given the speed at which transitions between conformations of an IDBugposed to
take place, the computer simulation of their dynamics seems to be a promising tool to
understand their behavior. We present a method that can be used/fti’Rrin order to
start a MD simulation of a fully disordered protein of unknown 3D structores begins
from its primary sequence of amino acids. One then implements the followingguoeto
produce a 3D structure to start the simulation. (i) One creates a first 3wy feeding

the VMD program (or a similar program) with the primary sequence of the whralin.

(il) The resulting structure - a multi-rod-like sequence of amino acids - is patlarge

box with periodic boundary conditions; after a short energy minimization thistsire is
taken as the initial one for a dynamical evolutionvacuo or in implicit solvent at the
chosen temperature, performed with the package GROMACS or with anysitinlation
program; this step produces a rapid contraction of the protein. (iii) ThHetwois stopped
when the decreasing gyration radildg (or a similar shape-dependent variable) has reached
its average experimental value. This yields a starting point for the simulationmiara
realistic environment, i.e. with the addition of solvent. (iv) The simulation box iaced

to fit the reduced size of the protein and filled with solvent, either explicit or intplic
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This significant reduction of the volume of the box greatly reduces the nuaits®lvent
molecules needed to fill it in the case of explicit solvent. (v) The energy efstistem
(protein + solvent) is then minimized in the case of explicit solvent, to allow the sblve
molecules to adapt to the shape of the solute molecule. (vi) A short equilib(@tiaut
100 ps) is performed at constant temperature. (vii) Another short eqibh (about 100
ps) is performed at constant temperature and pressure. (viii) Onéhedast conformation
of the previous step to start an extended simulation at constant temperadyveeasure.

If the simulation focuses on the analysis of secondary structures, theilmegation is
a standard MD one in explicit solvent. If the simulation focuses on the analfytéstiary
structures, the best simulation is metadynamics in implicit solvent.

The statistical information gathered in both cases can be refined by fittirgewslail-
able, experimental data of the protein, like small-angle X-ray scatterindtsedn this
step one extracts an ensemble of 'best’ configurations from the podil afrdigurations
produced in the simulated dynamics. This ensemble is produced by meansngenble
optimization method, implementing a genetic algorithm. This set of conformerstexlec
from the simulated dynamics by fitting the experimental data, is the best apptmané
an equilibrium ensemble that can be extracted from the simulated dynamiosyiiigs a
significant observation of secondary structures and of the ovelaibfdhe molecule. Fur-
thermore, the selected ensemble of conformers represents a 3D dath#tasise can use
to start further simulations.

When applied to protein tau this method shows that the protein samples a limited num-
ber of almost stable secondary structure motifs (mainly shamdg structures), whereas
the overall preferred conformation is a random coil entailing a hairpin mbti¢ transient
nature of these structures in protein tau is relevant, and has biochemicalatigpigin
vivo: the hairpin motif is supposed to be involved in the early stages of tau’s pakaner
tion, leading to the formation of pathogenic paired helical filaments.

If the protein under study is only partially disordered, entailing regiongaijls and
known 3D structure, the method can be implemented by maodifying only step (iprthe
gram VMD is used to create multi-rod-like 3D structures of the disordergidms, which
are then connected to the ordered regions. The following steps arangeth
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