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Abstra
tThis thesis fo
uses on the QoS-
onstrained Tra�
 Engineering (TE) of Wire-less Mesh Networks (WMNs) a�e
ted by Multiple A

ess Interferen
e (MAI).The goal is to develop a tool for the optimization of network/physi
al resour
eallo
ation that enable to design WMNs supporting multi
ast multimedia ses-sions with di�erent Quality of Servi
e (QoS) requirements when intra-sessionNetwork Coding (NC), besides routing, 
an be performed at the network nodes.A wide-appli
ability integrated framework is proposed, that allows to jointlyoptimize session utilities, �ow 
ontrol, QoS di�erentiation, intra-session net-work 
oding, Media A

ess Control (MAC) design and power 
ontrol. To 
opewith the non
onvex nature of the resulting 
ross-layer optimization problem,this thesis proposes a two-level de
omposition that provides the means to at-tain the optimal solution through suitably designed 
onvex subproblems. Suf-�
ient 
onditions for the feasibility of the primary (non
onvex) problem andfor the equivalen
e to its related (
onvex) version are derived. Furthermore,a general pro
edure to devise simple polyhedral outer-bounds of the 
apa
ityregion, whi
h will be shown to have a key role in the de
omposition, has beendeveloped.Algorithmi
 implementation of the two-level de
omposition is dis
ussed inboth 
entralized and distributed approa
hes. Moreover, the asyn
hronous, it-erative Distributed Resour
e Allo
ation Algorithm (DRAA), that qui
kly self-adapts to network time-evolutions (e.g., node failures and/or fading �u
tua-tions), is developed. Numeri
al results that delve into the potential of boththe proposed solution and the resour
e allo
ation algorithm, are provided. Indetail, the two-level de
omposition will be tested in uni
ast, multi
ast and mul-tisour
e s
enarios so as to show the performan
e gain a
hievable by the jointoptimization with respe
t to the 
onventional solutions.
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Chapter 1Introdu
tion
The growing popularity of multimedia real-time Internet appli
ations andthe widespread usage of wireless devi
es have underlined the need to 
onsiderthe Quality of Servi
e (QoS) provisioning an essential attribute of the next-generation wireless networks. However, enabling end-to-end QoS over the In-ternet has already proven 
hallenging in the wired domain be
ause of the 
om-plexity introdu
ed in the network ar
hite
ture. It be
omes even more 
omplexwhen fa
ing an environment of variable 
onne
tivity, interferen
e and s
ar
ityof resour
es as the one o�ered by the wireless medium, so that, managing thenetwork e�e
tively and e�
iently is proving fundamental.Tra�
 Engineering (TE) aims to fa
ilitate e�
ient and reliable networkoperations while simultaneously optimizing resour
e utilization and tra�
 per-forman
e. As it turns out, this is indispensable to provide QoS, as it o�ersthe means for network optimization and bandwidth provisioning. Moreover, inthe 
urrent pro
ess towards wireless ubiquitous 
onne
tivity, it is 
ru
ial toembed TE and QoS in the spe
ial s
enario o�ered by Wireless Mesh Networks(WMNs), whi
h are envisioned to further enhan
e the 
apabilities of existingwireless networks. 1



This 
hapter will fo
us on the three prin
ipal aspe
ts of this thesis: theQoS 
on
ept and the ar
hite
tures developed to support it, the 
urrent TEapproa
hes and WMNs. This is meant to depi
t the 
ontext in whi
h thisthesis �nds ultimate appli
ability.1.1 QoS 
on
ept and ar
hite
turesOriginally developed to support �best-e�ort� servi
es (like e-mail, web brows-ing, �le transfers and so on), the 
urrent Internet ar
hite
ture has to be en-han
ed in order to provide the guarantees needed by emerging multimedia ap-pli
ations. Although QoS is a 
on
ept hard to 
apture into a single de�nitiondue to the high heterogeneity of user per
eption and appli
ation requirements,it is 
ommonly measured by the following performan
e parameters (Table 1.1shows typi
al QoS requirements for Internet appli
ations as reported in [1℄):- throughput;- delay and delay-jitter;- pa
ket-loss ratio.Taking into a

ount su
h measures means to develop new 
ommuni
ation ar-
hite
tures and to add fun
tionalities to the network elements. Spe
i�
ally,the e�orts in the QoS provisioning over IP have led to the development oftwo di�erent solutions: the Integrated Servi
es (IntServ) [2℄ and the Di�eren-tiated Servi
es (Di�Serv) [3℄ ar
hite
tures. The IntServ ar
hite
ture providesper-�ow servi
e guarantees whi
h, even if allow for a better utilization of thenetwork resour
es, 
an be deployed only in a

ess networks where the numberof �ows is limited. On the 
ontrary, the Di�Serv approa
h, whi
h was devisedto over
ome the implementative 
omplexity of IntServ, proposes a quality dif-ferentiation based on servi
e 
lasses and 
an be applied to large networks.2



1 � Introdu
tionServi
e QoSbandwidth (b/s) delay (ms) jitter (ms) lossWeb Browsing <30.5k <400 N/A 0Email <10k Low N/A 0Audio Broad
asting 60-80k <150 <100 <0.1%Video Broad
asting (MPEG-1) 1.2-1.5M <150 <100 <0.001%(MPEG-2) 4-60M <50 <0.0001%(G.711) 80k(GSM) 18kVideo Conferen
ing (H.323) 80k <100 <400 < 0.01%Audio Conferen
ing <100 <400 <1%
Table 1.1: Typi
al QoS requirements for Internet appli
ations.S
alability has been the key to su

ess of the Di�Serv ar
hite
ture overIntServ: burdensome fun
tionalities, su
h as tra�
 
lassi�
ation and 
ondi-tioning, are 
on�ned to border routers; no reservation state is needed in theintermediate nodes; and the per-aggregates management of the QoS allowsfor interior nodes mainly 
on
erned with simple forwarding. However, to ben-e�t from the positive aspe
ts of ea
h, the mentioned QoS ar
hite
tures arepresently 
onsidered as 
omplementary, rather than alternative, te
hnologiesto deploy QoS on the Internet (e.g., using IntServ in the a

ess networks andDi�Serv in the 
ore) [4℄.Whether the QoS provisioning is 
onsidered with a �ow or 
lass granularity,its a
tual implementation still requires some sort of 
onne
tion-oriented Inter-net adaptation. In the IntServ domain this is a
hieved by means of the Resour
eReservation Proto
ol (RSVP), whi
h is a Transport Layer proto
ol designed toprovide re
eiver-initiated resour
e reservations for data �ows. The distin
tive3



features of the Di�Serv ar
hite
ture make it parti
ularly �t to be implementedon Multi-Proto
ol Label Swit
hing (MPLS), a reliable 2.5-layer platform uponwhi
h the Internet is envisaged to enable QoS servi
es [5℄. Natively designed tobe 
omplimentary with IP, MPLS o�ers a series of advantages with respe
t tothe 
urrently employed overlay solutions (ATM, frame-relay) as, for example,minor required overhead and variable-length frames 
omplian
e.1.2 Tra�
 engineeringOne of the 
ommon aspe
ts of the presented solutions for the QoS supportis that, eventually, they require some form of tra�
 
ontrol. To the natural needfor expli
it routing solutions, whi
h arises when fa
ing QoS demands, networkproviders/administrators are likely to add the need for the design of tra�
distributions optimizing the available resour
es. Tra�
 Engineering (TE) [6℄ isintended to provide answers to both. In addition to QoS-
onstrained routing,in fa
t, goal of TE is the optimization of the global performan
e of the network.1.2.1 MPLS-TE vs IP-TEInitial appli
ation of TE prin
iples took pla
e in MPLS-based environments[7℄. Through the dedi
ated Label Swit
hed Paths (LSPs) and the 
apability ofexpli
it routing, MPLS has been, by nature, envisaged to provide an e�
ientparadigm for tra�
 optimization. However, sin
e tra�
 trunks are deliveredthrough dedi
ated LSPs, s
alability and robustness 
an be
ome real issues inMPLS-based TE.Quite di�erent from MPLS-TE is the IP-based TE approa
h. CommonIGPs (Interior Gateway Proto
ols) have been shown to o�er load-balan
ingand failure resilien
e 
apabilities sin
e they automati
ally 
ompute multipleshortest-paths. Only a slight modi�
ation of the basi
 routing me
hanism is re-4



1 � Introdu
tionMPLS-TE IP-TERouting me
hanism Expli
it, with pa
ket en
apsulation Plain IGPRouting optimization Constraint-based routing (CBR) IGP link weight adjustmentMultipath forwarding Arbitrary tra�
 splitting Even tra�
 splitting onlyHardware requirement MPLS 
apable routers Conventional IP routersRoute sele
tion �exibility More �exible (arbitrary path) Less �exible (shortest path)S
alability (overhead) Less s
alable More s
alableFailure impa
t on tra�
 delivery High (ba
kup paths) LowFailure impa
t on TE performan
e Low HighTable 1.2: MPLS/IP-TE 
omparison.quired in order to distribute tra�
 over the dis
overed equal-
ost paths. Thesesolutions are 
ommonly referred to as Equal Cost Multipath (ECMP) te
h-niques. As in [8�10℄, properly adjusting the link weights of a SPF routing 
anlead to improved network performan
e. However, although easy to 
on�gureand maintain, ECMP solutions bring real advantages only when equal-
ostpaths exist.In 
omparison to the MPLS-based approa
h, IP-based TE solutions la
k�exibility, sin
e expli
it routing and uneven tra�
 splitting are still not sup-ported. Nevertheless, ECMP solutions have better s
alability and availabilityresilien
e than MPLS-TE, be
ause they require no overhead for dedi
ated LSPs,and link failures 
an be 
oped with without expli
it provisioning of ba
kuppaths. Table 1.2 [11℄ summarizes the key di�eren
es between MPLS-based andIP-based TE.Re
ently, some important novelties have been introdu
ed in the �eld ofIP-TE, by extending the approa
h originally developed in [10℄. Spe
i�
ally,the main 
ontribution of the work in [10℄ was to establish that, given set ofarbitrary (but not loopy) routes, it is always possible to �nd a positive linkweight 
on�guration su
h that these routes are, a
tually, the shortest-paths.5



This result has a signi�
ant, yet theoreti
al, 
onsequen
e sin
e it implies thatany globally optimal TE solution 
an be implemented equivalently by meansof Non equal tra�
 distribution among Equal Cost Multipath (NECMP) aswell as with a 
onne
tion-oriented te
hnique.The 
riti
al issue for the a
tual appli
ation of [10℄ remains, however, the un-even tra�
 distribution. One solution to this problem is proposed in [12℄, wherethe need for NECMP is over
ome by three di�erent heuristi
 algorithms shownto be 
apable of a
hieving near-optimal tra�
 distribution without 
hangingexisting routing proto
ols nor the forwarding me
hanisms. Although the 
ombi-nation of [10℄ and [12℄ represents an important step towards 
on
rete e�e
tive-ness of IP-TE, still they do not provide QoS guarantees and require 
entralized
ontrol. To solve both these problems, [13℄ �rst formulates the TE problem tak-ing into a

ount di�erent (average) minimum bandwidth requirements for ea
hQoS-
lass, and then develops a set of distributed 
ontrol laws able to mimi
 the
orresponding 
onne
tion-oriented solution. However, dealing with QoS provi-sioning still demand to enable routers with NECMP fun
tionalities, so that in[13℄ a
tual implementation of these latter is addressed.1.2.2 TE for wireless networksIn wired networks, TE proposals have underlined that the overall networkperforman
e depends on the intera
tion of �ows, so that, a 
areful planning ofthe tra�
 distribution whi
h takes into a

ount the shared resour
es (i.e., linksand routers) is fundamental for an e�
ient utilization of these latter. When
onsidering a wireless network, however, �ows interfere in mu
h more 
omplexways and TE approa
hes for wired networks 
annot apply un
hanged. The prop-erties of the lower layers, like physi
al and Medium A

ess Control (MAC), infa
t, have a deep impa
t on the higher layers: �ow 
ontrol (and routing), inparti
ular, 
annot prevent to be dependent on 
hannel variability, la
k of in-6



1 � Introdu
tionfrastru
ture, interferen
e, mobility and power-
onstrained devi
es. This unique
hara
teristi
 of wireless networks results in the fa
t that routing, in pra
ti
e,
ontrols the formation, 
on�guration and maintenan
e of the network topologyand, ultimately, the resour
e deployment. This is the main reason why thereis no �rm line drawn between routing design and TE in the wireless domain.The need for a di�erent approa
h with respe
t to the wired networks, isre�e
ted in the large variety of routing metri
s that have been proposed alongwith routing proto
ols. Pursuing minimum delivery delay, load-balan
ing, andhigh throughput are only a sele
tion of the goals that have determined the
osts of links and paths in the network and have driven the routing de
isions.Many popular wireless network routing proto
ols, i.e., the proa
tive Opti-mized Link State Routing Proto
ol (OLSR) and Destination Sequen
ed Dis-tan
e Ve
tor (DSDV) [14℄, and the rea
tive Dynami
 Sour
e Routing (DSR)[15℄ and Ad-ho
 On-demand Distan
e Ve
tor (AODV) [16℄, are basi
ally min-imum hop routing proto
ols. Although easy to implement, hop-
ount metri
susually indu
e to sele
t longer, if less, links so requiring higher transmissionpowers or experien
ing higher pa
ket losses. Both these e�e
ts 
an seriouslyimpair the overall network performan
e. Other routing metri
s and other proto-
ols have been introdu
ed to over
ome the ine�
ien
ies of minimum-hop 
ount,some based on link-quality, some on transmission time, et
. (see [17,18℄). Themain disadvantages of these last, however, are that they impose additionaloverhead, su�er from ina

ura
y and responsiveness to node mobility, andmost importantly, 
annot really 
apture the impa
t of interferen
e. Whereasall these proposals remain relevant, they fail to realize the a
tual potential ofthe network resour
es.To date, 
ross-layer design is one of the most promising tools for the per-forman
e optimization of wireless networks and, 
onsequently, for TE. It o�ersthe means to simultaneously a

ount for, and 
ontrol, the di�erent elements7



whi
h determine the performan
e of the entire system. The 
ommon ISO/OSIlayer model has perfe
tly mat
hed the features of wired networks, but hasbeen repeatedly proved inadequate for the wireless ones. Cross-layer, on the
ontrary, widens the possibility of network design well beyond those o�eredby the layered ar
hite
ture, through the joint optimization of resour
e allo
a-tion, s
heduling and routing (a good survey on 
ross-layer design 
an be foundin [19℄). Su
h 
apability is, however, obtained at the expense of an in
reasedsystem 
omplexity so that 
urrent resear
h is dire
ted towards the integra-tion of 
ross-layer design solutions into wireless 
ommuni
ation standards soas to minimize their te
hnologi
al impa
t while preserving their performan
eimprovements.1.3 Envisioned appli
ation s
enarioWireless Mesh Networks (WMNs) are emerging as a te
hnology for ubiq-uitous and low-
ost 
onne
tivity, able to �resolve the limitations and to sig-ni�
antly improve the performan
e of ad ho
 networks, Wireless Lo
al AreaNetworks (WLANs), Wireless Personal Area Networks (WPANs), and WirelessMetropolitan Area Networks (WMANs)� [20℄. In this sense, therefore, they in-trodu
e a new paradigm of networking in whi
h di�erent wireless networks takepart so as to 
reate a wider 
ommuni
ation stru
ture o�ering interoperabilityand inter
onne
tion 
apabilities.The appealing advantages promised by WMNs (reliability, low-
ost instal-lation, and so on) 
ome, however, at a greater system 
omplexity. In fa
t, evenif the 
urrent te
hnologies (e.g., WiMax and WiFi devi
es) already allow thedeployment of a WMN, how to realize the potential of this new wireless ar
hi-te
ture is far from being 
learly understood. A brief overview of the 
on
eptsof WMNs as well as their appli
ability is given in the following se
tion.8



1 � Introdu
tion1.3.1 Wireless mesh networksThe innovative feature of WMNs is that ea
h node operates both as a hostand as a router. Forwarding pa
kets of other (neighbouring) nodes besidesits own, allows a node to widen the transmission range of the others and,eventually, the whole 
overage of the network. This also helps to in
rease thenetwork reliability sin
e nodes are typi
ally 
onne
ted to several nodes. WMNs
onsist of mesh routers, 
lients and gateways 
onne
ted in a multihop fashion.Some of the mesh routers are sort of edge routers and provide network a

essfor the 
lients. Tra�
 aggregated at the edges is then delivered by the interiorrouters to the destinations, whi
h 
an either belong to the mesh network orto other external networks, su
h as the Internet. Interfa
es with these networkare provided by the gateway nodes.Mesh routers, generally nodes with limited mobility, form the WMN ba
k-bone and are equipped with multiradio interfa
es so as to improve �exibil-ity and 
onne
t to di�erent devi
es. Clients 
ould be stationary, mobile andeven form self-organized ad-ho
 networks whi
h want to a

ess value-addedservi
es through the WMN. They have only a single, generally heterogenous,wireless interfa
e, so that even when supplied with routing 
apabilities la
kbridge/gateway fun
tionalities. Based on the mentioned properties of nodes,WMNs 
an be 
lassi�ed into three 
ategories:Infrastru
ture/ba
kbone: mesh routers inter
onne
t so as to provide an in-frastru
ture for the a

essing 
lients. This type of network enables integra-tion of WMNs with existing wireless networks, through gateway/bridgefun
tionalities of mesh routers;Client: 
lient nodes form peer-to-peer mesh network among themselves. The
lient nodes perform routing and 
on�guration as well as providing wire-less a

ess to end user appli
ations;9



Figure 1.1: General ar
hite
ture of WMNs.Hybrid: 
ombination of both the above types whi
h, in pra
ti
e, de�nes ageneral referen
e ar
hite
ture of WMNs (see Figure 1.1).The multihop nature of WMNs is the 
riti
al fa
tor for both the advantagesand the disadvantages of their deployment. On the one hand it allows to enableInternet-based servi
es to the user requiring limited investments on a �xedinfrastru
ture (not all A

ess Points (APs) need to be wired to the Internet),to widen the 
overage area of the network and to improve its reliability. Onthe other, however, they impose to 
onsider several 
hallenges, su
h as theones related to interferen
e and wireless routing, and demand new proto
olstailored to their 
hara
teristi
s. Basi
ally, in fa
t, WMNs are envisioned to10



1 � Introdu
tionbe the wireless 
ounterpart of the Internet, with pa
kets hopping until theyrea
h a given destination, so that they would have to be self-organized andself-
on�gured. This will allow the in
remental deployment of the network, inwhi
h nodes 
an join and leave without 
ompromising the network 
onne
tivity,and will assure its s
alability.Di�erently from other ad-ho
 networks, WMNs are designed to supportbroadband servi
es with various QoS requirements. Communi
ation proto
ols,therefore, have to take into a

ount performan
e metri
s like throughput, end-to-end transmission delay, delay jitter, and pa
ket loss ratios.Despite the 
hallenges naturally arising from the development of a networkwith so valuable properties, resear
h on WMNs is motivated by the large num-ber of their possible appli
ations. In fa
t, they 
an be employed for:- last-mile wireless broadband a

ess;- 
ommunity and metropolitan networks;- high-bandwidth in-the-home networking;- temporary events (
on
erts, 
onferen
es...);- emergen
y and publi
 safety appli
ations;- infrastru
ture-less s
enarios (ships, military...);- sensor and ad-ho
 networks.Great part of these appli
ations, in fa
t, 
annot be dire
tly supported by 
el-lular, WLANs and other existing wireless networks. As an example, home-networking requires high-bandwidth 
onne
tions among the separately-lo
atedele
troni
 devi
es. Realizing home-networks with WiFi 
onne
tions is not 
on-venient for it either demands the 
areful planning of the AP's lo
ation or the11



installation of several APs. Mesh networking instead grants a better 
overageby means of multihop 
ommuni
ations. In 
ommunity networks, where 
ur-rently all tra�
 �ows through the Internet, WMNs allows to keep lo
al theshare to be delivered within the 
ommunity. Doing so, bandwidth is saved inthe gateways and the needed number of wired APs is redu
ed. FurthermoreWMNs signi�
antly lower the up-front 
osts in the building of MANs. In fa
t,they provide higher bandwidth with respe
t to 
ellular networks and are far
heaper than the 
orresponding wired alternatives.These 
onsiderations point out that, due to their distin
tive features, WMNs
an be employed in numerous appli
ations ranging from simple home and 
om-munity networks to the �always-on anywhere anytime� 
onne
tivity whi
h is
riti
al for emergen
y appli
ations. Nonetheless, to realize the potential ofWMNs 
onsiderable resear
h is still needed. MAC and network, as well asappli
ation and transport layers have to be suitably modi�ed in order to sup-port the dynami
ally self-organizing and self-
on�guring 
apabilities of WMNs.Moreover, it is a paramount to understand that su
h innovations should 
opewith the in
reasing demands of the 
onsumers for QoS guarantees.All these aspe
ts 
ontribute to depi
t the optimal design of a WMN as areally 
hallenging goal and, therefore, make hard to quantify the performan
eof a parti
ular solution (e.g., routing strategy). This 
onsideration emphasizesthe need for a wide-appli
ability tool that is able to 
ompute the optimaltra�
 and resour
e distribution within the WMN that 
an be used to designthe network and as a performan
e ben
hmark for the WMNs proposals.
12



Chapter 2Related Work and ContributionsChapter 1 has underlined the need for a 
learer understanding of WMNs'potential whi
h 
an help in developing e�e
tive solutions for their a
tual imple-mentation. QoS provisioning has been shown to be essential for the appli
ationsthat will have to be supported and TE has proven the key-tool for networkdesign. This 
hapter surveys previous work in Literature on optimal TE fornetwork-
oded WMNs. The goal is to give an appropriate overview of theworks related to the topi
s addressed in this thesis, underline the motivationsbehind this latter and detail the 
ontributions of this work.2.1 TE for network-
oded WMNsTra�
 engineering for optimal multi
ast distribution s
hemes exploitingnetwork 
oding has been, thus far, investigated mostly for wired networks,where Multiple A

ess Interferen
e (MAI) is typi
ally negligible and gives riseto 
onvex optimization problems [21�25℄. Whether the fo
us is on rate-
ontrol(as in [21,23�25℄) or on QoS provisioning (as in [22℄), having to deal with wirednetworks means also to deal with �xed topologies and known link 
apa
ities.This, in turn, allows the 
onsidered design problems to be shaped in 
onvex,13



or even linear, form.The great potential shown by network 
oding in terms of both multi
astthroughput and reliability [26, 27℄, and re
ent advantages in its pra
ti
al im-plementation [28℄, have made appli
ation of network 
oding very appealingalso in the wireless domain. Network 
oding 
an bene�t from the broad
astnature of the wireless medium and exploit the so-
alled �multi
ast advantage�[29℄. In wireless networks, in fa
t, a single transmission may su�
e to simul-taneously rea
h multiple re
eivers and therefore 
ommuni
ations among thenetwork nodes 
an be arranged so as to minimize the resour
e 
onsumptionof the system. Nevertheless, typi
al wireless appli
ations must expli
itly 
opewith the side produ
ts of using a wireless 
hannel, su
h as mutual interferen
eand fading phenomena. These fa
tors together with other important aspe
ts ofwireless networks (node mobility, failures and power 
onstraints), 
ompli
ateboth the optimal design and the a
tual implementation of network 
oding-based multi
ast s
hemes, espe
ially when QoS requirements are also to bea

ounted for.Initial appli
ation of network 
oding in the wireless domain 
an be found in[30�32℄. The work in [30℄ aims at �nding the minimum-
ost multi
ast s
hemefor a wireless pa
ket network. In this 
ase, the typi
al aspe
ts of wireless trans-missions, su
h as power limitations and interferen
e e�e
ts are not 
onsideredand the feasible rates are simply assumed to belong to a 
onvex set. In [31℄, theproblem of allo
ating physi
al and MAC layer resour
es so as to minimize anetwork 
ost-fun
tion while meeting desired transmission rates, is 
onsidered.To this end, [31℄ proposes a heuristi
 pro
edure to �nd the minimum-powergraphs that are able to support the required 
apa
ity and then optimizes to�nd the sum of max �ows assignment in the network layer and the timeshar-ing in the MAC layer. Doing so, the resulting optimization problem be
omes
onvex, but, nonetheless, the algorithm proposed in [31℄ for sele
ting the �most14



2 � Related Work and Contributionsrelevant� physi
al states is suboptimal and 
entralized.In [32℄, the problem of minimum-energy multi
asting, under a layeredmodel of wireless network, is shown to be solved via Linear Programming(LP) when performing network 
oding. The layered model assumption is basedon a de
oupling of a, lower, resour
e-layer and a, upper, network-layer thatintera
t as supply and demand of 
ommuni
ation resour
es. Provided with aset of realizable graphs by the resour
e-layer, the network-layer 
oordinates�ows from sour
es to destinations so that a required rate is a
hieved. As inthe previous work, the LP formulation of [32℄ is the result of a timesharing as-sumption whi
h allows the set of realizable graphs to be 
omprised of all 
onvex
ombinations of the elementary graphs. These examples show that, from thevery beginning, most published work on network 
oding for wireless networkshas been developed by fo
using on 
ross-layer optimization and has given riseto a variety of solutions whose appli
ability is often strongly dependent onthe assumptions about the MAI. In prin
iple, joint optimization of network re-sour
es, su
h as �ows and link 
apa
ities, and physi
al ones (i.e., transmissionpowers) require to jointly solve: minimum-
ost network 
oding multi
asting atthe network layer, s
heduling at the MAC layer and power 
ontrol at the phys-i
al layer. However, be
ause of the presen
e of interferen
e, su
h a problem isgenerally too 
omplex to be solved, and 
an only be addressed by means ofanalyti
al simpli�
ations/assumptions or by suboptimal/heuristi
al methods.In the following, works addressing 
ross-layer optimization of wireless net-works and related topi
s will be reviewed in a

ordan
e with the 
onsideredinterferen
e s
enario.2.1.1 Interferen
e-freeTo date, most 
ross-layer optimization proposals in Literature have as-sumed (or redu
ed to) interferen
e-free operating 
onditions, either by relying15



on the hypothesis of perfe
t orthogonal a

ess [33�36℄ or by developing 
on�i
t-free s
hedulers. Time and Frequen
y Division Multiple A

ess (T/F-DMA) areshown in [33℄ to give rise to 
apa
ity 
onstraints whi
h are jointly 
onvex in the
ommuni
ation variables in the 
ase of the 
lassi
al Shannon 
apa
ity formula.As a 
onsequen
e, the simultaneous routing and resour
e allo
ation problemaddressed in [33℄ is a 
onvex programming instan
e and 
an be solved optimallyvia dual de
omposition. More re
ently in [34℄, TDMA is used as a te
hniqueto eliminate interferen
e, allowing the link-rate fun
tion to be 
onvex in itsvariables and, therefore, to solve the problem via lagrangian duality.Timesharing is also the basis of the 
onvexity of the optimization problems
onsidered in [35, 36℄. As lately formalized in [37℄, timesharing allows, in fa
t,to 
onsider link 
apa
ities and/or �ow rates as belonging to 
onvex resour
esets.Non-interfering 
ommuni
ations may be granted also through the design of
on�i
t-free s
heduling poli
ies. However, being analogous to graph 
oloring,su
h problem has been proved to be NP-hard in [38℄ for multihop MAI-a�e
tednetworks, even when the s
heduler is 
entralized [39℄. As shown in [40℄, the same
on
lusion applies for the FDMA multiuser spe
trum allo
ation. Although, dueto the NP-hardness of the problems, all the 
on�i
t-free proposals in Literatureare suboptimal (see [40�42℄), they permit network and physi
al layers to bedesigned by means of 
onvex optimization.2.1.2 Interferen
e-a�e
tedWhen MAI e�e
ts 
annot be removed through the implementation of 
on-tention avoidan
e a

ess s
hemes, 
ross-layer resour
e allo
ation problems are,in general, non
onvex. Nevertheless, there have been several attempts to eithersolve parti
ular instan
es of the problem or develop manageable approxima-tions of the original one. 16



2 � Related Work and ContributionsSin
e former studies have underlined that the main 
riti
al aspe
t of 
ross-layer design is represented by the relationship that ties link-
apa
ities to theentire power allo
ation of the network nodes, a signi�
ant resear
h e�ort hasbeen dire
ted towards �nding 
apa
ity fun
tions leading to 
onvex problem for-mulations. Examples 
an be found in [43�46, 48, 49℄, where low or high Signalto Interferen
e plus Noise Ratio (SINR) approximations of the Shannon 
apa
-ity formula have been shown to give rise to 
onvex optimization problems. Indetail, [46℄ proves that, under the high SINR approximation, a variety of power
ontrol problems with nonlinear system-wide obje
tives and QoS requirements
an be formulated as Geometri
 Programs (GPs) and solved by 
entralized
omputation through the highly e�
ient interior point methods [47℄.Re
ently, in [48, 49℄ the authors have been able to devise a distributedoptimal solution for the joint power 
ontrol, routing/network 
oding and 
on-gestion 
ontrol problem, for a 
ertain 
lass of 
apa
ity fun
tions. Again, theanalyti
al 
onditions guaranteeing the 
onvexity of the problem 
an be metonly in the high SINR s
enario.Apart from high/low SINR approximation, 
onvexity may arise also fromspe
i�
 
onstraints/obje
tives. For example, in [50℄ log-transformation of thesystem variables are shown to unveil hidden 
onvexity properties of a parti
-ular set of resour
e allo
ation problems. Whether 
onvex optimization 
an beexploited in QoS resour
e allo
ation problems for CDMA-based networks withinterferen
e has been addressed in [51, 52℄. These 
ontributions have provedthat ne
essary and su�
ient 
ondition for the 
onvexity of the feasible QoSregion is that the SINR 
an be expressed as a log-
onvex fun
tion of the 
on-sidered QoS parameters.Although 
onveniently solvable by 
ommon optimization tools, a
tual appli-
ation of the above-
ited 
onvex/
onvexi�ed approa
hes is limited to the highSINR operating s
enarios be
ause of the assumptions advan
ed on the 
apa
ity17



fun
tions. Low SINRs, in fa
t, 
an give rise to negative link-
apa
ity values forthe 
apa
ity fun
tions in [46, 48, 49, 51, 52℄, so that globally optimal solutionswith wide-appli
ability for the 
ross-layer design of wireless networks are, todate, an open problem. As pointed out in [46℄, there are several s
enarios thatstill lead to intra
table NP-hard problems whose solution is unknown and thathave 
urrently been solved by means of suboptimal and heuristi
 approa
hes(see [53℄ and referen
es therein).The 
ited works have been presented in order to give a 
lear and 
ompre-hensive s
enario of the strategies devised to manage the non
onvexity due tothe presen
e of interferen
e in 
ross-layer optimization of wireless networks.Clearly, these works have fo
used on a di�erent s
enario and have ea
h ta
k-led a part of the aspe
ts that will be addressed in this thesis. The 
losestproblem to the one addressed in the following is des
ribed in [54℄. In detail,[54℄ ta
kles the joint optimization of end-to-end transport layer rates, network�ows, expe
ted (i.e., long-term averaged) link 
apa
ities and power 
onsump-tion, and instantaneous (i.e., short-term averaged) power allo
ation poli
ies inMAI-a�e
ted faded 
oded networks with multi
ast.Despite the non
onvexity of the resulting optimization problem, [54℄ provesthat dual de
omposition is optimal if the network operates under ergodi
 
on-ditions and the gain of ea
h wireless link is a 
ontinuous random variable (r.v.).However remarkable, this result arises from the fa
t that the set of ergodi
 link
apa
ities generated by all feasible long-term averaged power allo
ation is 
on-vex. This latter 
ondition depi
ts a s
enario whi
h di�er from those 
onsideredin this thesis in two main aspe
ts. First, the ergodi
 assumption introdu
edin [54℄ 
annot apply to the mobility/failure-indu
ed 
hanges in the network
onne
tivity 
onsidered here. Se
ond, in agreement with the ergodi
 assump-tion, both node powers and link 
apa
ities represent expe
ted values, whilein this work they are measured on a per-slot basis and represent short-term18



2 � Related Work and Contributionsaveraged values. As a 
onsequen
e, optimality of dual de
omposition 
annotbe guaranteed. Third, QoS 
onstraints are not taken into a

ount in [54℄, sothat an undi�erentiated servi
e model is assumed.2.1.3 Multisour
e multi
ast with network 
odingIn the last years, the analysis of network 
oding potentialities have beenextended to the 
ase of multisour
e multi
ast. In parti
ular, an important re-sult has been proved in [55℄. In this work, random linear 
oding is shownto a
hieve the multi
ast 
apa
ity asymptoti
ally and, in the 
ontext of a dis-tributed sour
e 
oding problem, also the Slepian-Wolf sour
e-rate region of [56℄.This development, supported by the proof of nonoptimality of using separatedsour
e and network 
odes given in [57℄, has drawn attention to the joint designof distributed sour
e and network en
oders for the loss-less transport of dataover multi-terminal networks [58�60℄.Minimum 
ost multi
asting with lossless sour
e and network 
oding forwireless networks has been the fo
us of [61℄ and [62℄. Spe
i�
ally, [61℄ devel-oped a distributed rate allo
ation algorithm whi
h optimizes sour
e and net-work 
oding by allowing the sinks to adjust the sour
e rates. Sin
e, in [61℄,link 
apa
ities are �xed and a primary interferen
e model is 
onsidered, theaddressed problem is stated in 
onvex form, and then solved and distributedby means of its dual. Interferen
e-free 
ommuni
ations and �xed 
apa
ities arealso assumed in [62℄, where the 
ontra-polymatroid nature of the Slepian-Wolfregion is exploited to develop low-
omplexity greedy-like algorithms 
apableto attain minimum 
ost rate and �ow allo
ation. Similarly, a number of MAI-free problems have been examined. Optimal rate and power allo
ation for theSlepian-Wolf problem is addressed in [60, 63, 64℄ under the hypothesis of or-thogonal a

ess. 19



2.2 Motivation and main 
ontributionsIn 
on
lusion, the presented Literary review has shown that, up to date,optimal 
ross-layer design of network-
oded WMNs has given rise to eitherlimited validity optimal solutions or suboptimal and heuristi
al ones. These
onsiderations underline the la
k of wide-appli
ability globally optimal QoS-
onstrained TE strategy for WMNs that 
an be used as design tool and as aperforman
e ben
hmark for other solutions.This provides the motivation to further investigate the possibility to 
om-pute the exa
t (i.e., nonapproximate) solution of the MAI-a�e
ted non
onvexresour
e allo
ation problem in whi
h the 
onsidered optimal TE re�e
ts, bymeans of tra
table 
onvex problems.To this end, in this thesis, session utilities, �ow 
ontrol, QoS intra-sessionnetwork 
oding, MAC design and power 
ontrol are all embedded into a network-wide 
ross-layer resour
e allo
ation problem, referred to as the Multi
ast Pri-mary Optimization Problem (MPOP). Furthermore, a multisour
e generaliza-tion of the MPOP is provided, that 
an take advantage of the potential 
or-relation of the sour
es when Distributed LossLess Sour
e Coding (DLLSC)is applied jointly with Network Coding. Then, by leveraging on some stru
-tural properties of the MPOP, a two-level de
omposition of the primary re-sour
e allo
ation problem is developed. This solution 
ombines the performan
eadvantages 
laimed by the 
ross-layer approa
h with the 
onvenien
e of anoptimization-driven de
omposition [65℄, and, most importantly, will be provedto lead to the optimal solution of the non
onvex MPOP.In detail, main 
ontributions of this thesis may be so summarized:i) an integrated multi-layer framework for the joint 
onstrained optimizationof session utilities and �ow 
ontrol at the Appli
ation/Transport layers,QoS intra-session NC at the Network layer, MAI-
ontrol at the MAC20



2 � Related Work and Contributionslayer and power-
ontrol at the Physi
al layer, is developed. The resultingproblem 
onstitutes the abovementioned MPOP;ii) a two-level de
omposition of the 
onsidered MPOP into two 
ross-layerintera
ting sub-problems is 
arried out, in whi
h the higher-level �ow 
on-trol/NC sub-problem (named Flow Network Coding Problem - FNCP),and the lower-level MAC design/power allo
ation sub-problem (named Ef-�
ient Resour
e Allo
ation Problem - ERAP) are loosely-
oupled (in thesense of [65℄). Proper information ex
hange among these sub-problems isprovided by the multi
ast 
apa
ity region C, whi
h may be interpreted asthe interse
tion between the minimum set of resour
es requested by thesolution of the FNCP and the maximum set of resour
es available for thesolution of the ERAP;iii) a set of su�
ient analyti
al 
onditions guaranteeing that, by solving theFNCP on a 
onvex outer bound C0 of the multi
ast 
apa
ity region, we ob-tain the exa
t solution of the non
onvex MPOP is provided. Furthermore,su�
ient 
onditions for the MPOP feasibility, whi
h rely on a (simple-to-test) set of properties possibly retained by the abovementioned FNCP andERAP, are derived;iv) a general pro
edure for the 
losed-form 
hara
terization of tight 
onvexouter bounds C0's of any assigned (generally, non
onvex) multi
ast 
apa
-ity region C that expli
itly a

ount for the MAI e�e
ts and approa
h thea
tual C when these last be
ome negligible, is devised;v) implementation of the two-level de
omposition is addressed. Distributedand 
entralized algorithmi
 solution are dis
ussed for the two subprob-lems. The s
alable, asyn
hronous Distributed Resour
e Allo
ation Algo-rithm (DRAA) for the a
tual implementation of the ERAP that requires21



limited ex
hange of link-state information only among neighbouring nodes,is proposed. Su
h algorithm is proved to self-adapt to the o

urren
e ofnonstationary events possibly a�e
ting the network 
onne
tivity, as, forexample, those due to node-failures and/or fading variations.On the whole, the presented two-level de
omposition 
an allow to �nd theoptimal QoS-
onstrained TE solution for WMNs. In pra
ti
e, this solution 
anbe employed for the optimal design of a WMN and for the performan
e evalu-ation of other implementations (e.g., 
omparison of WMNs' routing metri
s).2.2.1 Thesis organizationThe remainder of this thesis is organized as follows. Chapter 3 will des
ribethe multiple multi
ast MAI-a�e
ted power-limited networking s
enario, andshows the MPOP formulation. Chapter 4 will fo
us on the proposed two-levelde
omposition, its stru
tural properties and detail the outer-bound devisingpro
edure. The implementation analysis of the de
omposition and the devel-opment of the DRAA are 
arried out in Chapter 5. Numeri
al results andperforman
e 
omparison are provided in Chapter 6, while 
on
lusive remarksare 
olle
ted in Chapter 7. Important proofs are reported in the �nal Appen-di
es A and B.
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Chapter 3The Multi
ast Primary Optimiza-tion Problem
This 
hapter 
omprises of three parts. The �rst des
ribes the system modeland the assumptions whi
h are the basis of the work. The se
ond is dedi
atedto the Multi
ast Primary Optimization Problem (MPOP) and dwells on its
onstraints and the possible obje
tive fun
tions. Third part proves the wideappli
ability of the MPOP by showing how its formulation 
an be easily ad-justed to the uni
ast, multiple uni
ast and multisour
e 
ases.3.1 System modelThe 
onsidered wireless mesh network 
an be represented as a dire
tedgraph G ≡ (V,L), where V (with 
ardinality V ) is the set of nodes and L (with
ardinality L) is the set of feasible links (see Figure 3.1). Formally, a dire
tedlink l going from the transmit node t(l) to the re
eive one r(l) is feasiblewhen the gain g(t(l), r(l)) of the 
orresponding physi
al 
hannel: t(l) → r(l) isstri
tly positive. In pra
ti
e, link l is feasible when the re
eive node r(l) falls23



Figure 3.1: The 
onsidered graph model for the wireless network.within the transmission range of t(l).Let A ≡ [a(v, l)] be the (V × L) node-link in
iden
e matrix that des
ribesthe feasible topology1 of the network graph G, that is,
a(v, l) ,






1, if node v = t(l),
−1, if node v = r(l),
0, otherwise, (3.1)and let As ≡ [as(v, l)] , max {A,OV ×L} be the 
orresponding multi
astsour
e matrix. This work relies on a network �uid model [66,67℄, where F ≥ 1rate-elasti
 multi
ast sessions, ea
h one identi�ed by the 
orresponding sour
e/�ow/destination-set triplet: (si ∈ V, fi ∈ R

+
0 ,Di ⊆ V), i = 1, . . . F , distribute1Su
h matrix only 
aptures the feasible network 
onne
tivity, whereas the �nal topologyof the network (i.e., the a
tivated links with their relative 
apa
ities) is the ultimate out
omeof the MPOP. 24



3 � The Multi
ast Primary Optimization Problemtheir tra�
 �ows a
ross multiple paths. Di is the destination-set (i.e., the sink-set2) of the i-th session, while D ,
⋃F

i=1 Di is the overall multi
ast sink set.Di�erent sessions may share (possibly, multiple) sink nodes, so that the sink-sets {Di, i = 1, . . . F} may overlap.To ea
h session-�ow fi (measured in Information Unit per se
ond (IU/s))
orresponds a link-�ow ve
tor −→xi , whose l-th entry, xi(l), indi
ates the portionof fi 
arried by the l-th link, so that the latter 
onveys a total �ow of
x

T
(l) ≡

F∑

i=1

xi(l). (3.2)Furthermore, as in [22, 23, 31, 49, 53℄, intra-session NC is 
onsidered as aviable means to improve network e�
ien
y, so that the following relationshipholds for xi(l) [32℄:
xi(l) = max

j=1,...,Di

{xij(l)} , (3.3)where xij(l), referred to as the j-th sub�ow of session i, is the part of xi(l)intended for the destination dj ∈ Di. Intra-session NC applies to individualmulti
ast sessions, so that the information �ows belonging to di�erent sessionsare independently 
oded. In general, su
h 
oding poli
y is suboptimal withrespe
t to the more performing inter-session NC, even when the �ows of thesessions are mutually independent [26,68℄. However, intra-session NC providesa tra
table formal framework for optimization and its a
tual implementationdoes not require too 
omplex 
o-de
oding operations at both interior and sinknodes [26℄. Moreover, intra-session NC typi
ally gives rise to little performan
eloss (in terms of both 
onveyed multi
ast throughput and robustness) withrespe
t to more 
umbersome inter-session NC te
hniques [26, 69℄.In agreement with the Di�Serv paradigm, ea
h session is assumed to be-long to a di�erent servi
e 
lass, whi
h, in turn, demands for spe
i�
 QoS re-quirements and priority levels. Hen
e, without loss of generality, the multi
ast2The terms sink and destination will be used inter
hangeably throughout this thesis.25



Figure 3.2: The 
onsidered fun
tional model for the l-th output port of inte-rior nodes.sessions a
tive over the network are labelled with in
reasing IDentity numbers(IDs) that 
orrespond to nonin
reasing priority levels. As a 
onsequen
e, dueto the 
ombined presen
e of intra-session network 
oding and multiple servi
e
lasses, as shown in Figure 3.2, ea
h output port of an interior node is equippedwith F intra-session en
oders, F parallel queues and a single server, whi
h sta-tisti
ally multiplexes the outgoing �ows a

ording to an assigned priority-basedservi
e dis
ipline [67℄.Sin
e the �ow of the i-th session is served at ea
h interior node in a
-
ordan
e with the priority level of the i-th QoS 
lass, the delay fun
tion:
∆i(C, x

1
, . . . , x

F
) adopted to measure the average queue-plus-transmission de-lay indu
ed by ea
h outgoing link depends on the session-ID i, the overallavailable link-
apa
ity C, as well as on all tra�
 �ows {x

1
, . . . , x

F
} a
tually
onveyed by the 
onsidered link. Hen
e, as in [67℄, ea
h per-link session-delayfun
tion ∆i( · ) is assumed:i) 
ontinuous with respe
t to its F + 1 variables;26



3 � The Multi
ast Primary Optimization Problemii) for any assigned set of variables {C, x
1
, . . . x

F
}, nonde
reasing in the session-ID i, so that the per-link average delay does not de
rease for in
reasingsession-IDs;iii) for any assigned i and {x

1
, . . . , x

F
}, stri
tly de
reasing in C; iv) for anyassigned i and C, nonde
reasing in {x

1
, . . . , x

F
};iv) for any assigned i, jointly 
onvex in the F + 1 variables (C, x

1
, . . . , x

F
).Due to the Kleinro
k's independen
e 
ondition and Ja
kson's Theorem [67℄,these (quite mild) assumptions may be reasonably 
onsidered met in the 
on-sidered 
onne
tionless networking s
enarios, where ea
h end-to-end 
oded pathmay be modeled as the 
as
ade of several queueing systems, whose input traf-�
s are the aggregation of multiple �ows 
onveyed by di�erent routes.Due to the (possible) nomadi
 behaviour of the 
onsidered wireless nodes,ea
h link l ∈ L a
ts as a blo
k-fading 
hannel [70℄, whose gain may be period-i
ally measured by the 
orresponding re
eive node and remains 
onstant over(at least) a slot-time. Besides fading, topologi
al and MAC-related parame-ters, as well as other network-depending parameters (su
h as, 
ross-
orrelation
oe�
ients of the utilized a

ess 
odes, beamforming 
oe�
ients, et
.) may af-fe
t the gain of the physi
al 
onne
tion between two nodes. Hen
e, to 
apturethese last, G , [g(k, l)] is de�ned as the (L × L) matrix that gathers all the(nonnegative) gains between transmit-re
eive nodes, i.e.,

g(k, l) , g (t(k), r(l)) , k, l = 1, 2, . . . L .The entries along the main diagonal of G (i.e., the set of link 
oe�
ients
{g(k, k)}) refer to the gains of the feasible links, while the remaining (possi-bly, nonzero) entries {g(k, l), k 6= l} are MAI 
oe�
ients that measure theinterferen
e among di�erent links. 27



Thus, for ea
h link l ∈ L with transmit power P (l) (W), the 
orrespondingSINR(l) measured at the re
eiver node r(l) 
an be expressed as in [46℄SINR(l) ≡
Γ(l) g(l, l)P (l)

L∑

k=1, k 6=l

g(k, l)P (k) + N(l)

, (3.4)where Γ(l) > 0 is the so-
alled SINR-gap 
ommonly used to a

ount for thedesired target Bit Error Rate (BER) [71℄, while the denominator in (3.4) is there
eiver noise N(l) (W) plus MAI power. The analyti
al expression of Γ(l) in(3.4) depends on the parti
ular 
ode
 employed at the l-th link and, as provedin [71℄, for a M-QAM system is given by
Γ(l) ≅

−1.5 k(l)

log2(5BER(l)∗)
for BER(l)∗ ≪ 1/5 , (3.5)where BER(l)∗ is the target BER and k(l) is the 
oding gain. In the following,

Γ(l) is only assumed stri
tly in
reasing in the target BER desired on link l,and, as a 
onsequen
e, ea
h maximum BER(l)∗ value allowed on link l may beequivalently mapped into a 
orresponding maximum allowed gap-value Γmax(l).In this way, the set of gap-
onstraints:
Γ(l) ≤ Γmax(l), l = 1, . . . , L,
aptures the BER-indu
ed QoS levels to be guaranteed by the Physi
al layerof the overall network proto
ol sta
k.The resulting 
apa
ity C(l) (IU/s) of the l-th link, is only assumed to bemodeled as a SINR fun
tion Ψl(SINR(l)), that is nonnegative, 
ontinuous andstri
tly in
reasing for SINR(l) ≥ 0, with Ψl(0) ≡ 0. Unlike previous workson the power-
ontrol of MAI-a�e
ted networks [33, 46, 49, 51, 52℄, in this the-sis, none 
onvexity assumption on the behaviour of C(l) is done. The adopted28



3 � The Multi
ast Primary Optimization Problem
apa
ity-fun
tion Ψl( · ) may be link-depending (e.g., due to di�eren
es in band-width availability at ea
h link). Furthermore, its analyti
al form is appli
ation-depending, and may re�e
t the statisti
al behaviour of the fading phenomenaimpairing the 
onsidered link.All the mentioned per-link parameters may be gathered in the following(L × 1) 
olumn ve
tors: −→x
T
(total �ow ve
tor), −→xij (subsession �ow ve
tor),

−−−→SINR (SINR ve
tor), −→Γ (SINR-gap ve
tor), −→C (
apa
ity ve
tor) and −→
P (powerve
tor).3.2 Problem formulationLet −→

f ≡ [f
1
, . . . , f

F
] (IU/s) be the ve
tor 
olle
ting the multi
ast �owsgenerated by all sour
e nodes {si ∈ V}. Thus, the goal of the MPOP is to 
om-pute the set of network variables {−→f ,−→x

1
, . . . ,−→x

F
,
−→
P ,

−→
Γ ,G} whi
h minimizes agiven network 
ost-fun
tion Φ( · ), while meeting a suitable set of per-session
onstraints di
tated by the Appli
ation, Transport, Network, MAC and Phys-i
al layers. Spe
i�
ally, the MPOP is formally stated as follows:

min
−→
f ,−→x1,...,−→x

F
,
−→
P ,

−→
Γ ,G

Φ
(−→

f ,−→x1, . . . ,−→x
F
,
−→
C
)

, (3.6.1)s.t.: A−→xij − fi(
−→esi

−−→edj
) =

−→
0V , j = 1, . . .,Di; i = 1, . . . , F, (3.6.2)

x
T
(l) − η(l)C(l) ≤ 0, l = 1, . . . , L, (3.6.3)

−→xij − Div(i)fi ≤
−→
0L, j = 1, . . .,Di; i = 1, . . . , F, (3.6.4)

C(l) − Cmax(l) ≤ 0, l = 1, . . . , L, (3.6.5)
L∑

l=1

ε(l)C(l) − Cave ≤ 0, (3.6.6)
L∑

l=1

Ji (C(l), xi(l)) − Ht(i) ≤ 0, i = 1, . . . , F, (3.6.7)29



Bmin(i) − fi ≤ 0, i = 1, . . . , F, (3.6.8)
L∑

l=1

∆i (C(l), x
1
(l), . . . , x

F
(l)) −∇t(i) ≤ 0, i = 1, . . . , F, (3.6.9)

Λi

(
fi,

L∑

l=1

∆i(C(l), x
1
(l), . . . , x

F
(l))

)
− σ2

D
(i) ≤ 0, i = 1, . . . , F, (3.6.10)

−→
f ,−→xij ∈ R

+L
0 , j = 1, . . . ,Di, i = 1, . . . , F, (3.6.11)
Γ(l) − Γmax(l) ≤ 0, l = 1, . . . , L, (3.6.12)

g(l, l) − Gmax(l) ≤ 0, l = 1, . . . , L, (3.6.13)
−Gmin(k, l) + g(k, l) ≤ 0, l, k = 1, . . . , L, k 6= l, (3.6.14)

L∑

l=1

as(v, l)P (l) − Pmax(v) ≤ 0, v /∈ D, (3.6.15)
g(k, l), P (l),Γ(l) ≥ 0, l, k = 1, . . . , L. (3.6.16)Delving into the reported MPOP 
onstraints, in addition to the usual �ow
onservation law in (3.6.2) (whi
h, due to the presen
e of intra-session network
oding, applies to ea
h subsession, i.e., to ea
h single sour
e-destination pair),�ow ve
tors −→xij and −→x

T
have to 
omply with the 
onstraints in (3.6.3)-(3.6.4),that upper limit link utilizations. There are several reasons to in
lude su
hbounds. First, sin
e the fi's are only average measures of the 
onveyed mul-ti
ast �ows, setting a working 
ondition of η(l) < 1 may prevent ex
eeding
apa
ity events arising from tra�
-volume �u
tuations. Se
ond, the i-th di-versity fa
tor Div(i) ∈ (0, 1] 
ontrols the minimum number of distin
t pathsto be employed by the i-th sour
e to ea
h destination dj ∈ Di: spe
i�
ally,

Div(i) < 1 guarantees ea
h dj ∈ Di to be 
onne
ted by multiple di�erentpaths to the 
orresponding sour
e node si, so as to provide improved reliabil-ity and failure-tolerant properties.The 
onstraints in (3.6.5)-(3.6.6) may arise from e
onomi
al restri
tions30



3 � The Multi
ast Primary Optimization Problemapplied by Network Administrators on the 
apa
ity planning of the links [31,66℄.These 
onstraints �x a maximum link-
apa
ity Cmax(l), as well as a maximumaverage network 
apa
ity 
ost Cave, with a pri
e-rate of C(l) is set to ε(l).Similarly, the (
onvex) fun
tion Ji(C(l), xi(l)) in (3.6.7) measures the 
ost toroute the �ow of the i-th session over the l-th link and may be used to buildup suitable session-dependent overlay networks (e.g., Virtual Private Networks)on top of the assigned graph G.Per-session QoS requirements are for
ed by (3.6.8)-(3.6.12). Spe
i�
ally, inaddition to the minimum per-session bandwidth Bmin(i) (IU/s) and maximumper-session delay ∇t(i), the maximum average distortion σ2
D
(i) tolerated by thesink nodes of the i-th session is a

ounted for. This bound is media-appli
ationspe
i�
: as pointed out in [72℄, ea
h per-session subje
tive QoS requirementmay be measured by a proper 
onvex distortion-fun
tion Λi( ·, · ) that dependson both i-th bandwidth and delay.At the MAC Layer, the a
hievable gains of the feasible network links areupper limited by (3.6.13) and the minimum allowed MAI 
oe�
ients are lowerlimited by (3.6.14). The former 
onstraint 
an be used, for example, to boundthe maximum transmit antenna gain. The latter des
ribes the interferen
e 
on-�guration by means of the Gmin's set, whi
h spe
ify the features of the avail-able s
heduling strategy (su
h as, in a CDMA network, the minimum residual
ross-
orrelation term). Therefore, for the 
onsidered MPOP, orthogonal a

essis feasible only for vanishing Gmin's. A maximum per-link BER is set throughthe 
orresponding maximum gap Γmax(l) in (3.6.12).Finally, at the Physi
al layer, (3.6.15) expresses the maximum power bud-get per transmit node, while the 
onstraints in (3.6.11), (3.6.16) assure thenonnegativity of all the involved variables.31



On the MPOP's obje
tive fun
tionFormally, as in [21, 25, 53℄, the obje
tive Φ( · ) fun
tion in (3.6.1) is a real-valued, jointly 
onvex fun
tion of the link-
apa
ities −→
C , session �ows −→

f andthe link-�ows −→xi , that has to be 
ontinuously di�erentiable up to se
ond or-der. Sin
e the nondi�erentiability of the maximum fun
tion in (3.3) a�e
tsthe di�erentiability of Φ( · ) (and, likewise, of the some of the MPOP's 
on-straints), in the following (3.3) is repla
ed with the upper-bound given by the
orresponding Ln-norm as in [25, 49, 73℄:
xi(l) ≡ max

j=1,...Di

xij(l) ≤
(∑

j

(xij(l))
n
)1/n

. (3.7)This last 
onverges to (3.3) for large3 n, preserves 
onvexity and guaranteethe MPOP to be twi
e 
ontinuously di�erentiable. The obje
tive fun
tion in(3.6.1) may be used to enfor
e 
ongestion 
ontrol, network operator goals (e.g.,load-balan
ing and session fairness) or an appropriate trade-o� of both. Thus,a

ording to [74℄, a suitable obje
tive fun
tion for the MPOP's framework mayassume the following (quite general) form:
Φ(

−→
f ,−→x1, ...,

−→x
F
,
−→
C ) ≡ θ

[
L∑

l=1

x
T
(l)β

C(l)

]
− (1 − θ)

[
F∑

i=1

Uα(fi)

]
, (3.8)where θ ∈ [0, 1] is a tunable weight fa
tor, and

Uα(fi) ≡




log(fi) , α = 1

(1 − α)−1f1−α
i , 0 < α < 1

(3.9)is the so-
alled α-fair utility fun
tion adopted to des
ribe the i-th session utility.Load-balan
ing, whose impa
t on the obje
tive fun
tion in
reases for in
reasingvalues of the exponent β ≥ 2, is enfor
ed by the summation in (3.8) over thelink index l.3It has been numeri
ally as
ertained that n = 10 su�
es to guarantee a �nal a

ura
ywithin 1%. 32



3 � The Multi
ast Primary Optimization ProblemOn the per-session delay 
onstraintIn prin
iple, �xing a maximum delay requirement requires to bound the to-tal per-session average delay over ea
h sour
e-destination path. However, sin
ethe goal of the MPOP is to �nd optimal 
oded routes and link loads, separat-ing the delay 
ontributions arising from di�erent paths joining the same sour
e-destination pair would demand additional binary variables per link, whi
h turnthe overall MPOP into a Mixed Integer Program (MIP), that is NP-hard tosolve. Thus, as in [75℄, this problem is over
ome via the 
onstraint in (3.6.9),that dire
tly bounds the average total per-session delay.On the per-session media distortion fun
tionThe i-th distortion fun
tion Λi : [0,+∞) × [0,+∞) → [0,+∞) in (3.6.10)des
ribes the average media distortion per
eived by ea
h sink-node dj ∈ Di asa fun
tion of both i-th end-to-end multi
ast �ow fi and 
orresponding delay:
τt(i) ,

L∑

l=1

∆i(C(l), x1(l), . . . , xF
(l)).Formally, Λi( · ) is assumed nonin
reasing for fi ≥ 0, nonde
reasing for τt(i) ≥ 0and jointly 
onvex in (fi, τt(i)). A relevant example of rate-distortion fun
tionmeeting the above assumptions is the one adopted for des
ribing the perfor-man
e of Fine Granularity S
alable (FGS) MPEG4-
oded video appli
ationsin [72℄:

Λi(fi) = exp{−aifi + bi

√
fi + ci}, fi ≥ 0, (3.10)with the 
onstants ai > 0, bi ≤ 0 and ci ⋚ 0 tuned in a

ordan
e with thestatisti
al features of the a
tual i-th video sequen
e. This is, indeed, a relevantexample of Multiple Des
ription (MD)-based multimedia 
oding, where thedistortion in (3.10) of the re
onstru
ted video 
ontent depends only on thenumber of IUs (i.e., the number of des
riptors) 
onveyed by the i-th session,33



and not spe
i�
ally on whi
h of them arrive at the intended sink-nodes [76,Chap.17℄.3.3 Uni
ast, multiple uni
ast and multisour
e mul-ti
ast appli
ationsThe formulation of the MPOP in (3.6) refers to the general 
ase of a mul-tiple multi
ast networking s
enario with intra-session NC and multiple QoS
lasses. Depending on the number of sour
es/destinations and sessions a
tuallya
tive over the 
onsidered network, the reported MPOP formulation dire
tlyapplies to uni
ast, multiple uni
ast and multi
ast (with/without NC) s
enar-ios. More, it 
an be easily adapted to the 
ase of multisour
e sessions with
orrelated/un
orrelated sour
es.3.3.1 Uni
ast and multiple uni
astSpe
i�
ally, appli
ation of the MPOP to uni
ast and single-session (
oded)multi
ast is straightforward, sin
e it 
an be obtained by dire
tly setting: Di ≡
F = 1, and: F = 1, respe
tively. Routing-based multi
ast and multiple uni
astwithout NC may be des
ribed by repla
ing the max-expression in (3.3) withthe following summation:

xi(l) =
Di∑

j=1

xij(l) , (3.11)that stems from the fa
t that, in the routing 
ase, ea
h sub�ow xij(l) gives riseto an independent un
oded �ow (see [32℄).3.3.2 Multisour
e multi
astThe MPOP 
an also apply to the 
ase of multisour
e multi
ast both with
orrelated and un
orrelated sour
es. The model presented in Se
tion 3.1 
an be34



3 � The Multi
ast Primary Optimization Problemadjusted to the multisour
e 
ase, simply 
onsidering that ea
h multi
ast sessionis identi�ed by the 
orresponding sour
e-set/�ow/destination-set triplet: (Si ∈
V, fi ∈ R

+
0 ,Di ⊆ V), i = 1, . . . F . Again Di is the destination set, and Siis the sour
e sets of the i-th session, while D ,

⋃F
i=1 Di and S ,

⋃F
i=1 Siare the overall multi
ast sink and sour
e sets, respe
tively. Di�erent sessionsmay share (possibly, multiple) sink and sour
e nodes, so that the sink-sets

{Di, i = 1, . . . F} and the sour
e-sets {Si, i = 1, . . . F} may overlap.In order to separate �ows belonging to di�erent sour
es, session �ows and�ow ve
tors 
hange as follows. To the s-th sour
e-�ow of session i, fi(s), 
or-responds a link-�ow ve
tor −→xs
i , whose l-th entry, xs

i (l), indi
ates the portion of
fi(s) 
arried by the l-th link, so that (3.2) be
omes

x
T
(l) =

F∑

i=1

xi(l) ≡
F∑

i=1

∑

s∈Si

xs
i (l), (3.12)and the relationship in (3.3) holds for ea
h xs

i (l), i.e.,
xs

i (l) = max
j=1,...,Di

{xs
ij(l)} , (3.13)where xs

ij(l), referred to as the j-th sub�ow of sour
e s of session i, is the partof xs
i (l) intended for the destination dj ∈ Di. A

ording to this notation, thetotal session-�ow fi in (3.6) 
an be expressed as:

fi ≡
∑

s∈Si

fi(s).Now, let {−→f
1
, . . . ,

−→
f

F
} be the (S × 1) ve
tors 
olle
ting the multi
ast �owsof all sour
e nodes {si ∈ S}. Then, the Multisour
e MPOP (MMPOP) 
an bede�ned by the same MPOP formulation in (3.6), provided that:i) the �ow 
onservation in (3.6.2) is applied to ea
h −→

xs
ij and fi(s), for all s;ii) in (3.6.4) {xij(l), fi} are repla
ed by {xs

ij(l), fi(s)};35



iii) the obje
tive fun
tion is rewritten to take into a

ount the di�erent sour
e�ows, i.e., it takes the more general form: Φ
(−→
f

1
, . . . ,

−→
f

F
,−→x

1
, ...,−→x

F
,
−→
C
);iv) 
onstraints in (3.6.8) and (3.6.10) are suitably modi�ed in a

ordan
e tothe sour
e properties.This last 
ondition implies that in relation to the 
onsidered s
enario, the max-imum distortion and minimum bandwidth requirements 
an take on di�erentmeaning, and form.Joint sour
e and network 
odingSe
tion 2.1.3 has shown how the advantages brought by the appli
ation ofnetwork 
oding may be enhan
ed in the presen
e of 
orrelated sour
es. Thanksto the MMPOP formulation de�ned above, it is possible to model and studyalso the 
ase of joint sour
e and network 
oding. Spe
i�
ally, when LossLessDistributed Sour
e Coding (LLDSC) is performed the maximum distortion andminimum bandwidth 
onstraints of the MMPOP 
hange as follows. First, sin
esour
es are assumed to transmit enough information so that their intendedsinks are able to exa
tly re
over data by the joint de
oding of the �ows re
eivedfrom the network, there is no reason to 
onsider a distortion 
onstraint inthe MMPOP, and, therefore, (3.6.10) is simply removed. Se
ond, guaranteeinglossless re
overy of the sour
e �ows means to 
onstrain the set of feasiblesour
e rates to the so-
alled Slepian-Wolf region (see [56℄), so that the followingexpressions

H(X|Si \ X ) −
∑

s∈X

fi(s) ≤ 0, ∀X ⊆ Si; i = 1, ..., F, (3.14)(where H( · | · ) denotes the 
onditional entropy operator), take the pla
e of theminimum 
onne
tion bandwidth requirement in (3.6.8). By means of (3.14),it is possible to take advantage of the potential 
orrelation of the sour
es and36



3 � The Multi
ast Primary Optimization Problemtherefore to redu
e the overall load of the network in the presen
e of 
orrelatedstreams.On-the-�y evaluation of the Slepian-Wolf regionThe set of 
onditional entropies H( · | · ) at the l.h.s. of (3.14) measuresthe (spatial) 
orrelation among the sour
e �ows to be en
oded. Sin
e our pa-per fo
uses on the management of the available resour
es, as in the 
lassi
Slepian-Wolf (SW) framework [56℄, these entropies are assumed known in ad-van
e. However, in pra
ti
al implementations of SW en
oders, inter-sour
e 
or-relations need to be estimated and 
ommuni
ated ba
k to the sour
e nodesduring the set-up phase of the en
oding pro
ess, so as to allow the sele
tion ofproper 
odes and 
oding rates. In wireless s
enarios, these 
orrelations 
an betime-variant and have to be evaluated in real-time, so that rate-adaptive SW
oding s
hemes have to be utilized. In these s
hemes, ea
h de
oder estimatesthe 
urrently needed 
oding rate by exploiting the error-dete
tion 
apabilityof powerful 
apa
ity-a
hieving Low Density Parity Che
k (LDPC) 
odes [77℄.A deep dis
ussion of these implementation aspe
ts 
an be found in [78℄, whereseveral 
ases of study are detailed and tested. Finally, it must be pointed outthat, after repla
ing the entropies at the l.h.s. of (3.14) by the 
orrespondingentropy rates, the above MMPOP formulation and its solution still hold if thesour
e �ows are jointly ergodi
 and 
orrelated over both the time and spatialdomains.
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Chapter 4The Two-Level De
ompositionThe layered approa
h devised to solve the MPOP de�ned in Chapter 3is des
ribed here. In detail, this 
hapter will present the the de
ompositionlevel stru
ture, illustrate its fundamental properties and state some feasibility
onditions. Furthermore, it will provide signi�
ant insights on the 
apa
ityregions of non
onvex MPOPs and an e�e
tive pro
edure to design 
onvex outer-bounds.4.1 The levels de�nitionBarring the 
onvex bounds in (3.6.7), (3.6.9) and (3.6.10), at �rst glan
e, allremaining MPOP's 
onstraints appear linear. Nonetheless, the MPOP is gener-ally not a 
onvex optimization problem due to the non
onvexity of the relation-ship that ties powers and link-
apa
ities (see (3.4)). This implies that, to date,neither guaranteed-
onvergen
e iterative algorithms nor 
losed-form solutionsare available to 
ompute the optimal solution {−→f ∗,−→x1
∗, . . . ,−→x

F

∗,
−→
P ∗,

−→
Γ ∗,G∗}of the non
onvex MPOP (see [22, 49, 52℄ and referen
es therein).A deeper analysis of the MPOP formulation, reveals that link-
apa
ities arenot a
tually part of the set of variables, but introdu
e, a loose-
oupling (in the39



sense of [65℄) between Transport/Network: {−→f ,−→x1, . . . ,
−→x

F
}, and MAC/Physi
al:

{−→P ,
−→
Γ ,G} variables. This 
oupling role 
an be exploited to devise a two-levelsolving approa
h, in whi
h:- an upper-level ta
kles the Flow Network Coding Problem (FNCP) inorder to 
ompute the optimal link-
apa
ity ve
tor −→C ∗;- a lower-level solves the E�
ient Resour
e Allo
ation Problem (ERAP),aiming to �nd the minimum-
onsumption resour
e allo
ation that satis-�es the requested link-
apa
ity ve
tor −→C ∗.The presented levels intera
t by means of the Multi
ast Capa
ity Region Cof the MPOP, that is the set 
omprising all the feasible 
apa
ity ve
tors. Toformally de�ne C, let

Π ,
{(−→

P ,
−→
Γ ,G) : (3.6.12)-(3.6.16) simultaneously met} , (4.1)be the 
onvex region of the (L2 +2L)-dimensional Eu
lidean spa
e 
omprisingall the triplets (−→P ,
−→
Γ ,G) meeting the MAC and Physi
al layer 
onstraints.Furthermore, let

S ,
{−−−→SINR , [SINR(1), . . . ,SINR(L)]T

}
, (4.2)be the resulting L-dimensional set of feasible SINR ve
tors, obtained by 
om-ponentwise appli
ation of the s
alar relationship in (3.4) to the elements of theset Π in (4.1). Hen
e, the MPOP 
apa
ity region C 
an be stated as:

C ,
{−→

C ∈
(
R

+
0

)L
: ∃−−−→SINR ∈ S : C(l) ≤ Ψl(SINR(l)), l = 1, . . . , L

}
. (4.3)On the basis of the de�nition in (4.3), the FNCP is an optimization problem40



4 � The Two-Level De
ompositionin the {−→f ,−→x1, . . . ,
−→x

F
,
−→
C } variables, so formulated:

min
−→
f , −→x1,...,−→x

F
,
−→
C

Φ
(−→

f ,−→x1, . . . ,
−→x

F
,
−→
C
)

, (4.4.1)s.t. : MPOP 
onstraints in (3.6.2)�(3.6.11), (4.4.2)
−→
C ∈ C. (4.4.3)Now, let C∗(l) ∈ −→

C ∗ indi
ate the 
apa
ity value of link l that is obtainedby solving the FNCP in (4.4) and SINR∗(l) , Ψ−1
l (C∗(l)) the 
orrespondingtarget SINR. So, the ERAP is de�ned as

min
−→
P ,G,

−→
Γ

ϕ (
−→
P ,G), (4.5.1)s.t. : MPOP 
onstraints in (3.6.12)�(3.6.16), (4.5.2)SINR∗(l)/SINR(l) − 1 ≤ 0, l = 1, . . . , L , (4.5.3)where the fun
tion ϕ (

−→
P ,G) measures the in
urred resour
e-
ost and is intro-du
ed to enfor
e e�
ient allo
ation of the resour
es available at the MAC andPhysi
al layers. Sin
e the MPOP obje
tive fun
tion Φ( · ) in (3.6.1) dependsonly impli
itly on the power-ve
tor −→

P , via the link-
apa
ity ve
tor −→C , it 
anhappen that multiple −→
P ∗'s ve
tors and G∗'s matri
es lead to the same optimal
apa
ity ve
tor −→C ∗. Hen
e, task of the obje
tive fun
tion in (4.5.1) is to pi
kup the most resour
e-e�
ient solution over the set {−→P ∗,G∗} of optimal ones.As a 
onsequen
e, the ERAP retains the basi
 stru
tural property reportedin the following proposition.Proposition 4.1 When ϕ(

−→
P ,G) in (4.5.1) is posynomial in {−→P ,G}, theERAP be
omes an instan
e of geometri
 programming and, therefore, it issolvable by 
onvex optimization.Proof. By de�nition, a posynomial fun
tion ϕ(z1, z2, . . . , zn) in the nonnegativevariables zi ≥ 0, i = 1, . . . , n, is the summation [79℄: ∑m

i=1 gi(z1, z2, . . . , zn) of41



m ≥ 1 monomial fun
tions: gi(·) = ciΠ
n
j=1z

aji

j , with ci > 0 and aji ∈ R, forany i = 1, . . . ,m and j = 1, . . . , n. A Geometri
 Program (GP) [79℄ is de�nedas an optimization problem 
omprised of posynomial obje
tive and inequality
onstraints, and monomial equality 
onstraints.Sin
e the 
onstraint in (4.5.3) is posynomial, and the ones in (4.5.2) aremonomial, 
hoosing a posynomial ϕ( ·, · ) results in a ERAP belonging to the
lass of GPs. By means of a log-transformation: yj ≡ log zj , j = 1 . . . n ofthe variables in (4.5.1)-(4.5.3), ea
h monomial 
an be turned into exponentialfun
tion with a�ne-type exponent, and ea
h posynomial into a log-sum-expfun
tion. Both exponential and log-sum-exp fun
tions are known to be 
onvexso that in this 
ase the ERAP is indeed a 
onvex optimization problem andthe 
laim of Proposition 4.1 dire
tly arises.Sin
e the FNCP and the ERAP are loosely 
oupled problems (in the senseof [65℄), their intera
tion is dire
tly ruled by the optimal 
apa
ity ve
tor −→
C ∗and the multi
ast 
apa
ity region C. This means that, for the 
ombined FNC-plus-ERA problem, the following formal result holds:Proposition 4.2 Let us assume C in (4.4.3) be de�ned as in (4.3). Thus,the MPOP in (3.6) admits the same solution of the 
ombined FNC-plus-ERAproblem in (4.4) and (4.5).Proof. From the formal de�nition of (4.3), it stems out that the multi
ast
apa
ity region C fully a

ounts for the overall set of MPOP 
onstraints in(3.6.12)-(3.6.16). This implies that, the FNCP a

ounts for both the MPOP
onstraints in (3.6.2)-(3.6.10) via (4.4.2), and the MAC/Physi
al ones by meansof (4.4.3). Hen
e, the solution {−→f ∗, −→x1

∗, . . . ,−→x
F

∗,
−→
C ∗} of the FNCP is also thenetwork-solution of the MPOP.Then, sin
e the ERAP 
onstraints in (4.5.2) are equivalent to the ones in42



4 � The Two-Level De
omposition(3.6.12)-(3.6.16) and the −→
C ∗-feasibility is taken into a

ount through (4.5.3),the ERAP 
an be used to �nd the remaining MAC/Phy-solution of the MPOP,

{−→P ∗,G∗,
−→
Γ ∗}, and the 
laim of Proposition 4.2 is proved.4.2 Two-level de
omposition fundamental propertyA

ording to Proposition 4.2, whenever the set of 
onstraints of the ERAPde�nes a 
onvex multi
ast 
apa
ity region C, both the MPOP and the 
ombinedFNC-plus-ERA problem exhibit a 
onvex stru
ture and sin
e their optima 
oin-
ide the MPOP 
an be dire
tly solved by means of the two-level de
omposition.Unfortunately, this 
ondition is met only for log-
onvex 
apa
ity fun
tions (see[51, 52℄, and the re
ent 
ontribution in [49℄), or when orthogonal a

ess is fea-sible for the 
onsidered MPOP (i.e., when all {Gmin(k, l)} vanish, as in [22℄).Nonetheless, the proposed de
omposition retains the following key property(proved in the Appendix A), that 
an allow to 
ompute the exa
t solution ofthe non
onvex MPOP by solving the 
orresponding 
onvex relaxed FNC-plus-ERA problem.Proposition 4.3 Let us 
onsider a 
onvex outer-bound C0 of the multi
ast
apa
ity region C, i.e., {C ⊆ C0}, and let −→C ∗

0 be the link-
apa
ity ve
tor obtainedby solving the C0-relaxed FNCP1. Thus, the following properties hold:1. when the C0-relaxed FNCP is unfeasible, then the MPOP is unfeasible;2. when the C0-relaxed FNCP is feasible and the ERAP is unfeasible (i.e.,
−→
C ∗

0 /∈ C), then no 
on
lusion may be drawn about the feasibility/unfeasibili-ty of the MPOP;1This problem is still de�ned by (4.4.1)-(4.4.3), but with C repla
ed by the outer-bound
C0. 43



Figure 4.1: Case study of Proposition 4.3.3. when the C0-relaxed FNCP and the ERAP are both feasible (i.e., −→C ∗
0 ∈ C),then the MPOP is feasible and its link-
apa
ity solution −→

C ∗ 
oin
ideswith −→
C ∗

0. �An example of 
apa
ity region C, 
onvex outer-bound C0, and 
orrespond-ing 
apa
ity ve
tor solutions of the FNCP, −→C ∗, and C0-relaxed FNCP, −→C ∗
0,are sket
hed in Figure 4.1, so as to give a pi
torial view of the three 
asesdetailed in Proposition 4.3. Spe
i�
ally, a typi
al s
enario giving rise to Case 1of Proposition 4.3 o

urs when the QoS requirements of the MPOP 
annot besupported by the available networking resour
es, so that −→C ∗

0 
an be representedby a point (marked by 1 in Figure 4.1) that falls outside both C and C0. Thismeans that, to attempt to turn the MPOP into a feasible problem, either the
Pmax values in (3.6.15) should be in
reased (as in power-limited appli
ations),or the Gmin 
oe�
ients of (3.6.14) should be lowered (when the network isMAI-limited).Case 2 of Proposition 4.3 happens when the 
apa
ity ve
tor −→C ∗

0 belong tothe di�eren
e set: C0 \ C (see point 2 in Figure 4.1). From a pra
ti
al point ofview, in this 
ase, depending on whether the MPOP is feasible or not, it mayresult that the adopted outer-bound C0 is too loose to solve the MPOP (seeFigure 4.1). Thus, the 
urrently adopted outer-bound C0 should be repla
ed44



4 � The Two-Level De
ompositionwith a tighter one C′
0, in order to (possibly) attain Case 3 of Proposition 4.3.O

urren
e of this latter, in fa
t, guarantees that the 
omputed solution of the
orresponding 
onvex relaxed FNC-plus-ERA problem, −→C ∗

0, exa
tly 
oin
ideswith the one of the 
onsidered non
onvex MPOP, −→C ∗.4.3 Convex outer-bounds of the 
apa
ity regionThe properties reported in Proposition 4.3 provide a very useful meansto give insight into the solution spa
e of a non
onvex optimization problemwhi
h would have otherwise remained 
ompletely unknown. Furthermore, theyunderline the key role played by the adopted 
onvex outer-bound C0 in thesolution 
apability of the proposed two-level de
omposition.In prin
iple, several 
onvex outer-bounds C0's of an (assigned) C 
an bedevised, the tightest one being the 
orresponding 
onvex hull [79℄. Althoughtighter outer-bounds generally lead to a higher solution 
apability of the two-level de
omposition, they are also more 
omplex to be analyti
ally 
hara
ter-ized and may require the solution of NP-hard optimization problems (as in[31℄). Therefore, the main goal in the 
hoi
e of the set C0, on whi
h to run thede
omposition, is to balan
e simpli
ity with the o

urren
e rate of Case 3 ofProposition 4.3. To this end, in the following, an e�e
tive pro
edure to devisepolyhedral outer-bounds of the a
tual 
apa
ity region is developed.4.3.1 Polyhedral outer-bounds of the 
apa
ity regionThe a
tual 
apa
ity of the l-th link, C(l), a

ording to the assumptions inSe
tion 3.1, is nonin
reasing in ea
h P (j) , j 6= l. This means that ea
h C(l) isupper-bounded by the 
apa
ity 
orresponding to the l-th link when the latteris impaired only by the k-th interferer (i.e., when P (j) ≡ 0 for any j 6= k and45



j 6= l), so that:
C(l) ≤ Ψl (Gmax(l),Γmax(l), N(l), Gmin(k, l), P (l), P (k)) , k 6= l. (4.6)By the inversion of (4.6), it is possible to obtain the minimum P (l) needed tosupport C(l), i.e.,

P (l) ≥ Pmin(l) ≡ Ψ−1
l (Gmax(l),Γmax(l), N(l), Gmin(k, l), C(l), P (k)) . (4.7)On the other hand, for the k-th link, being Ψk( · ) nonde
reasing in SINR(k),the 
apa
ity C(k) is always bounded by

C(k) ≤ Ψk(Gmax(k),Γmax(k), N(k), Gmin(l, k), Pmax(t(k)), P (l)) . (4.8)The bound in (4.8) applies also to the 
ase of Pmin(l) given in (4.7), so that itis possible to derive the maximum feasible C(k) in terms of C(l):
C(k) ≤ Ψk (Gmax(k),Γmax(k), N(k), Gmin(l, k), Pmax(t(k)), Pmin(l)) , (4.9)and, ultimately, express this relationship as follows

C(k) ≤ Ψk

(
Ψ−1

l (C(l))
)

. (4.10)This bound depends on C(l) as well as on the set {Gmin(l, k), Gmin(k, l), N(k),

N(l), Pmax(t(k)), Gmax(k),Γmax(k), Gmax(l), Γmax(l)} of �xed lo
al parame-ters and a

ounts for the MAI indu
ed by the links on ea
h other.Although the 
onvexity in C(l) of (4.10) 
annot be guaranteed a priori,be
ause it is tied to the parti
ular analyti
al properties of the involved 
apa
ityfun
tions Ψ−1
l ( · ) and Ψk( · ), it is always possible to devise an upper-bound

Ψk,l(C(l)) ≥ Ψk(Ψ
−1
l (C(l))) (4.11)whi
h is 
onvex in C(l). In fa
t, both the 
apa
ity fun
tion properties detailedin Se
tion 3.1 and the power-limited nature of the nodes 
ompel the region in(4.10) to be �nite. 46



4 � The Two-Level De
ompositionThe power 
onstraints in (3.6.15) also de�ne the maximum allowed 
apa
-ities when the MAI is fully absent, i.e.,
CM (j) , Ψj

(
Γmax(j)Gmax(j)Pmax(t(j))/N(j)

)
, j = 1, . . . , L. (4.12)Sin
e every pair {k, l} of mutually interfering links have 
apa
ities limited by

{CM (k), CM (l)}, the assumed 
onvexity of Ψk,l( · ) 
an be exploited to guaran-tee that ea
h 
ouple of points {(C(l),Ψk,l(C(l))) : C(l) ≤ CM (l),Ψk,l(C(l)) ≤
CM (k)} lies below the line Ψ̂k,l( · ) de�ned by:

Ψ̂k,l( · ) , (C(l) − CM (l))



 CM (k) − Ψk,l(CM (l))

Ψ
−1
k,l (CM (k)) − CM(l)



+ Ψk,l(CM (l)) , (4.13)where Ψk,l(CM (l)) and Ψ
−1
k,l (CM (k)) in (4.13) are the values of the fun
tion

Ψk,l(x) and its inverse, Ψ
−1
k,l (y), in x ≡ CM (l) and y ≡ CM (k), respe
tively.The polyhedral outer-bound is then given by the interse
tion of L(L − 1)half-spa
es of R

+L
0 as follows

C0 ,
L⋂

k,l=1,k 6=l

Ck,l (4.14)where ea
h set {Ck,l, k, l = 1 . . . L, k 6= l} is so de�ned:
Ck,l ,






C(k) ≤ CM (k)

C(l) ≤ CM (l)

C(k) ≤ (C(l) − CM (l))



 CM (k) − Ψk,l(CM (l))

Ψ
−1
k,l (CM (k)) − CM (l)



+ Ψk,l(CM (l)) .(4.15)The presented pro
edure for the development of 
apa
ity region outer-bounds stems from a single-interferer assumption and rea
hes general validityby 
omprising all the interferers through the interse
tion of the half-spa
es47



in (4.14). This means that ea
h Ck,l is, in pra
ti
e, a half-plane. In prin
iple,it is possible to devise a similar pro
edure 
onsidering the presen
e of twointerferers at one time so as to 
ome up with a more re�ned solution. How-ever, the analyti
al representation of this solution has proved to be mu
h more
ompli
ated and far less pra
ti
al than the proposed one.The polyhedral bound given in (4.14) has three appealing properties. First,its formulation is simple, easy to manage and 
an be des
ribed by lo
al �xedparameters. Se
ond, it is able to approa
h the a
tual 
apa
ity region when all
Gmin's vanish, sin
e for negligible MAI's e�e
ts it shapes a box-type region.Third, in strong MAI environments whi
h result in deeply 
on
ave 
apa
ityregions, it gives the tightest 
onvex outer-bound of C.To illustrate the mentioned properties, an example of pra
ti
al relevan
ethat reports the analyti
al expression assumed by Ψk,l( · ) in the usual 
ase oflogarithmi
 (i.e., Shannon-like) 
apa
ity fun
tion is given in the following.4.3.2 Example: The Shannon 
apa
ity fun
tionWhen applied to the logarithmi
 Shannon 
apa
ity fun
tion, i.e.,

C(k) ≡ log2(1 + SINR(k)), (4.16)the proposed approa
h for the development of a polyhedral outer-bound givesrise to a Ψk(Ψ
−1
l (C(l))) (from now on simply denoted as Ψk(C(l))) so formu-lated:

Ψk(C(l)) , log2

(
1 +

Γmax(k)Γmax(l)Gmax(k)Gmax(l)

Gmin(l, k)Gmin(k, l)
(
2C(l) − 1

)
(1 + α) + β

) (4.17)
α ,

N(l)

Pmax(t(k))Gmin(k, l)

β ,
N(k)Γmax(k)Gmax(k)

Pmax(t(k))
.48



4 � The Two-Level De
ompositionBy simply dis
arding β in (4.17), whose dire
t dependen
e on N(k) makesnegligible, a tight upper-bound of Ψk 
an be readily derived and de�ned as
Ψk,l(C(l)) = log2

(
1 +

χ(k, l)

2C(l) − 1

)
, (4.18)where

χ(k, l) ,
Γmax(l)Γmax(k)Gmax(l)Gmax(k)

Gmin(l, k)Gmin(k, l)
(
1 + N(l)

Pmax(t(k))Gmin(k,l)

) . (4.19)
This bound is 
onvex in C(l) for any χ(k, l) ≥ 1.Figure 4.2 shows both the proje
tion on links k, l of the a
tual 
apa
ityregion, whi
h is des
ribed by Ψk(C(l)), and the 
onvex outer-bound in (4.18)for di�erent MAI s
enarios. The plots show how 
losely the sele
ted boundfollows the region depi
ted by the original 
apa
ity fun
tion, and underlinethe dependen
e on the Gmin's values.The 
apa
ity region given by Ψk(C(l)), its upper-bound Ψk,l(C(l)) in (4.18)and the set Ck,l de�ned in (4.15), are reported in Figure 4.3 for the 
ase of

χ(k, l) = 90.95, whi
h is representative of an intermediate MAI 
on�guration.The set Ck,l 
an be seen as the proje
tion on links k, l of the polyhedral upper-bound in (4.14). From the plots in Figures 4.2 and 4.3 is evident that for adeeply MAI-a�e
ted s
enario, whi
h gives rise to a 
on
ave region, the set
Ck,l be
omes the 
onvex hull of the a
tual 
apa
ity region, and therefore, thetightest 
onvex outer-bound possible. On the 
ontrary, low MAI 
ases give riseto almost box-type regions, where the 
apa
ities are only limited by the power
onstraints of the nodes. In this 
ase, the polyhedral outer-bound in (4.14) isalso box-shaped and approa
hes the a
tual 
apa
ity region.49



Figure 4.2: Proje
tion on links k, l of the a
tual 
apa
ity region, Ψk(C(l)),and 
onvex outer-bound Ψk,l(C(l)) for several MAI s
enarios.
50
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4.4 Feasibility of the MPOPProposition 4.3 points out that the feasibility of the ERAP su�
es forthe feasibility of the MPOP and, moreover, for the 
oin
iden
e of its solution
−→
C ∗ with the one of the FNC-plus-ERA problem, −→C ∗

0. As a 
onsequen
e, thefollowing two 
onditions (the �rst ne
essary and su�
ient, the se
ond onlysu�
ient) provided for the feasibility of the ERAP guarantee both the MPOPfeasibility and the abovementioned solutions equality: −→C ∗ =
−→
C ∗

0.Proposition 4.4 Let J be the (L × L) matrix whose (k, l)-th entry is
J(k, l) ,





−1, k = l,
Gmin(k,l)Ψ−1

k
(C∗

0
(k))

Gmax(k)Γmax(k) , k 6= l.Thus, if and only if there exists a ((V + L) × 1) nonnegative ve
tor −→
β thatmeets the following relationship:



 J

As




T
−→
β +

−→
1 L =

−→
0 L, (4.20)the ERAP is feasible.Proof. To guarantee feasibility, the ERAP must allow a solution at least forthe following set of relaxed link-gain 
oe�
ients: {g(k, l) ≡ Gmin(k, l), g(l, l) ≡

Gmax(l), Γ(l) ≡ Γmax(l), ∀k 6= l}. As far as feasibility is 
on
erned, the ERAproblem in (4.5) is equivalent to the following linear program:
min
−→
P

{−→1 T
L

−→
P }, s.t. 

 J

As



−→P ≤



−→
d

−→
P max



 , (4.21)where d(l) , Ψ−1
l (C∗

0 (l))N(l)/(Gmax(l)Γmax(l)) is the l-th entry of the ve
tor
−→
d , and −→

P max is the ve
tor 
olle
ting the maximum allowed node powers (see52



4 � The Two-Level De
omposition(3.6.15)). By duality, the problem in (4.21) admits (at least one) solution if andonly if it is 
ompliant with (4.20) and this proves the su�
ient part of the 
laim.The ne
essary part stems out from the fa
t that (4.20) is derived by referringto the less-interfered, highest-gains and less SINR-demanding 
ase.A simpler su�
ient 
ondition for the feasibility of the 
onsidered ERAPmay be formulated dire
tly in terms of Singular Value De
omposition (SVD),as reported in the following Proposition 4.5.Proposition 4.5 The ERAP is feasible if the matrix in (4.20) allows a non-negative (right) eigenve
tor −→v that meets the following relationship:


 J

As




T

−→v = σ−→u = −−→
1 L, (4.22)where −→u and σ are the (left) eigenve
tor and the singular value of −→v , respe
-tively.Proof. The su�
ient 
ondition in (4.22) 
an be dire
tly derived from (4.20) byrepla
ing −→

β by −→v and, then, by performing the Singular Value De
omposition(SVD) of the resulting matrix relationship. Sin
e in this 
ase ve
tors −→u and −→vare 
ompelled to be eigenve
tors, su
h 
ondition is only su�
ient.
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Chapter 5Implementation aspe
tsThis 
hapter is dedi
ated to the implementation aspe
ts of the proposed de-
omposition. First, both the Flow Network-Coding Problem and the E�
ientResour
e Allo
ation Problem will be analyzed and te
hniques for their algorith-mi
 solution dis
ussed. Main 
ontribution of the 
hapter is the developmentof the Distributed Resour
e Allo
ation Algorithm devised to solve the ERAP,and its properties. Then, a
tual implementation of the proposed algorithmi
solutions is investigated.5.1 The �ow network-
oding problemMain task of the FNCP is to 
ompute all the sour
e-destination network-
oded routes meeting both the 
onsidered per-session sets of QoS requirementsand the network 
onstraints. Being 
omprised by linear/
onvex 
onstraintsand by a 
onvex obje
tive fun
tion, the C0-relaxed FNCP is a 
onvex opti-mization problem and, provided that the Slater's quali�
ation holds, it 
anbe solved via the 
ommon Karush-Kuhn-Tu
ker (KKT) optimality 
onditions[79℄. These latter, however, give rise to a set of nonlinear equations that ulti-mately require some kind of Newton-based te
hnique to 
ompute the optimum55



{−→f ∗,−→x1
∗, . . . ,−→x

F

∗}.Fortunately, the FNCP 
an be readily solved by methods like the ones be-longing to the interior-point 
lass [47℄ (e.g., the barrier method) whi
h have,in the last years, proved to be e�e
tive means for the solution of 
onvex opti-mization problems. By 
ombining the high a

ura
y of the Newton's methodwith the ba
ktra
king linesear
h and introdu
ing a logarithmi
 barrier fun
-tion, these algorithms are able to show good performan
e while keeping lowthe implementative 
omplexity.Interior point methods may be used either to solve the entire FNCP prob-lem in a 
entralized way, or applied to its distributed versions, a

ording to theparti
ular appli
ation s
enario. Both 
entralized and distributed implementa-tions are further dis
ussed in the next subse
tion.5.1.1 Centralized vs. distributed approa
hOptimization in the FNCP is performed over lo
al variables: �ow ve
tors −→xiand 
apa
ities −→
Ci are link-based, and, more, session �ows fi 
an be obtainedby adding up either the outgoing �ows at the sour
es or the in
oming onesat the destinations. On the 
ontrary, the set in (4.4.2) 
onsists of end-to-end
onstraints in addition to the lo
al ones. As it will be shown in the following,this parti
ular feature of the FNCP may prevent the su

essful appli
ation ofa primal/dual approa
h for the development of a distributed solution, whi
hmay be viable in other frameworks (see [61℄).In a master/subproblems dual de
omposition, end-to-end 
onstraints resultin global multipliers and in a Lagrangian fun
tion whi
h is only partially sepa-rable. In the MPOP 
ase, this 
auses ea
h subproblem to present the followingstru
ture

min
x(l),C(l)

gl(C(l), x(l),
−→
b ) (5.1)56



5 � Implementation aspe
ts

Figure 5.1: Master/subproblems iterative pri
ing me
hanism.s.t.: link-based 
onstraintsand the master problem to be given by
max
−→
b

∑

l

g∗l (
−→
b ) + gb(

−→
b ) (5.2)s.t.: −→b ∈ R

+|B|
0 ,where ve
tor −→b 
olle
t the |B| global multipliers, gb(·) and the gl(·)'s are theglobal and the lo
al parts of the Lagrangian fun
tion, and g∗l (

−→
b ) is the value of

gl(·) 
al
ulated in {C∗(l), x∗(l)} whi
h is the solution of the problem in (5.1).This kind of de
omposition works a

ording to the �pri
ing� me
hanismdepi
ted in Figure 5.1 [65℄. At the k-th step, the master problem �oods inthe network the �resour
e pri
e� (i.e., the −→
b k) that is used by the subprob-lems to 
ompute their best �resour
e deployment� (i.e., to solve (5.1) and �nd

{C∗(l)k, x∗(l)k}). This information is then fed ba
k to the master and employedin (5.2) to determine the next-iteration pri
es: −→b k+1. The optimum is rea
hed57



Figure 5.2: Centralized solution two-step signalling.when the master �nds the best pri
ing strategy. This solution, therefore, re-quires a proper information ex
hange between the master problem (whi
h ishosted on a 
entral 
ontroller) and the subproblems (whi
h run on the net-work nodes) and, more, that this signalling is iterative and stops only whenthe optimum is a
hieved.Centralized solutions, as shown in Figure 5.2, demand an initial 
ommu-ni
ation from the network nodes to the 
entral 
oordinator that 
onveys allthe information needed to 
ompute the optimum, and then, the solution �ood-ing from the 
oordinator to the network. This may imply a signi�
ant set-upsignalling. However, in most appli
ations, large part of this information (QoSrequirements, network operators 
osts and so on) is naturally owned by sour
enodes so that 
hoosing them as 
oordinators means to e�e
tively 
ut down thea
tual amount of information ex
hange.Clearly, the FNCP is solvable in both ways. Whi
h is the most suitable hasto be de
ided a

ording to the parti
ular instan
e of the problem at hand andthe appli
ation involved. Distributed solutions usually require the ex
hange of58



5 � Implementation aspe
tsminor quantity of data, but they required it repeatedly (and for large networks,
onvergen
e may be obtained after a 
onsiderable number of iterations). On theother hand, 
entralized ones are based on a non-iterative, but wider, signalling.Generally, a good trade-o� between qui
k response and signalling burden maybe represented by the 
hoi
e of a sour
e-driven 
entralized solution.5.2 The distributed resour
e allo
ation algorithmAs stated in Proposition 4.1, the posynomial stru
ture of the obje
tivefun
tion in (4.5.1), allows the ERAP to be re
ast in a 
onvex form throughthe following log-transformation of the involved variables: zl , log(P (l)), yl ,

log(Γ(l)), W(k, l) , [wk l , log(g(k, l))]. Although in this 
ase, as in theformer, interior point algorithms are still e�
ient in 
omputing the optimum,the analyti
al stru
ture of the ERAP 
an be further exploited to develop adistributed resour
e allo
ation algorithm.To this end, without loss of generality, the obje
tive fun
tion of the ERAPis assumed to fall in the 
lass of additively separable fun
tions. The fun
tionin (4.5.1), in fa
t, has been introdu
ed to sele
t the most e�
ient resour
eallo
ation among the optimal ones and does not a�e
t the solution of theprimary problem. This means that, in prin
iple, its 
hoi
e 
an be 
ompletelyarbitrary. An e�e
tive example of separable obje
tive fun
tion that enfor
ese�
ient resour
e allo
ation is represented by the total network power 
onsump-tion ϕ (
−→
P ,G) ≡ ∑L

l=1 P (l) whi
h will be adopted in the following dis
ussionand to whi
h every MPOP's instan
e will refer unless otherwise stated.With respe
t to the FNCP, the ERAP 
omprises of 
onstraints and vari-ables whi
h are both lo
al. This suggests that by pursuing a Lagrangian dualde
omposition it is possible to �nd the optimal resour
e allo
ation distribu-59



tively. The Lagrangian fun
tion asso
iated to (4.5.1)-(4.5.3) is given by:
L(−→z ,−→y ,W,

−→
λ ) =

L∑

l=1

ezl+

+
L∑

l=1

λ1l

(SINR∗(l) e−zl−yl−wll

[ L∑

k 6=l

ezk+wkl + N(l)
]
− 1

)
+

+
V −D∑

v=1

λ2v

(
Pmax(v)−1

L∑

l=1

as(v, l)ezl − 1
)
+

+
L∑

l=1

λ3l (e
yl − Γmax(l)) +

+
L∑

l=1

λ4l (e
wll − Gmax(l)) +

+
L∑

l=1

L∑

k 6=l

λ5kl

(
e−wkl + Gmin(k, l)

)
, (5.3)where −→

λ , [
−→
λ 1

−→
λ 2

−→
λ 3

−→
λ 4

−→
λ 5]

T is the (
olumn) ve
tor 
olle
ting all the La-grangian multipliers 
orresponding to the 
onstraints in (4.5.2)-(4.5.3).Sin
e both strong duality and Lagrangian min-max equality hold [79℄, theoptimal solution is represented by the saddle point, whi
h is the feasible pointsatisfying:
∇L(−→z ∗,−→y ∗,W∗,

−→
λ ∗) = 0. (5.4)Solution to (5.4) 
an be iteratively 
omputed on a per-slot basis by means ofa gradient-based method, in whi
h the variable u at the (k + 1)-iteration isobtained as:

u(k+1) = u(k) − a(k)
u ∇uL

(−→z (k),−→y (k),W(k),
−→
λ (k)

)
. (5.5)A

ording to the results in [80℄, a stepsize sequen
e {a(k)

u } in (5.5) whi
h sat-60



5 � Implementation aspe
tsis�es the following:
a(k)

u > 0, (5.6)
∞∑

k=0

a(k)
u = ∞ ,

∞∑

k=0

(a(k)
u )2 < ∞ ,guarantees the 
onvergen
e of the iterative algorithm to the optimal solution.For ea
h link-index l = 1 , . . . , L, with k 6= l, the gradients in (5.5) are asfollows:

∇zl
L = ezl +

L∑

k 6=l

Dke
wlk+zl +

V −D∑

v=1

ezlλ2v
as(v, l)

Pmax(v)
− DlIl, (5.7.1)

∇yl
L = −DlIl + λ3le

yl , (5.7.2)
∇wll

L = −DlIl + λ4le
wll , (5.7.3)

∇wkl
L = Dl e

zk+wkl − λ5klGmin(k, l)e−wkl , (5.7.4)
∇λ1l

L = Ψ−1
l (C∗

0 (l)) e−zl−yl−wllIl − 1, (5.7.5)
∇λ2v

L = Pmax(v)−1
L∑

l=1

as(v, l)ezl − 1, (5.7.6)
∇λ3l

L = eyl − Γmax(l), (5.7.7)
∇λ4l

L = ewll − Gmax(l), (5.7.8)
∇λ5kl

L = e−wkl + Gmin(k, l). (5.7.9)In the above expressions, −→C ∗
0 , [C∗

0 (1), . . . , C∗
0 (L)]T is the link-
apa
ity ve
torsolution of the C0-relaxed FNCP,

Il ,
L∑

k=1, k 6=l

ezk+wkl + N(l), (5.8)is the aggregate MAI-plus-noise power-level a�e
ting the l-th link, while
Dl , λ1lΨ

−1
l (C∗

0 (l)) e−zl−yl−wll , (5.9)61



is the (s
aled) SINR target value of link l.Basing on the analysis of the features of (5.3) and (5.7), whi
h 
on�rmthat the involved variables and multipliers are lo
al quantities, the presentedgradient-based solution is named the Distributed Resour
e Allo
ation Algo-rithm (DRAA). A

ording to (5.7), in fa
t, most of the presented gradients
ompletely relies on lo
al information so that ea
h node is able to autonomously�nd its own optimal resour
e allo
ation simply by means of the set of updatesin (5.5)-(5.7) related to its links, provided that it 
an get the remaining nonlo-
al information. For the l-th link, su
h information is entirely des
ribed by Il(whi
h depends on the other nodes power) and by the set of Dk's in (5.7.1).These, in prin
iple, have to be a
quired through a proper data ex
hangeamong the network nodes at ea
h iteration. However, sin
e Il may be measureddire
tly at the re
eive node r(l) of link l, Dl in (5.9) is the only informationleft to be ex
hanged by the network nodes. Furthermore, this latter has to bea
tually �ooded by ea
h r(k) ex
lusively to its interfering nodes, i.e., the onesfor whi
h g(l, k) 6= 0.5.2.1 Signalling overhead and s
alabilityWe have formerly pointed out that the DRAA relies on a limited informa-tion ex
hange among interfering links, so that signalling is only establishedfrom ea
h re
eive node to the transmit nodes within its re
eption range. Thismeans that:i) when MAI-free orthogonal a

ess is allowed, ea
h transmit-re
eive paira
ts autonomously and the proposed distributed resour
e allo
ation 
ol-lapses into L independent power-
ontrol algorithms;ii) the s
alability of the proposed algorithm depends more on the MAI 
on-�guration than on the network size;62



5 � Implementation aspe
tsiii) only highly dense MAI-a�e
ted networks are expe
ted to demand largesignalling overhead.Hen
e, the overall 
on
lusion is that, in the worst 
ase, the information over-head indu
ed by the proposed DRAA s
ales as O(Nmax
I ), where Nmax

I is themaximum number of mutually interfering links that are allowed to be simulta-neously a
tive over the network.5.2.2 Adaptive tuning of the stepsize sequen
e and noisy sig-nallingTuning of the stepsize sequen
e {a(k)} in (5.5) should guarantee a suitabletradeo� among the 
ontrasting goals in [81℄:i) fast 
onvergen
e-speed, when the network is in the stationary regime;ii) reliable tra
king of network 
hanges, when nonstationary events (as, forexample, node-failure or fading-variation events) o

ur;iii) low implementation-
omplexity and good numeri
al stability.Large stepsizes usually speed up 
onvergen
e at the 
ost of poor a

ura
y. Onthe other hand, small ones a
hieve high pre
ision but may require signi�
antlylong 
onvergen
e times. Thereby, a sensible 
hoi
e 
ould be to adapt the step-size in order to qui
kly tra
k large networking time-variations and a
hievinggood re�nements in the steady-state. To this end, the approa
h in [81℄ 
an beapplied, where the stepsize in (5.5) is updated a

ording to both 
urrent andprevious gradients as in
a(k+1)

u ≡ min
{
a(k)

u + αu∇(k)
u ∇(k)

u ; amax

}
, (5.10)where

∇(k)
u ,

(
ǫu∇(k−1)

u + (1 − ǫu)∇(k−1)
u

) (5.11)63



is a s
alar weighted average of past gradients, αu, ǫu are (properly set) smallpositive 
onstants, and amax is the maximum stepsize guaranteeing numeri
alstability. By means of (5.10), the stepsize is adjusted a

ording to the trendsof the amplitudes of gradients: larger stepsizes will be used whenever thereare sudden 
hanges or big variations and smaller ones when approa
hing thesolution.Another important aspe
t to be a

ounted for, in the 
ase of distributedalgorithms relying on information ex
hange, is the e�e
t of noisy signalling. Al-though su
h ex
hange in the DRAA is limited and signalling is usually 
arriedby low-speed, high-reliability feedba
k 
hannels, there 
ould still be situationsin whi
h nodes may re
eive either noise-a�e
ted or stale information. In orderto analyze 
onvergen
e and tra
king 
apability of the distributed algorithm inthese s
enarios, the noise-a�e
ted sample D̂
(k)
l of the signalling information

D
(k)
l in (5.9) at the k-th iteration is modelled as follows

D̂
(k)
l ≡ √

ρD
(k)
l +

√
1 − ρ

√
E{D2

l } ν
(k)
l , (5.12)where {ν(k)

l , k = 0, 1, . . . } is a zero-mean, independent and identi
ally dis-tributed (i.i.d.) noise sequen
e and ρ ∈ [0, 1] is a parameter that 
ontrolsthe normalized observation-to-noise ratio: (ρ/(1 − ρ)) a�e
ting the re
eivedsignalling information. A

ording to (5.12), lower values of ρ 
orrespond tonoisier D̂
(k)
l , with ρ = 1 being the noise-free 
ase.In this regard, the 
ontribution in [82℄ shows that, under the (quite mild)te
hni
al 
onditions detailed in [82, Th.3.1, Th.3.2℄, the presen
e of observationnoise does not a�e
t the steady-state values approa
hed by gradient-basediterative algorithms, as the one developed in (5.5)-(5.10). The numeri
al teststhat will be shown in Chapter 6 give expli
it eviden
e that this 
on
lusion holdsin the 
onsidered framework and prove the robustness of the DRAA againstthe impairing e�e
ts possibly arising from noisy signalling.64



5 � Implementation aspe
ts5.3 Implementation detailsThe pre
eding se
tions have provided a deep analysis of the algorithmi
solution of the subproblems 
omprising the proposed de
omposition.In detail, Se
tion 5.2 has shown that the DRAA enables ea
h node ofthe network to independently set up the optimal link-
apa
ities, solutions ofthe MPOP, by adjusting the resour
e allo
ation relying on a limited and, mostimportantly, entirely lo
al signalling. Furthermore, the DRAA performan
e hasbeen shown to be rather una�e
ted by imperfe
tly re
eived signalling. Roughlyspeaking, the DRAA works similarly to 
urrent power 
ontrol algorithms sothat it 
an be easily implemented on both the 
lients and the routers of thenetwork. Overall, these properties allows to 
onsider the ERAP as a problemthat ea
h node 
an 
ope with autonomously and, therefore, will not be furtherinvestigated.In order to run the DRAA, however, ea
h node needs to be provided withinformation on links to set up and their 
apa
ities. As dis
ussed in Se
tion 5.1,these data 
an be 
omputed through either a 
entralized or a distributed ap-proa
h as part of the FNCP solution. Besides entailing di�erent signallingburden, these te
hniques may also impa
t di�erently on the equipment of thenetwork nodes and on the network proto
ols so that to properly 
hoose be-tween them requires to be parti
ularly attentive to the 
onsidered appli
ations
enario.Sin
e the FNCP 
omputes both the optimal network topology (i.e., throughlink-
apa
ities) and the tra�
 distribution, and sin
e 
ommon TE approa
hes(reviewed in Se
tion 1.2.1) apply to 
apa
itated networks, it is important todistinguish these two 
omponents of the FNCP solution in 
onsidering imple-mentation aspe
ts. In fa
t, whether the topology is 
omputed by a 
entralizedor a by distributed algorithm, issues related to pa
ket forwarding 
an be dealt65



with separately.For example, even when the set of link 
apa
ities is determined at a 
en-tral 
ontroller and �ooded through the network so as to enable optimal re-sour
e allo
ation, it is possible to implement optimal TE equivalently througha 
onne
tion-oriented solution (su
h as on MPLS) or by means of a distributedIP-TE solution as the one presented in [13℄. This last, in parti
ular, only re-quires NECMP routing fun
tionalities to the network nodes and no additionalproto
ol sta
ks.
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Chapter 6Numeri
al Results
This 
hapter fo
uses on the performan
e evaluation of the proposed Two-Level De
omposition. Several topologies, obje
tive fun
tions (load balan
ing,�ow maximization) and s
enarios (uni
ast, multi
ast, multisour
e) have beenanalyzed and the performan
e of the MPOP solutions 
ompared with those re-sulting from more 
onventional approa
hes su
h as: the shortest-path routing,the minimum-
ost-tree multi
asting and the interferen
e-avoidan
e. Further-more, part of this 
hapter is dedi
ated to the study of the properties of theDRAA derived in Chapter 5. The presented results underline the good 
on-vergen
e behaviour and the qui
k rea
tion (to both node failures and fadingvariations) exhibited by the DRAA, and give eviden
e of its noisy-signallingrobustness. Pra
ti
al relevan
e of Proposition 4.3 is also addressed, and a
tuale�e
tiveness of its 
laims is proved. In this regard, it must be underlined thatall the numeri
al results provided in this 
hapter refer to exa
t solutions of the
orresponding MAI-a�e
ted non
onvex MPOPs (see Proposition 4.3.3).67



N = 0.01mW Γmax = 0.5 η = 0.8 Div=1
Gmin = 10−2 ε = 1 Gmax = 1 Ht = +∞Table 6.1: Main simulation parameters.

6.1 Simulation setupIn the 
arried out numeri
al tests, the (usual) Shannon-Hartley's logarith-mi
 formula in (4.16):
C(l) ≡ B log2(1 + SINR(l)), (Mb/s)is adopted to measure the 
apa
ity of the l-th link with bandwidth B ≡ 1 MHz.The 
apa
ity fun
tion in (4.16) meets all the assumptions on Ψl(·) reportedin Se
tion 3.1 and guarantees nonnegative 
apa
ity-values, even for vanishingSINRs. The polyhedral 
apa
ity region outer-bound derived in Se
tion 4.3.1 isemployed throughout all simulations, with Ψk,l(·) in (4.15) given by (4.18).The exponential relationship in (3.10) with ai = 1 and bi = ci = 0 is mea-sures the per-session media distortion, while the following link-power summa-tion:∑l P (l) is 
onsidered as the ERAP 
ost fun
tion in (4.5.1). Parameters ofthe DRAA gradients updates in (5.10) have been set to amax = 0.4, αu ≡ 10−5and ǫu ≡ 10−6.Unless otherwise stated, the basi
 set of system parameters for the numer-i
al results is spe
i�ed in Table 6.1. La
king system parameters (su
h as QoSrequirements, power budget and so on) will be detailed, together with networktopologies and interferen
e 
on�guration, for ea
h addressed s
enario.68



6 � Numeri
al Results
Figure 6.1: Hierar
hi
al network topology.

Figure 6.2: Abilene network topology.6.2 Uni
astThe �rst performan
e analysis is 
entered on a single-
lass uni
ast 
ase.Both the simple hierar
hi
al network topology in Figure 6.1 [41℄ and the Abi-lene network in Figure 6.2 [74℄ have been 
onsidered. Single-session averagequeueing-plus-transmission delay in indu
ed by the l-th link is measured by
∆(C(l), x(l)) ≡ [C(l) − x(l)]−1 + C(l)−1 (µs). (6.1)Comparisons with (
onventional) shortest-path non-bifur
ated (i.e., single-path)routing algorithms, that adopt suitable path-metri
s for re�e
ting the 
onsid-69



ered QoS parameters, is 
arried out. For this purpose, the basi
 Destination-Sequen
ed Distan
e-Ve
tor (DSDV) routing algorithm in [14℄ has been imple-mented, with metri
 ĉml for the l-th link set to (see [17, 83℄)
ĉml , AP (l) + B∆(C(l), x(l)), l = 1, . . . , L, (6.2)where P (l) (mW) is the power radiated by t(l), and A , 0.5 mW−1, B ,

0.5 µs−1 are dimensioned 
onstants. In prin
iple, the (nonnegative and dimen-sionless) link-metri
 in (6.2) is able to 
apture the tradeo� between total radi-ated power and resulting path-delay, typi
ally present in wireless networkings
enarios supporting delay-sensitive media appli
ations.6.2.1 Load balan
ing 
apabilityTopology in Figure 6.1 may be somewhat representative of a

ess WMNs,where the number of nodes in ea
h tier de
reases as we move from the sour
e-node v1 (e.g., a mesh 
lient) to the destination-node v5 (e.g., a gateway nodefor the wired Internet a

ess). The basi
 system parameters for these testsare 
olle
ted in Table 6.1. Nonuniform resour
e distribution is 
onsidered sothat Gmax(1) = Gmax(7) = 0.9, Cmax(1) = 3 Mb/s, Cmax(7) = 4 Mb/s,
Cmax(2) = 4 Mb/s, whereas for all the other links Cmax = 5 Mb/s. Ea
h nodehas a power budget of Pmax = 2 mW, and Cave = 20 Mb/s. QoS requirementsare set to: ∇t = 8 µs, σ2

D = 0.2 and Bmin = 2 Mb/s. Interfering links havebeen assumed to be those not sharing a transmit or a re
eive node and notbelonging to the same path, and Gmin in Table 6.1 indi
ates their minimumallowed gain1.Figure 6.1 shows that the available paths are: the two-hops P1 , {v1 →
v3 → v5} and P2 , {v1 → v2 → v5}; and the three-hops P3 , {v1 →
v2 → v3 → v5}, and P4 , {v1 → v2 → v4 → v5}. Sin
e these paths are1Mutually orthogonal links exhibit vanishing interfering gains.70



6 � Numeri
al Results
β Div P1 P2 P3 P4

f�ow delay �ow delay �ow delay �ow delay
2

0.9 0.84 1.36 0.99 1.05 0.00 0.00 0.17 3.12 2.00
0.5 1.00 1.42 0.86 1.02 0.00 0.00 0.14 3.08 2.00

16
0.9 0.97 1.41 0.54 1.12 0.00 0.00 0.49 2.74 2.00
0.5 1.00 1.42 0.52 1.11 0.00 0.00 0.48 2.73 2.00Table 6.2: Numeri
al results for the Hierar
hi
al topology in Figure 6.1. Flowsare in (Mb/s) and delays are in (µs). The shadowed row indi
ates the mostperforming obtained solution.

partially overlapping, this topology appear as a good test for the load balan
ing
apability of the 
onsidered obje
tive fun
tion of the MPOP.Table 6.2 reports the numeri
al MPOP solutions obtained by 
onsideringthe obje
tive fun
tion in (3.8) with θ = 0.5 and α = 1 for some values of theparameters β, Div in (3.8), (3.6.4). Spe
i�
ally, ea
h row of Table 6.2 reportsthe path-�ows (in Mb/s) and path-delays (in µs), together with the resultingend-to-end forwarded �ow f . An analysis of these numeri
al results allows todraw three main 
on
lusions about the performan
e of the proposed resour
eallo
ation algorithm. First, more load-balan
ed tra�
 patterns are attainedfor in
reasing values of the β exponent in (3.8) and/or de
reasing values of
Div. Se
ond, the resulting values a
hieved for the aggregate forwarded �oware almost unsensitive to β and Div, at least for Div values ranging over theinterval [0.5, 0.9]. Third, the a
hieved maximum path-delay de
reases as moreload-balan
ed tra�
 patterns (that is, for in
reasing β and de
reasing Divvalues) are 
onsidered. 71



P1 P2 P3 P4delay 4.80 4.80 7.20 7.20
ost 2.50 2.49 3.75 3.75Table 6.3: Path-delays (µs) and path-
osts of the DSDV routing for thenetwork in Figure 6.1. The shadowed 
olumn indi
ates the most performingDSDV-based solution.
Pmax = 3mW σ2

D = 0.3

∇t = 15µs Cave = 100Mb/s
Bmin = 4.8Mb/s Cmax = 5Mb/sTable 6.4: Simulation parameters for the Abilene network in Figure 6.2.6.2.2 Shortest-path 
omparisonThe MPOP performan
e has been 
ompared to the one of the DSDV algo-rithm for both the network topology in Figures 6.1 and 6.2. In the 
ase of theformer, the �ow-demand f̂ required to the DSDV routing algorithm 
oin
ideswith the aggregate �ow f = 2 Mb/s 
arried by the MPOP with β = 16 and

Div = 0.5 (see the 4-th row of Table 6.2). This is done to give rise to a fairperforman
e 
omparison. End-to-end path delays (µs) and path-
osts entailedby the four available paths are 
olle
ted in Table 6.3. The DSDV shortest-path,
P2, presents a delay of 4.8 µs that almost doubles the one resulting from theMPOP, whi
h is (see the last row of Table 6.2) of 2.73 µs. Therefore, in the 
on-sidered networking s
enario, the delay gain arising from the multipath-natureof the proposed 
ross-layer resour
e allo
ation solution is about 55%.DSDV shortest-path routing performan
e has been assessed also in the 
ase72



6 � Numeri
al Resultsnode-
omposition DSDV MPOPpower (mW) delay (µs) 
ost delay (µs) �ow (Mb/s)
P1 {1, 3, 4, 6, 8, 11} n.f. n.f. n.f. 4.96 3.57
P2 {1, 3, 4, 6, 7, 9, 8, 11} 11.03 8.00 9.51 0.00 0.00
P3 {1, 3, 4, 6, 7, 9, 10, 11} n.f. n.f. n.f. 0.00 0.00
P4 {1, 3, 4, 5, 7, 9, 10, 8, 11} 10.17 8.00 9.08 0.00 0.00
P5 {1, 3, 4, 5, 7, 9, 10, 11} n.f. n.f. n.f. 0.00 0.00
P6 {1, 2, 5, 7, 9, 10, 8, 11} 9.74 7.00 8.37 0.00 0.00
P7 {1, 2, 5, 7, 9, 10, 11} n.f. n.f. n.f. 6.59 1.23Table 6.5: Power 
onsumption, path-delays and path-
osts of the DSDV rout-ing vs. �ows and delays of the MPOP multipath solution for the network inFigure 6.2. The shadowed row indi
ates the performan
e of the best path 
om-puted by the DSDV algorithm.of the network in Figure 6.2, where the sour
e v1 sends data do the destina-tion v11. Basi
 simulation parameters for the Abilene network are detailed inTable 6.4. Interfering links are assumed to be those ending in the same re-
eive node, and nonuniform resour
e availability is 
onsidered: links indexedby 4, 6, 9, 13 having [Gmax, Cmax (Mb/s)] equal to [0.3, 3℄, [0.3, 3℄, [0.2, 2and [0.1, 1℄, respe
tively. Again, in order to perform a fair 
omparison, boththe MPOP and the DSDV algorithms are required to support the same �ow

f = Bmin and the DSDV link 
ost takes into a

ount both delay and power
onsumption, a

ording to (6.2).The obtained numeri
al results in Table 6.5 show that, be
ause of the nodepower limitations, a subset of the possible paths (whose node 
omposition isdetailed in the Table) fails to guarantee the minimum bandwidth and it is,therefore, marked as �not feasible� (n.f.). The DSDV best path (i.e., path P6)entails a 
ost equal to 8.37, whereas the MPOP solution, sin
e the network total73



power is 6.70 mW and the worst delay is 6.59 µs, gives rise to a 
ost equal to6.65. These results prove that, in the 
onsidered appli
ation, the multipathrouting enabled by the MPOP allows to save almost the 31% of power, whileeven gaining the 4% in delay.6.2.3 MAI-free multipath routing 
omparisonThe presented performan
es of the DSDV routing algorithm are also thebest attainable by a single-path routing algorithm when 
on�i
t-free s
hedulingis implemented at the MAC layer of the networks. However, sin
e the MPOPgain 
an arise from being a multipath solution besides an interfered-one, itmight be interesting to evaluate the performan
e of a multipath routing al-gorithm that implement 
on�i
t-free s
heduling poli
ies attaining MAI-freetransmissions over the network.For this purpose, a

ording to [39℄, all possible subgraphs of the networkin Figure 6.1 that allow the implementation of 
on�i
t-free link-a
tivationshave been enumerated2. By applying the MPOP with maximum �ow obje
-tive fun
tion, i.e., Φ (f,−→x ,
−→
C ) ≡ −f , to ea
h 
on�i
t-free subgraph, it 
an beas
ertained that the highest �ow subgraph 
omprises of links 2, 3, 5, 6. Itstotal 
onveyed �ow is 3.2 Mb/s with maximum path-delay 2.6 µs for a power
onsumption of 1.36 mW. Appli
ation of the MPOP on the 
omplete network-graph (that is, 
onsidering the potential simultaneous a
tivation of interferinglinks), on the 
ontrary, results in a total �ow of 5 Mb/s a maximum delay of2.38 µs and a total power 
onsumption equal to 1.30 mW. This means thatwith the same power budget and even less delay it is has been possible to rea
ha 30% higher throughput with respe
t to the interferen
e-avoidan
e 
ase. The2It is well known that the enumeration of all 
on�i
t-free subgraphs is NP-hard [39℄.Nonetheless, the size of the network in Figure 6.1 is su
h that this enumeration is stillpossible. 74
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(a) Con�i
t-free
(b) InterferedFigure 6.3: Abilene network maximum-�ow MPOP solutions. Red-dashedar
hes indi
ates interfering links.same analysis has been 
arried out for the Abilene network. Figure 6.3 showsthe maximum-�ow 
on�i
t-free graph (a) and the maximum-�ow interfered (b)solution. Conveyed �ows of these last are 3.99 Mb/s and 6.40 Mb/s, respe
-tively, meaning that the performan
e gain of the interfered solution is up tothe 60%.These results support that, in power-limited s
enarios and when the MAI af-fe
ting the links is not too high, interferen
e-avoiding multipath routing strate-75



gies, in addition to entailing burdensome exponential 
omplexity [39℄, 
an failto rea
h the maximum end-to-end �ow. In these operating 
onditions, in fa
t,allowing a residual MAI 
an indu
e the a
tivation of mutually interfering linksand give rise to better performan
e.6.3 Multisession multi
astIn this set of numeri
al test, the 
ase of multiple multi
ast sessions withintra-session NC is investigated. In parti
ular, goals of this se
tion are to:i) evaluate the NC multi
ast throughput gain of the MPOP with respe
t toits routing-based 
ounterpart;ii) 
ompare the performan
e (in terms of both total power 
onsumption andin
urred per-session delay) of the proposed algorithm with the one given byDense Mode-Proto
ol Independent Multi
ast (DM-PIM) based solutions;iii) show how the MPOP is 
apable to di�erentiate the resour
e allo
ation inorder to 
omply with QoS requirements of separate session.Being a multisession s
enario, in order to measure the average queueing-plus-transmission delay in (3.6.9) indu
ed by link l on the i-th session �ow, thefollowing 
onvex delay fun
tion (measured in s) is adopted:
∆i(C(l), x1(l), . . . , xF

(l)) ≡ 1

C(l)
+

η(l)

C(l) − xi(l) − 2
(∑i−1

m=1 xm(l)
) . (6.3)Appendix B proves that su
h fun
tion abides by the assumptions given inSe
tion 3.1 and is a (
onvex) upper bound on the a
tual per-link average delayindu
ed by M/M/1 nonpreemptive queueing systems with F di�erent priority
lasses. Furthermore, it 
onverges to the a
tual average delay of [67, Se
t.3.5.3℄when link l is lightly loaded (e.g., for vanishing values of the link utilization
oe�
ients: {xi(l)/C(l), 1 ≤ i ≤ F}). 76



6 � Numeri
al Results

Figure 6.4: Butter�y network topology.
Pmax = 2mW σ2

D = 0.2

Cave = 50Mb/s ∇t = 30 µs
Cmax = 4 Mb/s Bmin = 2 Mb/sTable 6.6: System parameters for the butter�y network in Figure 6.4.6.3.1 Network 
oding gainThe butter�y-shaped network topology in Figure 6.4 [53℄, where two ses-sions belonging to the same QoS 
lass are a
tive is 
onsidered. The sessionsour
es, s1 and s2 (lo
ated ad v1 and v2, respe
tively) have a 
ommon destina-tion set: D1 ≡ D2 = {d1, d2, d3}. Main simulation parameters are detailed inTable 6.6. Interfering links are 
onsidered to be the ones ending into a 
ommonre
eive node, and, again, the Gmin entry in Table 6.6 indi
ates their minimuminterfering gain. Nonuniform resour
e availability is 
onsidered: di�erently fromthe others, links indexed with 5, 6, 7, 8 and 9 in Figure 6.4 are 
hara
terized77



Sink Path node-
omposition Flows (v6, v8 ON) Flows (v6, v8 OFF)
R NC R NC

d2

P1 {v2, v8, v10} 0.95 2.40 0.00 0.00
P2 {v2, v4, v10} 0.58 2.40 1.00 1.61
P3 {v2, v4, v5, v7, v10} 0.07 0.00 0.00 0.37
P4 {v1, v3, v5, v7, v10} 1.60 2.45 1.00 1.22

d3

P5 {v2, v8, v11} 1.40 2.40 0.00 0.00
P6 {v2, v4, v5, v7, v11} 0.20 1.22 1.00 1.60
P7 {v1, v6, v11} 1.40 2.40 0.00 0.00
P8 {v1, v3, v5, v7, v11} 0.20 1.22 1.00 1.60Multi
ast Flow f 3.20 7.25 2.00 3.20Table 6.7: Path-�ow distributions to destinations d2, d3 for the appli
ations
enario of Se
tion 6.3.1. All �ows are measured in (Mb/s). Being the topologyin Figure 6.4 symmetri
al, path-�ows to d1 
oin
ide with the ones to d2by Cmax ≡ 5 Mb/s. Furthermore, a single QoS-
lass is 
onsidered, so that

f1 = f2 ≡ f and the (
ommon) value of the bandwidth and delay requirementof ea
h session are �xed to the Bmin and ∇t values in Table 6.6.Let us analyze the �ows distribution when: i) the obje
tive fun
tion in(4.4.1) is the total �ow arriving at ea
h destination, i.e., Φ (
−→
f ,−→x

1
. . . ,−→x

F
,
−→
C ) ≡

−f ; and, ii) the resulting MPOP is solved either by routing (i.e., as a multi-ple uni
ast problem, see Se
tion 3.3.1) or by applying intra-session network
oding. The available paths to the sinks d2, d3, their nodes 
omposition andthe 
orresponding Routing-based (R) and Network Coding-based (NC) �ows(in Mb/s) are detailed in the �rst four 
olumns of Table 6.7. The reportedvalues point out the gain in the multi
ast throughput arising from NC: in fa
t,78



6 � Numeri
al Results

Figure 6.5: Minimum-hop distribution tree of the butter�y network in Fig-ure 6.4.the multi
ast �ow f
NC

= 7.25 Mb/s sustained by the NC solution more thandoubles the routing one f
R
, whi
h is only equal to 3.20 Mb/s.Moreover, as shown in the last two 
olumns of Table 6.7, network 
oding isstill bene�
ial when node failures o

ur. However, sin
e node failures generallymake the number of available sour
e-destination paths de
rease, in this 
asethe throughput gain due to NC over the multipath routing solution is limitedup to 37% when the nodes v6, v8 in Figure 6.4 go down.6.3.2 DM-PIM 
omparisonSin
e 
omputing the optimal Steiner trees is an NP-hard problem (see [32℄and referen
es therein), in order to 
arry out meaningful performan
e 
ompar-isons with routing-based (i.e., without NC) multi
ast algorithms of pra
ti
alinterest, the DM-PIM in [84℄ is 
onsidered. This solution multi
asts sessions-information over the minimum-hop (i.e., shortest-path) distribution trees. Tothis end, all simulation parameters in Table 6.6 have been kept un
hanged, and79



Pmax = 3mW Bmin(2) = 2Mb/s
Cave = 100Mb/s ∇t(2) = 60 µsTable 6.8: Simulation Parameters for the SPRINT topology in Figure 6.6.both the proposed and the implemented DM-PIM algorithms are required tosupport the same multi
ast �ow f = 2 Mb/s to ea
h intended destination.In this s
enario, it has been numeri
ally as
ertained that the minimum-hopdistribution tree built up by the DIM-PM algorithm over the butter�y network,whi
h is shown in Figure 6.5, entails a total power 
onsumption and a maximumdelay equal to 2.88 mW and 7.2 µs, respe
tively. The 
orresponding values forthe MPOP solution are: 0.72 mW and 5.57 µs. Comparison of the reportedvalues proves that, by performing a more even distribution of the multi
ast�ows over the available paths, the MPOP is able to save more than the 75% ofpower (even with a 6% delay-gain) with respe
t to the DM-PIM-based resour
eallo
ation, whose target is the minimization of the number of utilized links.6.3.3 Multi-QoS multisession multi
astLet now analyze the MPOP solutions when sessions belonging to di�erentservi
e 
lasses are present. For this purpose, the so-
alled SPRINT network [22℄in Figure 6.6 with the system parameters in Table 6.8 is 
onsidered. Ea
h linkhas equal maximum 
apa
ity set to Cmax = 6 Mb/s. The two a
tive multi
astsessions have di�erent sour
es {s1 = v1, s2 = v2} and partially overlappingdestination sets: D1 ≡ {v13, v14} and D1 ≡ {v14, v15}.Table 6.9 shows the delays and the power 
onsumption resulting from thedi�erent QoS requirements. From the presented results, it is 
lear that in thepresen
e of unbalan
ed QoS-requirements, the experien
ed quality of ea
h ses-80



6 � Numeri
al Results

Figure 6.6: SPRINT network topology.sions is signi�
antly di�erent. For example, when session S1 de
reases its maxi-mum delay from 60 to 15 µs (see 
olumn 2 and 3 of Table 6.9), the 
orrespond-ing delay be
omes three times lower than the one of session S2. Obviously,stri
ter requirements indu
e higher power 
onsumption, for the 
apa
ity of thenetwork links has to in
rease (see last row of Table 6.9). In detail, guaranteeingboth higher rate and lower delay to S1 drives the network from a total powerof 0.64 mW to 9.94 mW, whi
h in more than 10 times higher.6.4 Multisour
e multi
astIn this se
tion, the Multisour
e MPOP formulated in Se
tion 3.3.2 is inves-tigated. In addition to showing how the MMPOP is able to take into a

ount81



Bmin(1) = 2 Mb/s Bmin(1) = 5 Mb/s
∇t(1) = 60µs ∇t(1) = 15µs ∇t(1) = 60µs ∇t(1) = 15µsDelay S1 (µs) 42.17 9.53 43.94 10.42Delay S2 (µs) 48.51 31.97 47.12 32.85

Ptot (mW) 0.64 3.51 2.72 9.94Table 6.9: Total delays and power 
onsumptions for di�erent per-session QoSrequirements.
Pmax = 4mW Cmax = 8Mb/s

H(S1) = 2Mb/s ∇t = 50 µsTable 6.10: Simulation parameters for the butter�y network in Figure 6.4 andthe s
enario in Se
tion 6.4.the potential 
orrelation of the sour
es and to leverage on both NC and Sour
eCoding (SC) to enhan
e the system performan
e, the presented numeri
al re-sults will also address the e�e
ts of in
reasing MAI levels and of stri
ter qualityrequirements.To this end, the butter�y-shaped network topology in Figure 6.4 is 
onsid-ered, where, again, two sessions belonging to the same QoS 
lass are a
tive.Simulation parameters are detailed in Table 6.10, and the interferen
e 
on-�guration is the same as in Se
tion 6.3.1: interfering links are 
onsidered tobe the ones ending into a 
ommon re
eive node. Furthermore, sour
es are as-sumed to generate dis
rete time, quantized sequen
es of independent (in thetime domain) identi
ally distributed (i.i.d.) symbols a

ording to a given jointprobability distribution, that a

ounts for the inter-sour
e spatial 
orrelation.A

ording to [56℄, the sour
e nodes en
ode their �ows independently, i.e., with-82



6 � Numeri
al Results
H(S1|S2) (Mb/s)2.00 1.50 1.00 0.50 0.00Delay (µs) NC 32.14 25.92 21.60 14.75 14.23DM-PIM 14.40 11.52 9.60 8.22 7.20Table 6.11: Maximum path delays for the s
enarios in Se
tion 6.4.out resorting to any inter-sour
e message passing, and they present symmetri
entropies, i.e., H(S1) = H(S2) (bit/s).On
e more, MMPOP performan
e are along with the ones resulting froma 
onventional DM-PIM based resour
e allo
ation poli
y. Figure 6.7 reportsthe power 
onsumption of the MMPOP and the DM-PIM solutions when the
onditional entropy H(S1|S2) varies in the range [0,H(S1)] in the 
ase of lowMAI, i.e., for Gmin =0.01. The plots in Figure 6.7 show that NC guaran-tees better performan
e even when the sour
e are independent (i.e., when

H(S1|S2) = H(S1)) and the �ow to the destinations grows from 2 Mb/s to
4 Mb/s. Moreover, in this 
ase, the power gain of NC with respe
t to DM-PIMrea
hes the 66%. A similar s
enario is depi
ted in Figure 6.8, where a MAIlevel ten-times higher (i.e., Gmin =0.1) is 
onsidered. NC is still bene�
ial inthis high-interfered 
ase but when the sour
es are independent.Table 6.11 shows how the maximum delays resulting from the two strategiesvaries as a fun
tion of H(S1|S2): to lower values of H(S1|S2) 
orrespond lowerdelays sin
e the links have to 
arry minor �ows.Finally, to take into a

ount tra�
 sessions belonging to di�erent qualityrequirements, the SPRINT network s
enario depi
ted in Se
tion 6.3.3 is 
on-sidered with the same system parameters of Table 6.10 where ∇t(2) = ∇t.Again, the two sour
es are symmetri
 with H(S1) = H(S2). In Figure 6.9the impa
t of di�erent delay requirements on the network power 
onsumption,83
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for various values of H(S1|S2) is reported. From the plots, it stems out thatthe stri
ter the �rst session maximum delay, the higher the power required bythe network. This happens be
ause lower delays 
an signi�
antly in
rease the
apa
ity needed at the network links. In the tested 
ases, lowering the maxi-mum delay from 50 µs to 20 µs in
reases the network power utilization from
1.19 mW to 2.62 mW in the 
ase of H(S1|S2) = H(S1), and from 0.55 mW to
1.48 mW in the 
ase of H(S1|S2) = 0, whi
h means that, depending on a
tualinter-sour
e 
orrelation, halving the delay requirement may result in 50− 60%higher power 
onsumptions. 85



6.5 Convergen
e, adaptivity and robustness of theDRAABeing an iterative distributed algorithm, the DRAA's 
onvergen
e behaviourand its adaptivity to variations in the operating 
onditions (e.g., node-failureevents and/or fading-indu
ed �u
tuations of link gains) need to be further an-alyzed. To this end, in this se
tion the �ow time-evolutions of some of thepreviously-reported s
enarios are provided. In all the reported �gures, time isexpressed by the algorithm iteration index k.Figures 6.10 and 6.11 refer to the butter�y topology des
ribed in Se
tion 6.3on Multisession Multi
asting. The 
onvergen
e behaviour and the adaptivityto node failures of the DRAA of Se
tion 5.2 along with the e�e
ts of noisy sig-nalling may be appre
iated through an examination of the plots in Figure 6.10.These latter report the time-evolution of the total �ows f
NC

and f
R
de�ned inSe
tion 6.3.1 to the sink d2 for some (de
reasing) values of the noise-parameter

ρ in (5.12), with ρ = 1 being the error-free 
ase.Good 
onvergen
e to the optimal MPOP solutions (indi
ated by the hori-zontal lines in Figure 6.10) is a
hieved within 50 iteration 
y
les, whereas qui
krea
tivity with respe
t to node failures (whi
h o

ur at k = 200) is supportedby the fa
t that the optimum is approa
hed (with an error below 10%) within20 iterations. Moreover, the noise e�e
ts on both the 
onvergen
e speed andthe a

ura
y in the steady-state of the performan
e of the presented algorithmare nearly negligible, even at values of ρ as low as 0.5.In order to e�e
tively 
ope with the time-varying nature of fading-a�e
ted
hannels, iterative algorithms have to 
onverge within the 
oheren
e time of theunderlying network topology. The plots presented in Figure 6.10 suggest thatthe proposed algorithm is also 
apable of very qui
k rea
tion to fading-indu
edvariations, sin
e they entail less abrupt 
hanges with respe
t to node failures.86
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Figure 6.12: Time-evolutions of �ows to destination d2, in the presen
e of fail-ure of v7 at k = 200, for several values of the noise parameter ρ and H(S1|S2).
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Figure 6.13: Time-evolutions of �ows to destination d2, in the presen
e of a
10% link-gain variation per iteration for several values of H(S1|S2).88



6 � Numeri
al ResultsTo support this 
on
lusion, in Figure 6.11 are reported the time-behaviour ofthe �ows of the previous example, when starting from the 200-th iteration,the maximum gains of links 8, 14 and 15 
hange (with a 10% variation periteration) from the values in Table 6.6 to Gmax(8) = 1.2, Gmax(14) = 0.8 and
Gmax(15) = 0.5.The dashed plots in Figure 6.11 refer to the 
orresponding behaviour of�ows f

NC
and f

R
when the resour
e allo
ation remains the one set for k < 200:as a 
onsequen
e of the 
hannel gains variation, both �ows de
rease. On the
ontrary, the solid plots in Figure 6.11 show how the proposed self-adaptiveresour
e management algorithm is able to su

essfully 
ounterbalan
e link vari-ations, so as to redu
e their e�e
ts to the upper layers of the implementedproto
ol sta
k.A similar analysis 
an be performed also in the 
ase of the Multisour
eMulti
ast in Se
tion 6.4. For the plots in Figure 6.12 and 6.13 a higher αmaxhas been set. These plots are the Multisour
e 
ounterpart of the ones in theprevious test: they report the time-evolution of the total �ow to d2 of the but-ter�y network but for the 
ases of H(S1|S2) = 0 and H(S1|S2) = H(S1), andfor several noise-parameter ρ. Again, the optimal MMPOP solutions 
onvergein less than 100 iterations, and rea
t to the failure of node v7 at k = 200, byapproa
hing the new optimal allo
ation within 20 iterations.As to fading variations, the plots presented in Figure 6.13 shows the �owvalues when, as in the previous example, at k = 200, the maximum gainsof links 8, 14 and 15 
hange (with a 10% variation per iteration) from thevalues in Table 6.6 to Gmax(8) = 1.2, Gmax(14) = 0.8 and Gmax(15) = 0.5,respe
tively. Comparison of the solid and the dotted plots in Figure 6.13, whi
hrefer to the values assumed by f in the 
ase of adaptive and nonadaptiveDRAA, respe
tively, show the DRAA adjusts the power allo
ation to the new
onditions. 89



Convergen
e and the adaptivity of the DRAA are dependent on the par-ti
ular 
hoi
e of stepsize update (see Se
tion 5.2.2). Even if, in the presentedresults, both values of αmax have proved to guarantee the numeri
al stabilityof the algorithm, the higher value, whose e�e
t is shown in Figures 6.12-6.13,a�e
t the performan
e of the DRAA in the number of iterations to 
onvergen
e.With respe
t to the plots in Figures 6.10-6.11, in fa
t, the ones in Figures 6.12-6.13 show deeper slopes and larger os
illations in the steady-state, suggestingthe importan
e of a proper setup of the stepsize-update parameters.6.6 Tests of Proposition 4.3A
tual relevan
e of Proposition 4.3 has been tested by showing how forthe butter�y network in Figure 6.4, variations in the system parameters in Ta-ble 6.10 impa
t on the o

urren
e of the three 
ases detailed in Proposition 4.3and give rise to the four 
ases reported in Table 6.12.Spe
i�
ally, if too demanding per-session QoS requirements (su
h as∇t(1) =

∇t(2) = 10 µs) are advan
ed, the 
orresponding C0-relaxed FNCP results tobe unfeasible (Case A of Table 6.12), and, as was stated in Proposition 4.3.1,so the MMPOP. This also happens when the sour
e entropies are high (e.g.,
H(S1) = H(S2) = 4 Mb/s), but their 
orrelation is su
h that appli
ation ofsour
e 
oding is not able to redu
e the 
orresponding session �ows, e.g., when
H(S1|S2) ≃ H(S1).MAI-free (Case B in Table 6.12) as well as medium MAI (Case C of Ta-ble 6.12: Gmin ≤ 0.1) operating 
onditions guarantee the feasibility of theMMPOP and the optimality of the solution derived by the proposed approa
h(see Proposition 4.3.3).Finally, when the interferen
e gains grow beyond 0.2 (Case D of Table 6.12),the 
apa
ity solution of the C0-relaxed FNCP, i.e., −→C ∗

0, leads to the unfeasibility90



6 � Numeri
al ResultsCase A C0-FNCP unfeasible MMPOP unfeasibleCase B MAI-free MMPOP feasibleCase C medium MAI MMPOP feasibleCase D high MAI MMPOP undeterminedTable 6.12: Example of pra
ti
al relevan
e of Proposition 4.3.of the 
orresponding ERAP. This means that: either the power 
onstraints aretoo stri
t (power-limited s
enario) or the outer bound C0 in (4.15) is too loose(interferen
e-limited s
enario).In the former 
ase, the MMPOP is unfeasible and, in prin
iple, a solutionmay be found by in
reasing the Pmax. The other 
ase imply that, sin
e theemployed outer-bound is not tight enough to the a
tual 
apa
ity region, there isno possibility to draw any �rm 
on
lusion about a
tual feasibility/unfeasiblityof the MMPOP, a

ording to Proposition 4.3.2.
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Chapter 7Con
lusions
Tra�
 Engineering for wireless networks is parti
ularly 
hallenging due tothe 
hara
teristi
s of the wireless medium. In most 
ases, in fa
t, the optimaldesign of wireless networks results in problems entailing intra
table 
omplex-ity due to the presen
e of Multiple A

ess Interferen
e (MAI). Although someinstan
es of this problem have been shown in Literature to admit 
onvex for-mulation (and therefore to be 
onveniently solvable with known optimizationmethods), this 
on
lusion does not hold for the general, and most 
ommon,s
enario.This thesis have ta
kled the optimal �ows and resour
e allo
ation of aMAI-a�e
ted wireless networks where multiple multi
ast sessions have di�erentQoS-requirements. By means of the proposed Multi
ast Optimization Problem(MPOP), session utilities, �ow 
ontrol, QoS di�erentiation, intra-session net-work 
oding, MAC design and power-
ontrol 
an be jointly optimized in anintegrated framework. To over
ome the 
omplexity 
aused by the non
onvexstru
ture of the MPOP, a two-level de
omposition has been devised, whi
h isable to lead to the global optimum of the MPOP by solving two 
onvex sub-problems. Su�
ient 
onditions for the optimality of the de
omposition solution93



are derived along with su�
ient 
onditions for the feasibility of the MPOP.The solution 
apability of the proposed de
omposition has been shown tobe 
losely related to the tightness of the employed outer-bound of the 
apa
ityregion to the a
tual one. Nonetheless, sin
e 
omputation of the tightest 
apa
-ity region outer-bound may result in a problem as 
omplex as the original, apro
edure to devise simple polyhedral outer-bounds has been developed. Im-portant properties of the produ
ed polyhedral bounds is that they: take intoa

ount the interferen
e 
on�guration; are asymptoti
ally exa
t in the 
ase oflow MAI; depi
t the 
onvex hull of the 
apa
ity region in the 
ase of high MAI;are des
ribed simply by a set of linear 
onstraints.In addition to the analyti
al aspe
ts, implementative details of the solutionof the two subproblems have been also investigated. Centralized and distributedapproa
hes have been dis
ussed for the network-layer subproblem. Both solu-tions are iterative and may be sele
ted depending on the appli
ation s
enarioand the network size. The resour
e-layer has been shown to be e�
iently solvedby means of an iterative Distributed Resour
e Allo
ation Algorithm (DRAA)whi
h entails limited signalling among neighboring nodes and is able to self-adapt to variations in the systems 
onditions.Numeri
al results have shown the potential of the proposed solution. Op-timal design problems, whi
h would have otherwise remained unsolved, havebeen addressed my means of the two-level de
omposition. The performan
eof the MPOP have been tested for uni
ast, multisession multi
ast and multi-sour
e s
enarios. Comparison with 
ommon shortest-path/minimum-
ost treesolutions and interferen
e avoiding s
hemes have been performed. Network
oding and sour
e 
oding gain have been evaluated. Finally, the DRAA 
on-vergen
e, adaptivity and robustness have been investigated.The two-level de
omposition has the appealing property to give insightsinto a still-unknown solution spa
e of a high 
omplexity optimization problem.94



7 � Con
lusionsHowever, it does not su�
e to solve all instan
es of su
h problem. High MAIs
enarios may, in fa
t, lead to loose polyhedral outer bounds and therefore tounsolvable MPOPs. This remains an open problem.
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Appendi
es
A Proof of Proposition 4.3Under the above reported assumptions about the fun
tions Φ(·), Ji(·), ∆i(·)and Di(·) present in (3.6.1)-(3.6.10), the resulting MPOP is a 
onvex optimiza-tion problem if and only if the 
orresponding multi
ast 
apa
ity region C in(4.3) is a 
onvex set. Hen
e, let C be non
onvex and let C0 be an assigned
onvex outer-bound of C. Furthermore, let indi
ate by

(−→
f ∗

0,
−→x1

∗
0, . . . ,

−→x
F

∗
0,G∗

0,
−→
Γ ∗

0,
−→
P ∗

0,
−→
C ∗

0

)
, (A.1)the set of parameters obtained by solving the 
as
ade of the C0-relaxed FNCand the 
orresponding ERA problems. Thus, proof of Proposition 4.3 relieson the observation that the relaxation indu
ed by the outer bound C0 leavesun
hanged both formulation and 
onstraints of the problem in (4.5.1)-(4.5.3).As a 
onsequen
e, the 
onstraints in (4.5.2)-(4.5.3) of the ERA problem stillde�ne the same multi
ast 
apa
ity region C in (4.3) of the MPOP. This 
on-sideration allows to state that the ERAP is feasible if and only if the input
apa
ity ve
tor −→

C ∗
0 obtained by solving the C0-relaxed FNCP falls into thea
tual C of (4.3), so that we 
an write the following basi
 property:ERAP is feasible ⇄

−→
C ∗

0 ∈ C and C 6= ∅. (A.2)97



Now, by leveraging on the above property, we are able to prove the 
laims ofProposition 4.3. Spe
i�
ally,1. let assume the C0-relaxed FNCP be unfeasible. Thus, sin
e C0 relaxes C(i.e., C0 ⊇ C) and all 
onstraints in (4.4.2) 
oin
ide with those in (3.6.2)-(3.6.10) for the MPOP, we 
on
lude that also the MPOP is unfeasible;2. let assume the C0-relaxed FNCP be feasible and the resulting ERAP beunfeasible. Thus, due to the property in (A.2), the ERAP is unfeasiblewhen (and only when) at least one of the following 
ases 2.a), 2.b) o

urs:2.a) C is empty (i.e., C0 = ∅). This 
ase takes pla
e if and only if the set
Π in (4.1) is empty, that is equivalent, in turn, to 
laim that theMPOP is unfeasible;2.b) the 
apa
ity ve
tor −→

C ∗
0 in (A.1) is unfeasible for the MPOP (i.e.,

−→
C ∗

0 6∈ C). Sin
e C0 ⊇ C, this 
ase o

urs when −→
C ∗

0 ∈ C0 but
−→
C ∗

0 6∈ C. This is the 
ase when no �rm 
on
lusion about the fea-sibility/unfeasibility of the MPOP 
an be drawn;3. let assume both the C0-relaxed FNCP and the 
orresponding ERAP befeasible. This means that the resulting 
apa
ity-ve
tor −→C ∗
0 in (A.1) fallsinto the MPOP 
apa
ity region C in (4.3), i.e., −→C ∗

0 ∈ C.Hen
e, sin
e the obje
tive fun
tion in (4.4.1), all 
onstraints in (4.4.2)and (4.5.2)-(4.5.3) of the C0-relaxed FNC-plus-ERA problem 
oin
idewith the ones of the MPOP formulation in Se
tion 3.2, we 
on
lude thatthe solution in (A.1) of the C0-relaxed FNC-plus-ERA problem must 
o-in
ide with the 
orresponding solution: {−→f ∗,−→x1
∗, . . . ,−→x

F

∗,
−→
P ∗,

−→
Γ ∗,G∗}of the MPOP. This last observation 
ompletes the proof of the overallProposition 4.3. 98



B Derivation of the per-link session delay in (6.3)A

ording to the abovementioned Kleinro
k's independen
e assumptionand Ja
kson's Theorem [67℄, the queueing system of a node may be modelledas an M/M/1 queue with F ≥ 1 priority 
lasses. Thus, under the (additional)assumption that the implemented servi
e dis
ipline in nonpreemptive, the re-sulting average queueing-plus-transmission delay T i(l) (s) indu
ed by the l-thlink on the i-th 
onveyed �ow 
an be expressed as [67, eqs(3.82),(3.83)℄
T i(l) ≡

1

C(l)
+

∑F
m=1 xm(l)

C2(l)
[
1 −∑i−1

n=1 ̺n(l)
] [

1 −∑i
m=1 ̺m(l)

] (B.1)where
̺m(l) , xm(l)/C(l), m = 1, . . . , F , (B.2)is the m-th utilization fa
tor of the l-th link. Therefore, an expansion of theprodu
ts at the denominator of (B.1) leads to the following 
hain of inequali-ties:

T i(l)
(a)
≤ 1

C(l)
+

∑F
m=1 xm(l)

C(l)
[
1 − ̺i(l) − 2

∑i−1
m=1 ̺m(l)

]

(b)

≤ 1

C(l)
+

η(l)

C(l) − xi(l) − 2
∑i−1

m=1 xm(l)
, (B.3)where: (a) stems from negle
ting all the nonnegative 
ross-terms: ̺m(l)̺n(l),

m 6= n, embra
ed by the produ
t at the denominator in (B.1); whereas, (b)arises from a 
ombined exploitation of the de�ning relationship in (B.2) andthe 
onstraint in (3.6.3) on the maximum allowed link utilization. The lastexpression in (B.3) is that reported in (6.3). It is 
ompliant with all the (general)assumptions listed in Se
tion 3.1 on the 
onsidered per-link delay fun
tion andapproa
hes a
tual T i(l) for vanishing link utilization fa
tors.99
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