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Abstrat
High resolution satellite imagery beame available to ivil users in 1999 withthe launh of Ikonos, the �rst ivil satellite o�ering a spatial resolution of 1 m.Sine then other high resolution satellites have been launhed, among whih thereare EROS-A (1.8 m), QuikBird (0.61 m), Orbview-3 (1 m), EROS-B (0.7 m),Worldview-1 (0.5 m) and GeoEye-1 (0.41 m), with many others being planned tolaunh in the near future.High resolution satellite imagery is now available in di�erent formats andproessing levels at an a�ordable prie, so that they already represent a possiblealternative to aerial imagery, for artographi appliations and orthophoto pro-dution, espeially for areas where the organization of photogrammetri surveyingmay be ritial.Moreover, an inreasing demand for terrain modelling exists so that almostall the satellites have along-trak stereo aquisition apability. Many new satel-lites dediated to stereo viewing, for example Cartosat-1 (2.5 m), have beenlaunhed. This enables the generation of Digital Elevation Models (DEMs) andDigital Surfae Models (DSMs), and also for 3D feature extration (e.g. for itymodelling).The geomati utilizations of satellite imagery for artographi appliationsand terrain modelling require a high level geometri orretion through imageorientation.Some fundamental features related to the sensor models and their parametersestimation, both for single images and stereopairs orientation, were addressed andsome real appliations were disussed.In details, they were onerned both physial sensor models (also alled rig-orous models) and generalized sensor models (also alled RPC models) for theorientation of basi images (level 1A) and of the image projeted onto a spei�objet surfae (usually an expanded ellipsoid derived from the WGS84) (level 1B).



xvi AbstratAs regards the rigorous models, a thorough investigation of the fundamentals oftheir funtional model was developed and the problem of parameters estimabilitywas onerned, proposing a solution based on SVD and QR deomposition. RPCmodels were disussed not only with respet possible re�nements by zero and �rstorder transformations but also (and mainly) with respet the RPCs generation,based on previously established rigorous model; thanks to SVD and QR deom-position, it was showed that many RPCs are not estimable parameters, thereforethey are not neessary to obtain the best ahievable auray level.Real appliations demonstrated that rigorous and RPC models both for Level1A and Level 1B imagery an provide orientation auray at 1-1.5 pixel levelin the horizontal omponents, and at 1-2 pixel level in the height for stereopairs(even better with Cartosat-1 and slightly worse with EROS-1).



Introdution
A few years ago high resolution satellite imagery beame available to a lim-ited number of government and defense agenies that managed suh imagery withhighly sophistiated software and hardware tools. Suh images beame availableto ivil users in 1999 with the launh of Ikonos, the �rst ivil satellite o�er-ing a spatial resolution of 1 m. Sine then other high resolution satellites havebeen launhed, among whih there are EROS-A (1.8 m), QuikBird (0.61 m),Orbview-3 (1 m), EROS-B (0.7 m), Worldview-1 (0.5 m) and GeoEye-1 (0.41 m),with many others being planned to launh in the near future. High resolutionsatellite imagery is now available in di�erent formats and proessing levels at ana�ordable prie. The diverse types of sensors and their growing availability arerevolutionizing the role of satellite imagery in a number of appliations, rang-ing from intelligeny to insurane, media, marketing, agriulture, utilities, urbanplanning, forestry, environmental monitoring, transportation, real estate et. Asa possible alternative to aerial imagery, high resolution satellite imagery has alsoimpat in artographi appliations, suh as in orthophoto prodution, espeiallyfor areas where the organization of photogrammetri surveying may be ritial.Moreover, an inreasing demand for large sale mapping and terrain mod-elling exists so that almost all the satellites have along-trak stereo aquisitionapability. Many new satellites dediated to stereo viewing, for example Cartosat-1 (2.5 m), have been launhed. This ompensates the limited apaity of veryhigh resolution satellites for three-dimensional point determination and enablesthe generation of Digital Elevation Models (DEMs) and Digital Surfae Models(DSMs), and also for 3D feature extration (e.g. for ity modelling).However, the possibility of using high resolution satellite images for artog-raphy depends on several fators: mapping spei�ations, sensor harateristis(geometri and radiometri resolution and quality), types of produts made avail-able by the ompanies managing the satellites, quality of the software used in the



xviii Introdution�nal proessing to produe the artographi produts, and quality of the �nalresults.One of the primary barriers to a wider adaptation and utilization of satelliteimagery is the sensor model being able to provide a high level geometri or-retion through image orientation. The distortion soures an be related to twogeneral ategories: the aquisition system, whih inludes the platform orien-tation and movement, the imaging sensor optial-geometri harateristis, andthe atmosphere refration, ausing a remarkable deviation from the ollinearityhypothesis [2℄.Two di�erent types of orientation models are usually adopted: the physialsensor models (also alled rigorous models) and the generalized sensor models. Inthe �rst ones, based on a standard photogrammetri approah where the imageand the ground oordinates are linked through the ollinearity equations and theinvolved parameters have a physial meaning. Besides, they require knowledgeon the spei� satellite and orbit harateristis. On the ontrary, the gener-alized models are usually based on the Rational Polynomial Funtions (RPFs),whih link image and terrain oordinates by the Rational Polynomial Coe�ients(RPCs) and do not need the knowledge about the sensor and aquisition features.The RPCs an be alulated by the �nal users via a Least Squares (LS) estima-tion diretly from Ground Control Points (GCPs), or proprietarily generated bythe sensor managing ompanies based on their own physial sensor models anddis-tributed to users through imagery metadata. Nevertheless, the �rst strategy(also alled terrain-dependent) is not reommended if a reliable and aurate ori-entation is required. In the seond strategy, they an be generated aording toa terrain-independent senario, using known physial sensor. In order to avoidinstability due to high orrelations among the oe�ients, two di�erent methodsan be used: Tihonov regularization or an innovative method based on SingularValue Deomposition (SVD) and QR deomposition, estimating only the stritlyrequired oe�ients.This thesis will disuss many features of the sensor models, both for singleimages and stereopairs. Spei�ally, disussions will be foused on the rigorousmodel for the orientation of the basi image (level 1A) and of the image pro-jeted to a spei� objet surfae (usually an expanded ellipsoid derived fromthe WGS84) (level 1B), both extended to stereopairs in hapter 2. The RPCmodel for the orientation of single images and stereopairs is disussed in hapter3. Chapter 4 addresses the teniques for resolution of LS, while hapter 6 presentsappliation examples of di�erent sensor modelling.



Chapter 1
Rigorous models

The rigorous model is based on a standard photogrammetri approah, i.e.,the ollinearity equations desribing the physial-geometrial image aquisition.It must onsider that an image from a pushbroom sensor is formed by many (fromthousands to tens of thousands) individual lines, eah aquired with proper po-sition (projetion enter) and attitude values. All the aquisition positions arerelated by the orbital dynamis. Therefore, the rigorous model is based on thereonstrution of the orbital segment during image aquisition through the knowl-edge of the aquisition mode, sensor parameters, satellite position and attitudeparameters. The approximate values of these parameters an be omputed byusing the information ontained in the image metadata �le, delivered with eahimage. These approximate values are then orreted by a LS estimation proessbased on a suitable number of GCPs. Moreover, in order to relate the images tothe ground oordinates, expressed in an Earth Centered - Earth Fixed (ECEF)referene frame, a translation and a set of rotation matries depending on orbitalparameters (Keplerian elements) and sensor attitude have to be used. These ma-tries inlude those needed to shift between sensor, platform, orbital and EarthCentered Inertial (ECI) oordinate systems, while the transformation betweenECI and ECEF oordinate systems must take into aount preession, nutation,polar motion and Earth rotation matries [3℄.



2 1.1. Coordinate systems1.1 Coordinate systemsIn order to introdue the ollinearity equations, the de�nitions of some o-ordinate systems are needed [4℄:Sensor system (S): the origin is in the perspetive enter (whose orbitalmotion may be desribe as if it was the satellite entre of mass), the z-axis isdireted from the perspetive enter to pixel array, the x-axis is approximatelytangent to the orbit direted as the satellite motion (see Setions 1.4, 1.5), and
y-axis forms a right-handed artesian system; note that y-axis is approximatelyparallel to pixel array, a part for the same possible rotation around the per-spetive enter (Fig.1.1a); the prinipal point is the orthogonal projetion of theperspetive enter onto the pixel array.Image system (I): is a 2-dimensional system desribing a pixel position inan image. The origin is in the upper left orner, and the pixel position is de�nedby its row (J) and olumn (I). The olumn numbers inreases toward the rightand row numbers inreases downwards (Fig.1.1b).

Figure 1.1: Coordinates in the Sensor system (a) and in the Image system (b)Body system (B): it is aligned to the Flight system (see below) when theangle Roll (ϕ), Pith (ϑ) and Yaw (ψ) are zero.Flight system (F): the origin is in the perspetive enter, the X-axis istangent to the orbit along the satellite motion, the Z-axis is in the orbital planedireted towards the Earth enter of mass and the Y -axis ompletes the right-handed oordinate system (Fig.1.2).Orbital system (O): the Xo − Y o plane oinides to the orbital plane,whih is de�ned by right asension of the asending node (Ω) and by the orbitinlination (i). X-axis is along the nodal line, Y -axis and Z-axis omplete the



1.1. Coordinate systems 3
Figure 1.2: Coordinates in the Flight systemright-handed oordinate system. With the hypothesis of Keplerian orbit, Z-oordinate of satellite in the orbital system is zero (Fig.1.3).

Figure 1.3: Coordinates in the Orbital systemEarth Centered Inertial system - ECI (I): the origin is in the Earthenter of mass, the X-axis points to vernal equinox (epoh J2000 - 1 January2000, hours 12 UT), the Z-axis points to elestial north pole (epoh J2000) andthe Y -axis ompletes the right-handed oordinate system [5℄, [6℄, (Fig.1.4a).Earth-Centered Earth-Fixed system - ECEF (E): the origin is in theEarth enter of mass, the X-axis is the intersetion of equatorial plane and theplane of referene meridian (epoh 1984.0), the Z-axis is the mean rotational axis(epoh 1984.0) and the Y -axis ompletes the right-handed oordinate system [5℄,[6℄, (Fig.1.4b).Geodeti Loal system (L): the origin is a hosen point on the ellipsoid



4 1.1. Coordinate systems

Figure 1.4: Coordinates in the Earth Centered Inertial - ECI (a) and in theEarth-Centered Earth-Fixed - ECEF (b)(here the WGS84 is used) the N -axis is tangent to the loal meridian, E-axisis tangent to the loal parallel and h-axis (elevation axis) is along the ellipsoidnormal (Fig.1.5).

Figure 1.5: Coordinates in the Geodeti Loal system



1.2. Orbital parameters 51.2 Orbital parametersThe satellite orbit an be desribed using the well-known Keplerian ele-ments (Fig.1.6). Aording to Keplerian laws, a satellite (onsidered as a materialpoint), under the e�et of a gravitational �eld generated by a mass onentratedin a point, moves in a plane desribing an ellipti orbit.The satellite position at eah generi epoh T an be represented by sevenparameters [3℄, [4℄:

Figure 1.6: Illustration of the Keplerian parameterssemi-major axis (a): it is semi-major axis of the orbital ellipseorbit inlination (i): it is the angle (positive if ounterlokwise) betweenthe orbital plane and the equatorial plane; by onvention the inlination is anumber between 0 and πright asension of the asending node (Ω): it is the angle (positive ifounterlokwise observed from the North Pole) at the enter of the Earth fromthe vernal equinox to the asending nodeeentriity (e): it is the eentriity of the orbital ellipsetrue anomaly (v): it is the angle measured in the enter of the ellipsebetween the perigee and the position of the satellite at generi epoh T de�nedto be 0 at perigeeargument of the perigee (ω): it is the angle between the nodal line(intersetion between the orbital plane and the equatorial plane) and the semi-major axis, measured in the orbital plane from the asending node to the perigeetime of the perigee passage (Tp): it is the time referring to the epohwhen the satellite is nearest to the Earth



6 1.3. Attitude anglesThe approximate values of these parameters an be omputed thanks to theephemeris information ontained in the metadata �le released together with theimage.In some ases (e.g. Ikonos, QuikBird Standard OrthoReady, Cartosat-1 andGeoEye-1) the metadata �le, released by the sensor managing Companies doesnot inlude the ephemeris �le (spaeraft position and veloity every few seonds)but only one satellite mean position whih is desribed by two angles:azimuth (α): it spei�es the satellite position relative to the area that isolleted on Earth, it is measured lok wise from the North (Fig.1.7)elevation (e): it is the angle from the horizon up to the satellite (Fig.1.7)Nevertheless, some main features of the orbit (a, i) are always known, so that

Figure 1.7: Azimuth and elevations anglesthe approximate values of the other Keplerian elements may still need to beomputed.1.3 Attitude anglesTo de�ne the sensor during the aquisition it is neessary to know its attitudedesribed by the Roll (ϕ), Pith (ϑ) and Yaw (ψ) angles, respetively referred as
XF , YF , ZF axes of the Flight system.The approximate values of these angles are alulated with the metadata�le information. The orretions to these approximate values are supposed tobe modelled by seond order polynomials. Although there is not any physial



1.3. Attitude angles 7

Figure 1.8: The sensor attitude angles (Roll (ϕ), Pith (ϑ) and Yaw (ψ))) re-spetively referred to the axes of the Flight system (XF , YF , ZF ); these attituteangles de�ne the position of the (XB, YB, ZB) axes of the Body systemmeaning in doing this, good results seem to support this hoie [4℄.






ϕ = ϕ̃+ a0 + a1τ + a2τ
2

ϑ = ϑ̃+ b0 + b1τ + b2τ
2

ψ = ψ̃ + c0 + c1τ + c2τ
2

(1.1)
τ is the time, in seonds, suh as τ = Js · ∆t where ∆t is the time needed tosan a row on the ground and Js is the row of the pixel. The nine oe�ients
(ai, bi, ci) are unknown and need to be estimated with the LS adjustment.In some ase (e.g. Ikonos) the satellite an aquire images at a stated sanazimuth (the exat angle from the starting point of the san and it is measuredlok wise from North) and (e.g. Ikonos, WorldView-1) following a stated sandiretion (�forward� or �reverse�); a reverse san is generally from North to Southdiretion, whereas a forward san being from South to North (Fig.1.9).If the san diretion is �forward�, τ = Js ·∆t, instead if the san diretion is�reverse� τ = (n◦raw−Js) ·∆t, where n◦raw is the number of raws of the image.If the san azimuth is 180◦ and the san diretion is �reverse�, the image isolleted from North to South, or if san azimuth is 90◦ and the san diretion is�forward�, the image is olleted from West to East. In the �rst ase, the J-axisof image system is direted to the sanning diretion, whereas in the latter thesanning diretion is perpendiular to the J-axis of the image system (Fig.1.10).So the position of a generi point p(I, J) has to be projeted on sanning diretion(Js-axis) with the following relation:

Js = −J · cosβ + I · sinβ (1.2)



8 1.4. Coordinate System Transformations

Figure 1.9: Forward san mode (a), Reverse san mode (b)

Figure 1.10: Example of Js-axis diretionwhere β is the san azimuth and I, J are the image oordinates.1.4 Coordinate System TransformationsThe global rotation matrix from the inertial geoentri system (ECI) to theSensor system S an be expressed through three rotations [4℄:
RSI = RSB · RBF ·RFI (1.3)whih an be detailed realling the standard from the matries representing



1.4. Coordinate System Transformations 9the rotations around the axes of the right-handed Cartesian oordinate system:
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(1.6)(rotations α, β, γ are positive if they are ounter lok wise when seen from thepositive semi axes).Inertial-Orbital matrix (ROI): this allows the passage from inertial geo-entri system (ECI) to the orbital one. It is a funtion of right asension ofasending node (Ω) and of orbit inlination (i):
ROI = RX(i) · RZ(Ω) (1.7)Inertial-Flight matrix (RFI): this allows the passage from the inertialgeoentri system (ECI) to the Flight one F . It is a funtion of Keplerian orbitalparameters and varies with the time inside eah sene (for eah image row J):

RFI = RX(−π
2

) ·RZ(
π

2
) ·RZ(U) ·RX(i) · RZ(Ω) (1.8)where i is the inlination, Ω the right asension of the asending node, U =

ω + ν with ω argument of the perigee and ν true anomalyFlight-Body matrix (RBF ): it allows the passage from the Flight systemF to the Body one B through the attitude angles (ϕ, ϑ, ψ) whih depend on time(for eah pixel row):
RBF = RZ(ψ) ·RY (ϑ) ·RX(ϕ) (1.9)Body-Sensor matrix (RSB): t allows the passage from the Body to theSensor system. This matrix onsiders the deviation of the parallelism betweenaxes (X,Y, Z)S and (X,Y, Z)B and it is onsidered onstant during a sene foreah sensor; the elements of the matrix may be provided in the metadata �les. Ithappens for QuikBird and WorldView-1, for whih the elements are supplied inform of quaternions [q1, q2, q3, q4℄ desribing the attitude of the amera oordinatesystem in the spaeraft body system; RSB an identity matrix for EROS A, while



10 1.5. Interior Orientation and Self-Calibration Parametersit is desribed by one rotation of yaw axis in yaw-roll plane with a tilt of - 5 degreesfor Aft amera and +26 degrees for Fore amera for Cartosat-1 platform.The rotation matrix for the transformation from ECI system to ECEF system(REI) an be subdivided into four sequential steps, onsidering the motions of theEarth in spae: preession, the seular hange in the orientation of the Earth'srotation axis and the vernal equinox (desribed by the matrix RP ); nutation, theperiodi and short-term variation of the equator and the vernal equinox (desribedby the matrix RN); polar motion, the oordinates of the rotation axis relativeto the IERS Referene Pole (desribed by the matrix RM ); and Earth's rotationabout its axis (desribed by the Sideral Time through the matrix RS) [7℄.
REI = RM · RS ·RN · RP (1.10)The produt of REI and RT

SI matries allows the passage from sensor S toECEF system, with the �nal rotation matrix being:
RES = REI · RT

SI
= RZ(K) ·RY (P ) · RX(W ) (1.11)where the angles (K,P,W ) de�ne the satellite attitude at the epoh of theaquisition of image row J with respet to the ECEF system.1.5 Interior Orientation and Self-Calibration Pa-rametersThe interior orientation parameters desribe the intrinsi geometri featuresof the sensor. Moreover, self-alibration parameters are used to orret the geo-metri errors in the CCD linear array and the optial system. Note that, referringto the linear array design, one CCD line an be made of ns segments being Npi isthe number of pixels ontained in i-th segment. The modeling of the geometrierrors is easy if arried out in the sensor system (S). For the sake of simpliity,here we onsider models under the assumption of ns=1. More details may befound in [1℄.1.5.1 CCD Linear Array Geometri ErrorsThe geometri errors that may our in CCD linear array sensors are brie�ydesribed and modeled hereafter:1. The hange of the pixel size. It has the e�et to hange the image sale(Fig.1.11).
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Figure 1.11: E�et of pixel size hange in yS diretion �from [1℄�If (px, py) are the pixel dimensions and (dpx, dpy) a hange of the pixel sizein x diretion and in y diretion respetively, the errors (dxp, dyp) result:

dxp = dpxdyp = y · dpy
py

(1.12)The error dyp may be also due to the foal length variation and the radialdistortion. Note that the �rst order terms in (1.12), (1.15) are highly or-related. Therefore, it is not possible to estimate both the pixel dimensionvariation together the foal length variation.2. The shifts and rotations of the CCD segments in the foal plane. Theseerrors are desribed and modelled as follows:
• shifts in x- and y-diretions (Figs.1.12a, 1.12b): onstant quantity dxcand dyc, respetively

Figure 1.12: Shift of CCD segment in yS diretion (a) and shift of CCD segmentin xS diretion (b) �from [1℄�
• e�et of horizontal rotation θ in the CCD plane. The rotation produesthe error dyθ in yS diretion and dxθ in xS diretion (Fig.1.13), butonly the latter has to be onsidered sine θ is small:

dxθ = y · sin θ (1.13)
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Figure 1.13: E�ets of rotation of CCD segment in the foal plane �from [1℄�

Figure 1.14: Line bending in the foal plane �from [1℄�3. The line bending in the foal plane. The straight CCD line is supposedto be deformed into an ar if the size of the bending is desribed by theentral angle δ that subtends the ar desribed by the deformed line andthe entral angle δ' is related to the generi pixel position, the error results(Fig.1.14),
dxδ′ = R

(

cos δ′ − cos
δ

2

) (1.14)where R =
Np·py

2sen δ
2

and the bending is supposed in the plane de�ned by
xS > 0



1.5. Interior Orientation and Self-Calibration Parameters 13If the CCD line is bending in the plane where xS < 0, equation (1.14) isvalid with the opposite sign.1.5.2 Optial System ErrorsThe possible errors that may our in an optial systems have been deeplyinvestigated in lose range, airborne and satellite photogrammetry [8℄, [9℄, [10℄.1. The displaement of the lens prinipal point. This error is modelled withonstant shifts ∆xp, ∆yp applied to the prinipal point oordinates (xp, yp)in x and y diretions and is totally orrelated with the shift of the CCDlinear array in the foal plane.2. The hange of the foal length f . The e�et of this error ∆f in x and ydiretions is modelled as
dxf = −∆f

f
· x̄p

dyf = −∆f
f

· ȳp
(1.15)where x̄p = x− xp and ȳp = y − yp3. The symmetri lens distortion is desribed by the oe�ients k1 and k2 andmodelled as

dxr =
(

k1 · r2 + k2 · r4
)

· x̄p
dyr =

(

k1 · r2 + k2 · r4
)

· ȳp (1.16)where r2 = x̄2
p + ȳ2

p. For pushbroom sensors with CCD linear array only
dyr may be signi�ant and r2 ∼= ȳ2

p4. The deentering lens distortion is modeled as
dxd = p1 · (r2 + 2x̄2

p) + 2p2 · x̄pȳp
dyd = 2p1 · x̄pȳp + p2 · r2 + 2ȳ2

p

(1.17)Again, only dyd may be signi�ant.1.5.3 Final Consideration about the Self-Calibration Pa-rametersAounting for the desribed general models for the CCD linear array geo-metri errors and for the optial system errors and onsidering their signi�aneand orrelations, only a few self-alibration parameters need to be introdued.



14 1.5. Interior Orientation and Self-Calibration ParametersMoreover, these parameters an be onveniently hosen to diretly model self-alibration with respet to the image oordinates (I, J). In detail, the followingself-alibration parameters are worth to be set up:1. The position of prinipal point (I0, J0), aounting also for the shift of theCCD linear array in the foal plane (as desribed in Fig.1.12).2. The rotation of the CCD linear array in the foal plane (k) (as desribedin Fig.1.13).3. The hange of the foal length (δf), aounting also for the sale variationand the isotropi hange of pixel dimension.4. The symmetri lens distortion up to the third order in y diretion only (dL).Another possible parameters is δ representing the line bending, however, itwill not be onsidered in the following rigorous model implementation.



1.6. Rigorous Model for Original Images (level 1A) 151.6 Rigorous Model for Original Images (level 1A)

Figure 1.15: Central projetion model with Sensor system and ECI systemAs mentioned before, a rigorous model is based on the ollinearity equa-tions and desribes the imagery aquisition both from the geometrial and phys-ial (and stohasti) points of view. It is now possible to write the ollinearityequations relating to the position of a point in the image spae (Image point)to the orresponding point in the objet spae (Ground point), aording to aentral projetion. In our ase, the ollinearity equations may be onvenientlyexpressed in the Earth Centered Inertial (ECI) system starting from the relation-ship (Fig.1.15)
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I(1.18)where (Xt, Yt, Zt)I are the ECI oordinates of the ground point (GP),(Xs, Ys, Zs)I are the ECI oordinates of the satellite (perspetive enter);(ux, uy, uz)I are the omponents in the ECI system of the unit vetor û diretedfrom satellite to GP, and d is the distane from the perspetive enter to GP.
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16 1.6. Rigorous Model for Original Images (level 1A)Therefore, introduing the sensor system the ollinearity equations read:
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 (1.20)where f is the foal distane, RSI is the rotation matrix from ECI to sensorsystem and ds is the perspetive enter to image point distane
ds =

√

x2
S + y2

S + f2 (1.21)Finally, the standard form of two ollinearity equations for eah ground pointis obtained by dividing the �rst two equations of (1.20) by the third one:
{

xS

f
=

RSI,11|Xt−Xs|+RSI,12|Yt−Ys|+RSI,13|Zt−Zs|
RSI,31|Xt−Xs|+RSI,32|Yt−Ys|+RSI,33|Zt−Zs|

yS

f
=

RSI,21|Xt−Xs|+RSI,22|Yt−Ys|+RSI,23|Zt−Zs|
RSI,31|Xt−Xs|+RSI,32|Yt−Ys|+RSI,33|Zt−Zs|

(1.22)With simple geometri onsideration (Fig.1.1a) the ollinearity equationsan be written as a funtion of image oordinates, interior orientation and self-alibration parameters previously set up, Keplerian orbital and attitude param-eters
{

xS

f
= tanβ =

dpix

f
[J − int(J) − 0.5 − J0 − k(I − I0)]

yS

f
= tanα = − dpix

f

{

(I − I0) + dL(I − I0)
3 + k [J − int(J) − 0.5 − J0]

}(1.23)Therefore, equating (1.22) and (1.23) the relationship between the imageand the ground oordinates is found:
F1 =

dpix

f
[J − int(J) − 0.5 − J0 − k(I − I0)] +

−RSI,11|Xt−Xs|+RSI,12|Yt−Ys|+RSI,13|Zt−Zs|
RSI,31|Xt−Xs|+RSI,32|Yt−Ys|+RSI,33|Zt−Zs|

= 0

F2 = − dpix

f

{

(I − I0) + dL(I − I0)
3 + k [J − int(J) − 0.5 − J0]

}

+

−RSI,21|Xt−Xs|+RSI,22|Yt−Ys|+RSI,23|Zt−Zs|
RSI,31|Xt−Xs|+RSI,32|Yt−Ys|+RSI,33|Zt−Zs|

= 0

(1.24)The ollinearity equations depend on the parameters desribed in the Se-tions 1.2, 1.3 and 1.5. In some ases the image metadata �le is not suppliedwith the satellite position and veloity at every interval time; thereby the orbitis reonstruted using the proedure desribed in the Setion 1.7.1 [11℄.As mentioned, the approximate values for all parameters may be derived fromthe information ontained in the metadata �les, released together with the image(a, i,Ω, e, ν, ω, ϕ, ϑ, ψ, f and I0) or they are simply �xed to zero (ai, bi, ci, J0, k



1.6. Rigorous Model for Original Images (level 1A) 17and dL). In theory, these approximate values must be orreted by an estimationproess based on a suitable number of GCPs, for whih the ollinearity equationsare written. Nevertheless, sine the orbital ar related to eah image aquisition isextremely short (a few hundreds of kilometers) ompared to the whole orbit length(tens of thousands). Some Keplerian parameters are not estimable at all (a, e, ω)and others (i,Ω, TP ) are extremely orrelated both among themselves and withrespet to the sensor attitude, interior orientation and self-alibration parameters(f, I0, J0, k, dL) [12℄. The parameters estimable are (ai, bi, ci, TP , f, I0, J0, k, dL).Regarding the stohasti model, the standard deviations of the image obser-vations are set equal, sine manual measurement tests arried out independentlyby di�erent operators range from 1/3 to 1/2 pixel in auray. For the GCPoordinates standard deviations are usually set equal to the mean values obtainedduring their diret surveying or artographi seletion [13℄.In order to avoid instability due to high orrelations among some parame-ters leading to design matrix pseudo-singularity, Singular Value Deomposition(SVD) and QR deomposition are employed to evaluate the atual rank of thedesign matrix, to selet the atually estimable parameters and �nally to solve thelinearized ollinearity equations system in the LS sense (see Chapter 3).Moreover, the statistial signi�ane of eah estimable parameter is hekedby a Student T-test so to avoid over-parameterization. In ase of a statistiallynon-signi�ant parameter, it is removed and the estimation proess is repeateduntil all parameters are signi�ant. Finally, only the really estimable and signi�-ant parameters are seleted, aknowledging the well known parsimony priniplefor the funtional models.In Table 1.1 an example of seleted parameters are presented; the testedimage is aquired by EROS A, it was oriented varying the number of GCPs andfor eah orientation test the seleted estimable and signi�ant parameters arelisted.Pseudo-observation on the GCPs are also allowed, in order to aount fortheir auray, whih may vary depending on their soure (artography or diretsurveying).1.6.1 Atmospheri refration e�etIn this rigorous model also the refration e�et has been taken in aount.This e�et auses a well know bending of the optial paths due to the variationof atmospheri density (Fig.1.16a).The purpose of atmospheri refration modeling is the orretion of the imageoordinates in order to remove the refration e�et and to estimate the orientationparameters under the hypothesis of straight optial paths, whih are atuallymodeled by ollinearity equations (1.24).



18 1.6. Rigorous Model for Original Images (level 1A)Table 1.1: Parameters automatially seleted by SISAR for ITA1-e1090724 -EROS A GCP SISAR parameters9 a0, a1, b0, b1, 0, TP13 a0, a1, b0, b1, 0, TP17 a0, a1, b0, b1, 0, f, a2, b2, 1, 221 a0, a1, b0, b1, 0, f, b2, 225 a0, a1, b0, b1, 0, f, TP29 a0, a1, b0, b1, 0, f, b2, 1, 233 a0, a1, b0, b1, 0, f, b2, 1, 237 a0, a1, b0, b1, 0, f, b2, 1, 241 a0, a1, b0, b1, 0, f, b2, 245 a0, a1, b0, b1, 0, f, b2, 249 a0, a1, b0, b1, 0, f, b2, 2

Figure 1.16: Atmospheri refration modelIn fat, the GP P is projeted onto the image along a refrated path in
p′, but equations (1.24) model the ollinearity ondition along the straight path
POp.Therefore, we need to ompute the orretion from p′ to p in order to properlyadopt the model (1.24). The deviation from the ollinearity assumption dueto the atmospheri refration is omputed by a model duly desribed in ([2℄)(Fig.1.16b, Tab.1.2) whih basially allows to alulate the displaement d dueto the refration e�et and the position of P ′ on the ground, starting from the
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(a) EROS A Rome ITA1-e1038452(γ=9.1◦-9.4◦) (b) EROS A Rome ITA1-e1090724(γ=31.0◦- 40.1◦)Figure 1.17: Distribution of atmospheri refration e�et, represented by vetor
~a omputed for eah GP
o�-nadir angle.Therefore, a �rst rough orientation is performed, negleting the refratione�et, in order to estimate the o�-nadir angle under whih eah GP is imaged,then the orresponding P ′.Moreover, through the ollinearity equations, starting from P and P ′, theorresponding image position p and p′ are omputed, so that the omponents ofthe vetor ~a suitable to remove the atmospheri refration e�et from the imageoordinates an be omputed by:

[

Ia
Ja

]

=

[

Ip − Ip′
Jp − Jp′

] (1.25)The vetor ~a is applied to the oordinates olleted on the image, fromwhih a new estimation proess is performed in order to re�ne the orientationparameters. Note that one iteration is usually enough, sine the refration is wellestimated on the basis of the �rst rough orientation.It is important to onsider the refration e�et espeially when the satel-lite attitude variation during the image aquisition auses a refration e�et notuniformly distributed (Fig.1.17a). On the ontrary, its impat is lower when thesatellite attitude variation auses a rather uniform refration e�et (Fig.1.17b).



20 1.6. Rigorous Model for Original Images (level 1A)Table 1.2: Displaement d over the loal sphere approximating the ellipsoid dueto the refration e�et funtion of z0z0 (◦) z' (◦) z0 - z' (◦) d (m)10 9.9971 0.0029 0.4720 19.9939 0.0061 1.0630 29.9904 0.0096 1.9740 39.986 0.014 3.6245 44.9834 0.0166 5.0350 49.9802 0.0198 7.211.6.2 Model omputationThe funtional model (for example, [14℄) in short form reads: f(y, x) = 0 andits linearized form is Dy−Ax−l= 0. In this model the two ollinearity equations
F1 and F2 (1.24) are written for eah available GCP. As usual the solution isobtained iteratively due to non-linearity of the system; the iterative proedurestops when the estimated variane of unit weight reahes a minimum. At this stepthe variane of observations σ, generally set at 1/3 to 1/2 pixel level, is hekedby the observation orretions (it ould be overestimate or underestimate); ifthe relative di�erene between the variane applied for the solution (σ2

i−1) andthe reomputed variane (σ2
i) is more than 5 perent, the average between twovarianes (σ2) is used for a next yle of iterations (1.26).
σ =

∣

∣

∣

∣

σi−1 − σi
σi−1

∣

∣

∣

∣

≤ 5% (1.26)If n is the number of GCPs, the relevant vetors and matries an be skethedas follows:vetor of unknowns:
xT = |P, PO| (1.27)where P represent the orretion of parameters

P = |a0, a1, a2, b0, b1, b2, c0, c1, c2, δTP , δf, δI0, J0, k, dL| (1.28)and PO represent the orretion of ground oordinates
PO = |δX1, δY1, δZ1, · · · δXn, δYn, δZn| (1.29)
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design matrix
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for ith GCP → AT
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known vetor
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(1.34)
1.6.3 Stohasti modelThe stohasti model is CY Y = σ2

0Q, where σ2
0 = 1 (a priori hoie) andthe ofator matrix is hosen diagonal both for the observations and pseudo-observation (I, J ;E,N, h) for the sake of simpliity, being usually hard to evaluate
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CY Y = Q =
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for ith GCP →































Ci
IJ

=

∣

∣

∣

∣

σ2
I 0
0 σ2

J

∣

∣

∣

∣

Ci
XY Z =

∣

∣

∣

∣

∣

∣

σ2
XT

σXT
σYT

σXT
σZT

σYT
σXT

σ2
YT

σYT
σZT

σZT
σXT

σZT
σYT

σ2
ZT

∣

∣

∣

∣

∣

∣

(1.36)The standard deviations of the image observations are set equal, onsideringthat manual measurement tests arried out independently by di�erent operatorsshowed that an auray ranging from 1/3 to 1/2 pixel in image oordinates maybe routinely ahieved. For the GCP oordinates standard deviations are usuallyset equal to mean values obtained during their diret surveys or artographiseletion.
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Figure 1.18: Model geometryIn this ase it has to be noted that the images are projeted onto a spei�objet (usually an �in�ated� ellipsoid, derived from the WGS84 hoosing a ertainellipsoidal height) (level 1B). The ollinearity equations link points on the groundand points projeted on the mentioned �in�ated� ellipsoid [15℄ (Fig.1.18).Eah point on the ground surfae orresponds to a point on �in�ated� ellip-soid, identi�ed from line of sight (LOS), i.e. the line direted from the perspetiveentre to the point on the ground. The ollinearity ondition is satis�ed when
ûSI (the unit vetor direted from perspetive entre to image point) oinideswith ûST (the unit vetor direted from perspetive entre to ground point), i.e.,ground point and image point are lined up on LOS. The ollinearity equationsmay be onveniently expressed in the ECEF system in vetor form:

ûSI = R · ûST (1.37)where R is a rotation matrix. In fat, relative �small� translation of groundwith respet to ellipsoid an be expressed with an in�nitesimal rotation aroundthe perspetive enter, beause the height of satellite platform (hS) is muhmore than the di�erene of elevation between ground surfae and the �in�ated�ellipsoid (∆h). Under this in�nitesimal rotation hypothesis (cosϕ, ϑ, ψ ∼= 1,
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sinϕ ∼= ϕ, sinϑ ∼= ϑ, sinψ ∼= ψ) the rotation matrix R is redued to the sum ofthe unit matrix and an anti-symmetri matrix.

R = I + δR =





0 ϕ θ
−ϕ 0 ψ
−θ −ψ 0



 ⇒ R =





1 ϕ θ
−ϕ 1 ψ
−θ −ψ 1



 (1.38)where the attitude angles are supposed to be modelled by a time-dependentfuntion up to the seond order, similar to (1.1). The (1.37) an also be expressedin the following way:




XI −Xs

YI − Ys
ZI − Zs



 = ρR





XT −Xs

YT − Ys
ZT − Zs



 (1.39)where
• ̺ is the sale fator, (ratio of perspetive entre-image point distane dSIand perspetive entre-ground point distane dST : ρ = dSI/dST )
• XT , YT , ZT are the ground oordinates in the ECEF system
• XI , YI , ZI are the image oordinates in the ECEF system
• Xs, Ys, Zs are the perspetive entre oordinates in the ECEF systemFinally, note that in this ase the ollinearity equations on the basis of pre-vious onsideration, now reads:
{

F1 = |XI−Xs|
|ZI−Zs|

− RSE,11|XT −Xs|+RSE,12|YT −Ys|+RSE,13|ZT −Zs|
RSE,31|XT −Xs|+RSE,32|YT −Ys|+RSE,33|ZT −Zs|

= 0

F2 = |YI−Ys|
|ZI−Zs|

− RSE,21|XT −Xs|+RSE,22|YT −Ys|+RSE,23|ZT −Zs|
RSE,31|XT −Xs|+RSE,32|YT −Ys|+RSE,33|ZT −Zs|

= 0
(1.40)The ollinearity equations depend on the parameters desribed in Setions1.2 and 1.3. The approximate values for all parameters may be derived fromthe information ontained in the metadata �les, released together with the image(α, β, e, i,Ω) or they are simply �xed to zero (ai, bi, ci). Again, these approximatevalues must be orreted by an estimation proess based on a suitable number ofGCPs, for whih the ollinearity equations are written. Finally, the parametersestimable are (ai, bi, ci). It has to be noted that the image oordinates in theollinearity equations (1.40) must be expressed in the ECEF system, while onthe other hand the image oordinates are obtained by point measurement on theimage so that only I and J are known. First of all, it is required to hange image



26 1.7. Rigorous Model for Pre-Proessed Images (level 1B)oordinates into artographi oordinate through the simple equations:
{

NP = NA − J · p
EP = EA + I · p (1.41)where

• NP , EP are the North and East UTMWGS84 oordinates of a generi point
P

• NA, EA are the North and East UTM WGS84 oordinates of upper leftorner A of the image
• I, J are the oordinates of a generi point P in the image system
• p is the pixel size (in meters)Moreover, the artographi oordinates are onverted into geographi oor-dinates (latitude ϕ and longitude λ). Finally, sine the ellipsoidi height (h) ofpoints on the image is the elevation of �in�ated� ellipsoid, the geodeti oordinate(ϕ, λ, h) are onverted in Cartesian oordinates (ECEF system).1.7.1 Computation of Satellite PositionsIn general the detailed information about the satellite position are not sup-plied for the level 1B images, therefore the satellite oordinates an be omputedonly on the basis of the angles (azimuth α and elevation e) that de�ne satelliteposition with respet to image enter (Fig.1.7).Referring to Fig.1.19 the o�-nadir angle γ and B distane between the imageenter C and the satellite position S are alulated with the sine theorem.

sin γ =
(R + h_ref) · sin(e+ π/2)

(R+H)
(1.42)

B =
(R + h_ref) · sinω

sinγ
(1.43)where R is the radius of loal sphere, H is the height of satellite, href is theheight of �in�ated� ellipsoid in referene to the WGS84 ellipsoid, e is the elevationangle and ω = π − (γ + e+ π/2).The satellite oordinates in a geodeti loal system, whose origin is the enterof image (C) are:







XS(C) = B · cos e · sinα
YS(C) = B · cos e · cosα
ZS(C) = B · sin e

(1.44)
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Figure 1.19: Satellite position with respet to image enterLoal oordinates are transformed into ECEF oordinates, and from theunique satellite position it is possible to reonstrut the orbit segment. Satelliteoordinates are onverted from ECEF to ECI system (1.10), then from ECI tothe orbital system with ROI matrix (1.7). Generally the inlination i is known,on the ontrary the right asension of asending node Ω an be alulated un-der the hypothesis of Keplerian orbit (ZSOrbit = 0). This equation has twosolutions (Ω1,Ω2) that orrespond to asending and desending orbit respe-tively. If the satellite moves on desending orbit while aquires images, theright value of Ω is obtained with XS(C) < 0 (absissa in the orbital system)(Fig.1.20a), otherwise the solution is with XS(C) > 0 if the satellite is asending(Fig.1.20b). Sine the orbital ar reletad to the one image aquisition is extremalyshort, a irular approximation of the orbit is allowed. On the orbital plane thesatellite position relative to image's enter (S(C)) identi�es the UC angle, where
UC = arctan(YS(C)/XS(C)); onsequently the satellite position relative to eahimage row is obtained, moving the satellite forward and bakward on the orbitwith respet to entral position:

Ui = UC − (JsC − Jsi) · ∆U (1.45)
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Figure 1.20: Representation of orbits relative to the two solution 1 (a) and 2 (b)where JsC is the sanning row of image's enter, and Jsi is a generi sanningrow of the image and ∆U is the angular displaement relative to one sanningrow.
∆U =

ATR

R+ h_ref (1.46)The satellite position (Si) in the orbital system is:






XS(i) = (R +H) · cosUi
YS(i) = (R+H) · sinUi
ZS(i) = 0

(1.47)where R is the radius of loal sphere and H is height of satellite platform(Fig.1.21). Then the satellite oordinates must be onverted into the ECI systemand into the ECEF system. The ECEF oordinates enter in ollinearity equations.Sometimes the information about the elevation angle e and the azimuth angle
α, that desribed the satellite position in the Loal system with the origin in theentre of the image, are very rough so that the satellite is positioned on the orbitat about some hundred meters respet to the right position during the imageaquisition; onsequently the satellite position is estimated in a more auratewaythrough a Diret Linear Transformation (DLT).The DLT establishes a rough relation between image oordinates and ground
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Figure 1.21: Satellite oordinates in Orbital systemoordinates in a Cartesian Loal system. It is based on the following equations:
I = L1·E+L2·N+L3·U+L4

L9·E+L10·N+L11·U+1

J = L5·E+L6·N+L7·U+L8

L9·E+L10·N+L11·U+1

(1.48)where (I, J) are the image oordinates, (E,N,U) are the ground oordinatesrespet to the Cartesian Loal system entered in the enter of the image andthe Li are the DLT parameters.Starting from some GCPs oordinates (minimum 7 GCPs), the DLT param-eters are estimated (see equation 1.48); satellite position in the Cartesian Loalsystem, related to the image enter, is omputed using the DLT parameters fora �xed height of the satellite.Loal oordinates are transformed into ECEF oordinates, and from theunique satellite position it is possible to reonstrut the orbit segment. Due tothe short lenght of the orbital ar related to the image aquisition, it is possibleto approximate it with an ar of irumferene.This proedure for satellite position omputation is used for Cartosat-1 plat-form. The image aquired is not pre-proessed but few information regardingsatellite features are supplied in metadata �le that do not permit to reostrutthe orbital segment.



30 1.7. Rigorous Model for Pre-Proessed Images (level 1B)1.7.2 Model omputationThe funtional model (for example, [14℄) in short form reads: f(y, x) = 0 andits linearized form is Dy−Ax−l= 0. In this model the two ollinearity equations
F1 and F2 (1.40) are written for eah available GCP:

F1 = XI−Xs

ZI−Zs
− (XI−Xs)+ϕ·(YI−Ys)+θ·(ZI−Zs)

−θ·(XI−Xs)−ψ·(YI−Ys)+(ZI−Zs) = 0

F2 = YI−Ys

ZI−Zs
− −ϕ·(XI−Xs)+(YI−Ys)+ψ·(ZI−Zs)

−θ·(XI−Xs)−ψ·(YI−Ys)+(ZI−Zs) = 0
(1.49)If n is the number of GCPs, the relevant vetors and matries an be skethedas follows:vetor of unknowns:

xT = |P, PO| (1.50)
P = |a0, b0, c0, a1, b1, c1, a2, b2, c2| (1.51)and PO represent the orretion of ground oordinates (see 1.29).Regards observation vetor, matrix of observation and known vetorthey have the same form of level 1A model (see equations 1.30, 1.33 and 1.34).design matrix
A =
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(1.52)
for ith GCP → AT
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1.7. Rigorous Model for Pre-Proessed Images (level 1B) 311.7.3 Stohasti modelThe stohasti model is CY Y = σ2
0Q, where σ2

0 = 1 (a priori hoie) andthe ofator matrix is hosen diagonal both for the observations and pseudo-observation (I, J ;E,N, h) for the sake of simpliity, being usually hard to evaluatethe orrelations
CY Y =
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(1.54)where
for ith GCP →
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(1.55)These matries are obtained from ovariane matries of image oordinatesand GPS oordinates expressed in Geodeti loal system through a rotation inECEF system.
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(1.56)Beause image artographi oordinates are ahieved with (1.41) equations,the value of σNEI
omes from the ollimation auray (σIJ ): through varianepropagation based on (1.39)

σNEI
= p · σIJ (1.57)On the ontrary, sine the height of the �in�ated� ellipsoid is �xed, σhI

an be�xed to zero. The values of σNET
and σhT

represent the horizontal and vertialauraies of the GPS oordinates.



32 1.8. Stereo Rigorous Model1.8 Stereo Rigorous ModelThe rigorous model developed to orientate both level 1A and level 1B singlesene an be extended to manage both along-trak and aross-trak stereopairs[16℄. In this ase, it has to be noted that the orbital elements are the samefor two images if they were aquired during the same orbital path (along-trakstereopairs) or they are di�erent if the images are aquired during two di�erentorbital paths at di�erent epohs (aross-trak stereopairs). Again, the approx-imate values of these parameters an be omputed by using the information inthe metadata �le and have to be orreted by a LS estimation proess based ona suitable number of GCPs. The estimable parameters an be seleted using theproedure desribed in hapter 3. In this respet, sine the tie points (TPs) maybe onveniently onsidered, it is neessary to establish a proedure for the om-putation of their approximate ground oordinates, whih have to be LS estimatedtogether with all other parameters.First of all, it is useful to orientate separately the single senes adopting thealready desribed rigorous model. These separated orientations have to be on-sidered just as preliminary ones; they have to be re�ned in a blok adjustmentpossibly inluding suitable TPs. In this ase, the question arise to ompute theapproximate position of TPs. In theory, after the preliminary orientations, thehomologous rays should interset, identifying a unique ground point for eah ou-ple of homologous points hosen over the image. Nevertheless, errors remainingin the separate orientations ause the well known parallaxes, so that homologousrays do not interset and no ground point an be found by intersetion. There-fore, it is neessary to set up a rule to ompute the approximate TPs groundpositions.To this aim, the hoie was made to ompute the positions of the two pointson the homologous rays at minimal distane and then to average their oordinates(Fig.1.22).The minimum distane between the two rays is omputed. The equations oftwo rays supposed straight an be written in parametri form
r1 :
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(1.58)where (X0, Y0, Z0)1,2 are the oordinates of perspetive enters in the ECEFsystem for the two images, (a, b, c)1,2 are diretion osine known from the separateorientations. The ondition to identify the two points on the rays at minimal
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Figure 1.22: TP determinationdistane reads:
{

∂d2(s,t)
∂t

= 0
∂d2(s,t)
∂s

= 0
with d2 (s, t) = (X2 −X1)

2 + (Y2 − Y1)
2 + (Z2 −Z1)

2 (1.59)what leads to:
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34 1.8. Stereo Rigorous Model1.8.1 Model omputationThe funtional model (for example, [14℄) in short form reads: f(y, x) = 0and its linearized form is Dy−Ax−l= 0. In this model the four ollinearityequations F1 and F2 for the �rst image and F3 and F4 for the seond image(1.22) are written for eah available GPs, both GCPs and TPs. In the followingmodel the all unknowns related to both images have to be estimated; it is validfor aross-trak stereopairs while for along-trak stereopairs a unique value forthe internal orientation and self-alibration parameters is estimated, sine thetwo images are aquired by the same sensor with a small time delay.vetor of unknowns:
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∣(1.64)where i is referred to the �rst or the seond image and PO represents the or-retion of ground oordinates, both GCPs and TPs (see 1.29). The approximateTPs oordinates are omputed using (1.62).observation vetor
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∣ (1.68)This funtional model is valid also for level 1B stereopairs, reminding that theunknowns are only attitude parameters and the image oordinates are expressedin ECEF system as desribed in Set.1.7.2.



Chapter 2Rational Polynomial Funtionwith Rational PolynomialCoe�ients
A few years ago high resolution satellite imagery were available to a limitednumber of government and defene agenies that managed suh imagery withhighly sophistiated software and hardware tools.High resolution satellite imagery are now available in di�erent formats andproessing levels and at an a�ordable prie. These types of sensors and theirgrowing availability are revolutionizing the role of satellite imagery in a num-ber of appliations ranging from intelligeny to insurane, media, marketing,agriulture, utilities, urban planning, forestry, environmental monitoring, trans-portation, real estate et.One of the primary barriers to a wider adaptation and utilization of satelliteimagery is the sensor model being able to provide a high level geometri orretionthrough the image orientation. Sensor models are a key omponent to representthe funtional relationships between the image spae and the objet spae, andare essential for single/multi imagery orientation.Even if the rigorous models should theoretially provide the highest au-ray, they are only available for some satellites and an be managed by someommerial available software. Moreover, in order to estimate the unknown pa-rameters of rigorous models, users are still faed with the hallenging task of



38 2.1. RPCs Usage and Orientation Re�nementreovering the exterior orientation of the sensor using a set of GCPs usually nosmall than 10. When no or few GCPs are available, users annot reover theexterior orientation of the sensor and therefore are unable to perform variousmapping and data olletion operations. With the introdution of generalizedsensor models, this situation has hanged onsiderably. Generalized sensor mod-els, suh as the RPF [17℄, have smoothed the requirement to manage a physialsensor model. Furthermore, as the RPCs impliitly provides the interior and(approximate) exterior sensor orientation, the availability of several GCPs is nolonger a mandatory requirement. Consequently, the use of the RPCs for pho-togrammetri mapping is beoming a new standard in high-resolution satelliteimagery that has already been implemented in various high-resolution sensors,suh as Ikonos, QuikBird, WorldView-1 and GeoEye-1.2.1 RPCs Usage and Orientation Re�nementAs mentioned before, some ompanies (for example DigitalGlobe for Quik-Bird and WorldView and Spae Imaging for Ikonos and GeoEye-1, India SpaeResearh Organization for Cartosat-1) usually supply the RPCs, as part of theimage metadata to enable image orientation via RPF.The RPF relate objet point oordinates (latitude ϕ, longitude λ and height
h) to pixel oordinates (I, J), as a physial sensor models, but in the form ofratios of polynomial expressions:

I =
P1 (ϕ, λ, h)

P2 (ϕ, λ, h)
J =

P3 (ϕ, λ, h)

P4 (ϕ, λ, h)
(2.1)where ϕ, λ are the geographi oordinates, h is the height above the WGS84ellipsoid and (I, J) are the image oordinates. The order of these four polynomialsis usually limited to 3 so that eah polynomial takes the generi form:

Pn =

m1
∑

i=0

m2
∑

j=0

m3
∑

k=0

tijkϕiλjhk (2.2)with 0 ≤ m1 ≤ 3; 0 ≤ m2 ≤ 3; 0 ≤ m3 ≤ 3 and m1 +m2 +m3 ≤ 3, where tijkare the RPCs.The number of RPCs depends obviously on the polynomial order: if theequations (2.1) are written with third order polynomials, the maximum numberof oe�ients is 80 (20 for eah polynomial). Atually, the total number of RPCsis redued to 78, beause the two equations an be divided for the zero order



2.1. RPCs Usage and Orientation Re�nement 39terms of the denominators; so that the �nal form of the equations (2.1) reads:
I = P1(ϕ,λ,h)

P2(ϕ,λ,h) = a0+a1λ+a2ϕ+a3h+a4λϕ+...+a17λ
3+a18ϕ

3+a19h
3

1+b1λ+b2ϕ+b3h+b4λϕ+...+b17λ3+b18ϕ3+b19h3

J = P3(ϕ,λ,h)
P4(ϕ,λ,h) = c0+c1λ+c2ϕ+c3h+c4λϕ+...+c17λ

3+c18ϕ
3+c19h

3

1+d1λ+d2ϕ+d3h+d4λϕ+...+d17λ3+d18ϕ3+d19h3

(2.3)where now aj , bj, cj , dj are the RPCs.The great power of these equations is the independene from the physialharateristi of the image aquisition [18℄. Although ground oordinates are notdiretly onneted with the aquisition physis, it is possible taking into aountthe further approximated onsiderations [19℄: ratios of the �rst order terms anrepresent distortions aused by the optial projetion, while orretions suh asEarth urvature, atmospheri refration and lens distortion an be well modelledby the seond order terms; other unknown and more omplex distortions withhigh order omponents may be absorbed by the third order terms.The ground oordinates (ϕ, λ, h) in the equation (2.1) are normalized to (-1,+1) range using normalization parameters supplied in the metadata �le, in orderto improve the numerial preision during the omputation.The generi simple formula utilized for the normalization, is:
Tn =

T − Toffset
Tscale

(2.4)where Tn are the normalized oordinates, Toffset, Tscale are the normalizationparameters available in the metadata �le and T is the original ground or imageoordinate (T = I, J ;ϕ, λ, h).Sine the residual bias may be present into the RPCs, the orientation anbe re�ned on the basis of the known GPs, ating as GCPs. A possible re�ne-ment of the model (2.1) (written in normalized oordinates), allowing for biasompensation, is aomplished in a quite ommon way with the introdution of asimple �rst order polynomial in the RPF (2.5) whose parameters are estimated,provided a suitable number of GCPs is known [20℄.
In = A0 + In · A1 + Jn · A2 + P1(ϕn,λn,hn)

P2(ϕn,λn,hn) =

= A0 + In · A1 + Jn · A2 +
a0+a1λn+a2ϕn+a3hn+a4λnϕn+...+a17λ

3
n+a18ϕ

3
n+a19h

3
n

1+b1λn+b2ϕn+b3hn+b4λnϕn+...+b17λ3
n+b18ϕ3

n+b19h3
n

Jn = B0 + Jn ·B1 + In · B2 + P3(ϕn,λn,hn)
P4(ϕn,λn,hn) =

= B0 + Jn ·B1 + In ·B2 +
c0+c1λn+c2ϕn+c3hn+c4λnϕn+...+c17λ

3
n+c18ϕ

3
n+c19h

3
n

1+d1λn+d2ϕn+d3hn+d4λnϕn+...+d17λ3
n+d18ϕ3

n+d19h3
n(2.5)where (In, Jn) are the normalized images oordinates, and Pi are third orderpolynomial funtions of objet spae normalized oordinates (ϕn, λn, hn); Ai and

Bi terms desribe image shift and drift e�ets in partiular:
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• A0, A1, A2, B0, B1, B2 desribe a omplete a�ne transformation
• A0, A1, B0, B1 model the shift and drift
• A0, B0, desribe a simple oordinate shiftThe six new oe�ients (Ai, Bi) are LS estimated based on GCPs. It isnoted that in theory the model is not linear, sine the 2nd and 3rd terms of theright side involve both observations (In, Jn) and parameters (Ai, Bi).Nevertheless, usually in the right side observations In, Jn are onsidered as�xed oe�ients, so that the model is treated as linear with respet to the sixoe�ients (Ai, Bi) (Fig.2.1a, 2.1b).

(a) QuikBird Augusta *P001 - unor-reted image (b) QuikBird Augusta *P001 - or-reted imageFigure 2.1: Example of residuals adjustment with an a�ne transformation on aQuikBird imageThe formal struture of the funtional model with full parametrization forthe �nal estimation is the following:
y = Ax + l (2.6)



2.1. RPCs Usage and Orientation Re�nement 41where A is the design matrix
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l is the known term
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y is the observation vetor
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(2.9)
x is the unknown vetor

xT = |A0, A1, A2, B0, B1, B2| (2.10)As regards the stohasti model, an unit identity diagonal ofator matrix forobservation (I, J) is assumed.



42 2.2. RPCs Generation2.2 RPCs GenerationThe RPCs an be generated by terrain-dependent senario without usingphysial sensor model [21℄ or aording to a terrain-independent senario, usingknown physial sensor model.For the terrain-dependent senario, whih is a kind of registration of theoriginal image to 3D geometry represented by the GCPs, the RPF model triesto approximate the ompliated imaging geometry aross the image sene usingpolynomial terms. The solution is highly dependent on the atual terrain relief,the distribution and the number of GCPs. The RPCs have to be estimated ina LS adjustment so that the number of GCPs ould be very high (at least 39if RPCs up to the third order are looked for). This method is very weak andvulnerable in presene of outliers and it is likely to ause deformations far fromthe GCPs returning not good auraies. Therefore, the RPFs solved by terrain-dependent approah must not be used as a replaement sensor model if highauray is required [21℄, [22℄, [23℄ and will not be onsidered anymore hereafter.2.2.1 RPCs generation for terrain-independent senarioFor a terrain-independent senario, a 2D image grid overing the full extentof the image is established and its orresponding 3D objet grid with several layers(e.g., four or more layers for the third-order ase) sliing the entire elevation rangeis generated. The horizontal oordinates (X,Y ) of a point of the 3D objet gridare alulated from a point (I, J) of the image grid using the physial sensormodel with an a priori seleted elevation Z. Then, the RPCs are LS estimatedwith the objet grid points and the image grid points. This terrain-independentomputational senario an make the RPF model a good replaement to thephysial sensor models, and has been widely used to determine the RPCs.It has to be underlined that in the usually adopted terrain-independent ap-proah, the least square solution is often arried out through a regularization,sine unknown RPCs may be highly orrelated so that the design matrix is al-most rank de�ient [24℄. In order to overome the regularization requirements,an innovative algorithm for the RPCs extration, with a terrain independent ap-proah, is analyzed. In details, at �rst an image disretization is made, dividingthe full extent image spae in a 2D grid. Then, the points of the 2D image gridare used to generate the 3D ground grid: the image was oriented and by theknowledge of the rigorous orientation sensor model, the ollinearity equationswere derived and used to reate the 3D grid, starting from eah point of the 2Dgrid image. In this respet, it has to be underlined that the 2D grid is atuallya regular grid, whereas the 3D one is not stritly regular, due to the image atti-tude. Moreover, the 3D grid points were generated interseting the straight linesmodelled by the ollinearity equations with surfaes (approximately ellipsoids)



2.2. RPCs Generation 43onentri to the WGS84 ellipsoid, plaed at regular elevation steps. So, thedimension of the 3D grid is both based on the full extent of the image and theelevation range of the terrain.

Figure 2.2: Grid for RPCs generation in the terrain-independent approahThe grid ontains several elevation layers uniformly distributed, and thepoints on one layer have the same elevation value (Fig.2.2).Note that the �nest subdivision depends on the inompressible error of therigorous model used to generate the RPCs, so that a very �ne disretization isunuseful and an upper disretization limit also exists. The RPCs least squaresestimation [22℄ is based on the linearization of the generi RPFs equations, whihan be written as:
In + b1λnIn + b2ϕnIn + ...+ b19h

3
nIn − a0 − a1λn − a2ϕn...− a19h

3
n = 0

Jn + d1λnJn + d2ϕnJn + ...+ d19h
3
nJn − c0 − c1λn − c2ϕn...− c19h

3
n = 0(2.11)where ai, bi, ci, di are the RPCs (78 oe�ients for third order polynomials),(In, Jn) and (ϕn, λn, hn) are the normalized oordinates obtained throughout theequation (2.4), with sale and o�set fators omputed aording to:
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{

woffset = min(wk)
wscale = max(wk) − min(wk)

where w = ϕ, λ, h






Ioffset = Joffset = 1
Iscale = n◦column− 1
Jscale = n◦row − 1

(2.12)where k is the number of available GCPs and n◦ olumn/row are the overallolumns/rows of the image; the normalization range is (0, 1).Sine the equations (2.11) are ompletely independent, the least squaresestimation may be performed separately for the two image oordinates (In, Jn):
AIxI + yI = 0
AJxJ + yJ = 0

(2.13)where AI , AJ are the design matries, xI ,xJ are the unknown parameters(RPCs) and yI ,yJ are the known terms (image oordinates):
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k◦GCP(2.14)for a generi GCP l the design matrix row AI,l has form that is:
AI,l = |Inϕn Inλn Inhn · · · Inϕ

3
n Inλ
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n Inh

3
n − 1

−ϕn − λn − hn · · · − ϕ3
n − λ3

n − h3
n | (2.15)
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k◦GCP(2.16)for a generi GCP l the design matries row AJ,l has the form that is:
AJ,l = |Jnϕn Jnλn Jnhn · · · Jnϕ

3
n Jnλ

3
n Jnh

3
n − 1

−ϕn − λn − hn · · · − ϕ3
n − λ3

n − h3
n | (2.17)Deeper investigations underlined that many RPCs are highly orrelated. Inorder to avoid instability due to high orrelations, leading to a pseudo-singulardesign matrix, Tikhonov regularization is usually used. Generally, the regular-ization is exploited in a Tikhonov fashion, adopting a damping fator to thediagonal of the normal matrix, in order to guarantee its non singularity. A newalternative approah is based on the Singular Value Deomposition (SVD) andQR deomposition whih are employed to evaluate the atual rank of the designmatrix and to selet the atual estimable oe�ients [25℄, [13℄; again, the SVDbased subset seletion proedure is due to Golub, Klema and Stewart [26℄, [27℄.In details, at �rst it is neessary to selet the RPCs estimable from theobservations for the system of linear equations (Ax=l), withA ∈ ℜm·n (withm ≥

n); the remaining oe�ients need to be onstrained to their initial (approximate)values, whih are �xed to zero for all the oe�ients.The SVD is omputed and used both to alulate the approximate values ofRPCs to normalize the design matrix A and to determine its atual rank r; thethreshold used to evaluate r is based on the ratio between the maximum and theallowed minimum singular values; referene values are 10−4 ÷ 10−5 [28℄.Moreover, the statistial signi�ane of eah estimable oe�ient is hekedby a Student T-test, so to avoid overparametrization; in ase of not statistiallysigni�ant oe�ient, it is removed and the estimation proess is repeated untilall oe�ients are signi�ant. In most of the ases the �degrees of freedom� arehigh (more than 100), thus there ould be onsidered in�nite, onverting the



46 2.2. RPCs GenerationStudent-T distribution in a normal standard distribution.Atmosferi refration e�et is taken into aount in RPCs generation; indetails a orretion vetors ~aj, relating to jth point of 2D grid, is added to theoordinates of jth 2D image grid point; this vetor ~aj is omputed as weightedaverage of the orretion vetors attaining to the GCPs (~b0, ~bi, ~bn) (n is theGCPs number), being the weights the 2D distanes of the 2D image grid pointfrom all the GCP images (dj2D
-iGCP : distane from the jth 2D grid point (j2D)to ith GCP (iGCP )) (2.18)

~aj =

~b1 · 1
d(j2D−1GCP )

+~bi · 1
d(j2D−iGCP )

+ · · · +~bn · 1
d(j2D−nGCP )

1
d(j2D−1GCP )

+ 1
d(j2D−iGCP )

+ · · · + 1
d(j2D−nGCP )

(2.18)2.2.2 RPCs generation starting from vendors RPCsWhen the physial sensor model is not available the RPCs an be generatedstarting from the RPCs supplied together the metadata �le, by Companies thatmanage the di�erent sensors. A general advantage of generating RPCs throughthe estabilished proedure, is to work with a remarkably redued number ofRPCs, only those are signi�ant. An additional advantage in generating user ownRPCs from vendor RPCs raises when one image is supplied in separate tiles, eahwith its RPCs. In this ase, RPCs for whole image an be produed. The usage ofvendors RPCs to generate new RPCs is based on the ostrution of terrein grid ondi�erent layers overing the interest entire elevation range. The relations whihlink the ground and image oordinates, espressed in (2.3), are used to ompute theimage oordinates using the 3D objet grid points and vendors RPCs. The leastsquares estimation, ombined with SVD and QR deompositions, are applied toestimate the new RPCs; they are also re�ned with a minimum number of GCPneessary to estimate a shift or an a�ne transformation.



2.3. Stereo Model via RPCs 472.3 Stereo Model via RPCsRPF model represents an attrative tool also for managing stereopairs ori-entation and possible subsequent DSM generation. Also in this ase, the �rstproblem to fae with it is the omputation of the approximate oordinates on theground (ϕ, λ, h), to inizialize the linearization of the observation equations usedfor their least squares estimation. A forward proedure is based on the DiretLinear Transformation (DLT). The near linear projetion of the high resolutionsatellite image ensures rapid onvergene of the spatial intersetion from evenvery oarse initial values for the objet point oordinates.The DLT is not using any preinformation about image orientation. The 22 un-knowns (11 for eah images) for the transformation of the objet oordinates tothe image oordinates have to be determined with at least 6 GCPs. The DLTequations are:
I = L1·E+L2·N+L3·U+L4

L9·E+L10·N+L11·U+1

J = L5·E+L6·N+L7·U+L8

L9·E+L10·N+L11·U+1

(2.19)where (I, J) are the image oordinates, (E,N,U) are the ground oordinatesrespet to the Cartesian Loal system entered in the enter of the image andthe Li are the DLT parameters. In ase of stereopairs the equations (2.19) aredoubled and expressed in the following forms for every GCP:
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(2.20)where supersripts 1 or 2 are related to the �rst and the seond image re-spetively.The funtional model used is Ax+l=0:



48 2.3. Stereo Model via RPCswhere A is the design matrix
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(2.21)
x and l are the unknown and known terms respetively
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(2.22)
Lij are the DLT parameters relative to i image.The stohasti model is CY Y = σ2

0Q, where σ2
0 = 1 (a priori hoie) and theofator matrix is hosen as a identity diagonal matrix.One the DLT parameters are estimated, they an be applied to all the TPsidenti�ed in both images to ompute their approximate Cartesian Loal oordi-nates, whih are then transformed into ellipsoidal ones. The funtional model



2.3. Stereo Model via RPCs 49(Ax+l=0) for the estimation TPs Cartesian Loal oordinates is the following,starting from (2.20):
A is the design matrix
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x is the unknown vetor

xT =
∣

∣ E N U
∣

∣ (2.24)
l is the known vetor
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∣(2.25)The approximate TPs are re�ned using the RPCs orreted with a�ne trans-formation. At �rst the a�ne parameters (6 for eah images) are estimatedthrough the equations (2.5) (two for eah image), established for eah availableGCP.
In = A0 + In · A1 + Jn · A2 + P1(ϕn,λn,hn)

P2(ϕn,λn,hn) =

= A0 + In · A1 + Jn · A2 +
a0+a1λn+a2ϕn+a3hn+a4λnϕn+...+a17λ

3
n+a18ϕ

3
n+a19h

3
n

1+b1λn+b2ϕn+b3hn+b4λnϕn+...+b17λ3
n+b18ϕ3

n+b19h3
n

Jn = B0 + Jn ·B1 + In · B2 + P3(ϕn,λn,hn)
P4(ϕn,λn,hn) =

= B0 + Jn ·B1 + In ·B2 +
c0+c1λn+c2ϕn+c3hn+c4λnϕn+...+c17λ

3
n+c18ϕ

3
n+c19h

3
n

1+d1λn+d2ϕn+d3hn+d4λnϕn+...+d17λ3
n+d18ϕ3

n+d19h3
n(2.5)The funtional model (y=Rx+l) for the estimation of a�ne parameters is
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R is the design matrix
R =

∣

∣

∣

∣

R1

R2

∣

∣

∣

∣

→ first image
→ second image

Ri =

∣

∣

∣

∣

∣

∣

∣

∣

∣

Ri
1

Ri
2...

Ri
k

∣

∣

∣

∣

∣

∣

∣

∣

∣

→
→

→

1◦GCP
2◦GCP

k◦GCP

for ith GCP →















R1
j =

∣

∣

∣

∣

1 In Jn 0 0 0 0 · · · 0
0 0 0 1 In Jn 0 · · · 0

∣

∣

∣

∣

R2
j =

∣

∣

∣

∣

0 · · · 0 1 In Jn 0 0 0
0 · · · 0 0 0 0 1 In Jn

∣

∣

∣

∣

(2.26)
x is the unknown vetor

xT =
∣

∣ A1
0 A1

1 A1
2 B1

0 B1
1 B1

2 A2
0 A2

1 A2
2 B2

0 B2
1 B2

2

∣

∣ (2.27)
l is the known vetor

l =

∣

∣

∣

∣

l1

l2

∣

∣

∣

∣

→ first image
→ second image

li =

∣

∣

∣

∣

∣

∣

∣

∣

∣

li1
li2...
lik

∣

∣

∣

∣

∣

∣

∣

∣

∣

→
→

→

1◦GCP
2◦GCP

k◦GCP

lij =

∣

∣

∣

∣

(

Li4 − Ii
)

(

Li8 − J i
)

∣

∣

∣

∣

(2.28)
y is the observation vetor

y =

∣

∣

∣

∣

y1

y2

∣

∣

∣

∣

→ first image
→ second image

yi =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

I
J
I
J...
I
J

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

→ 1◦GCP

→ 2◦GCP

→ k◦GCP

(2.29)



2.3. Stereo Model via RPCs 51where the supersripts 1 or 2 are related to the �rst or the seond imagerespetively; Ai, Bi are the a�ne parameters, (I, J) are the image oordinatesand Pj is orrelated to equation (2.2). The stohasti model is the same of DLTparameters estimation.Then, the re�ned RPCs model (2.5) is applied to eah TP.
In = A0 + In · A1 + Jn · A2 + P1(ϕn,λn,hn)

P2(ϕn,λn,hn) =

= A0 + In · A1 + Jn · A2 +
a0+a1λn+a2ϕn+a3hn+a4λnϕn+...+a17λ

3
n+a18ϕ

3
n+a19h

3
n

1+b1λn+b2ϕn+b3hn+b4λnϕn+...+b17λ3
n+b18ϕ3

n+b19h3
n

Jn = B0 + Jn ·B1 + In · B2 + P3(ϕn,λn,hn)
P4(ϕn,λn,hn) =

= B0 + Jn ·B1 + In ·B2 +
c0+c1λn+c2ϕn+c3hn+c4λnϕn+...+c17λ

3
n+c18ϕ

3
n+c19h

3
n

1+d1λn+d2ϕn+d3hn+d4λnϕn+...+d17λ3
n+d18ϕ3

n+d19h3
n(2.5)The funtional model for the TP ground oordinates estimation reads:

y=Ax+lwhere A is the design matrix (the supersripts 1, 2 indiate the �rst andseond images respetively)
A =

∣

∣

∣

∣

∣

∣

∣

∣

∂
(

I1
n

)

/∂λ ∂
(

I1
n

)

/∂ϕ ∂
(

I1
n

)

/∂h
∂

(

J1
n

)

/∂λ ∂
(

J1
n

)

/∂ϕ ∂
(

J1
n

)

/∂h
∂

(

I2
n

)

/∂λ ∂
(

I2
n

)

/∂ϕ ∂
(

I2
n

)

/∂h
∂

(

J2
n

)

/∂λ ∂
(

J2
n

)

/∂ϕ ∂
(

J2
n

)

/∂h

∣

∣

∣

∣

∣

∣

∣

∣

(2.30)
x,l and y are the unknown, the known and the observation vetors
xT =

∣

∣ ϕ λ h
∣

∣ l =

∣

∣

∣

∣

∣

∣

∣

∣

P 1
1 (ϕn, λn, hn)

/

P 1
2 (ϕn, λn, hn)

P3(ϕn, λn, hn)
/

P 1
4 (ϕn, λn, hn)

P 2
1 (ϕn, λn, hn)

/

P 2
2 (ϕn, λn, hn)

P 2
3 (ϕn, λn, hn)

/

P 2
4 (ϕn, λn, hn)

∣

∣

∣

∣

∣

∣

∣

∣

y =

∣

∣

∣

∣

∣

∣

∣

∣

I1

J1

I2

J2

∣

∣

∣

∣

∣

∣

∣

∣(2.31)
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Chapter 3Model parameters estimation
3.1 Linear Least SquaresThe least square method - a very popular tehnique - is widely used to esti-mate the numerial values of the parameters, to �t a funtion and to haraterizethe statistial properties of estimates.The main features of the least squares priniple are: independene fromprobability distribution of the observations, apability to supply estimates ofminimum variane in the frame of linear and orret estimates, exat alulationof estimates with their preision and possibility to alulate a priori the preisionof estimates starting from the one of observation (simulation); on the ontrary,suh estimation priniple is not robust [14℄, [29℄.The general form of an estimation problem, for a linear model, an be writtenas follows:

• Y0 is the vetor of observations (n elements) sampled from the randomvariable n dimensions Y (observable) de�ned in the spae ℜn. The ovari-ane of Y is known exept from a sale fator (variane of unit weight) σ2
0 :

CY Y = σ2
0Q (stohasti model)

• E(Y )=y is the unknown average of Y and y∈ Vm (funtional model),where V m is a linear subspae of the spae ℜn, with m < n dimensionsConsidering the stohasti and funtional models we want to estimate:
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• Ŷ , that is the estimate of the average y, under the ondition Ŷ ∈ V m

• CŶ Ŷ , that is the estimate of the ovariane CY Y (in other words, sine Qis known, we want to estimate σ̂2
0 beause CŶ Ŷ = σ̂2

0Q)The estimations onditions are the following:
• minimum distane from Y0 aording to the matrix Q−1 (least square prin-iple)

(

Y0 − Ŷ
)T

Q−1
(

Y0 − Ŷ
)

= min (3.1)
• orretness of the estimate of the variane of unit weight

σ̂2
0 = c

(

Y0 − Ŷ
)T

Q−1
(

Y0 − Ŷ
) (3.2)where c is seleted so that σ̂2

0 is a orret estimator of σ2
0 (E (

σ̂2
0/σ

2
0

)

= σ2
0)First of all, we want to list the parameters and the observable estimatorsneeded for the solution of the least squares problem:

• observations: Y0(n)

• unknown parameters: x(m)

• funtional models: Y = Ax+l; where A(n,m) is the oe�ient matrix ofunknown parameters (design matrix) and l(n) is the known vetor
• stohasti model: CY Y = σ2

0Q, where Q(n, n) is the ofator matrix of theobservationsThe parameter estimators are:






x̂ =
(

ATQ−1A
)−1

ATQ−1(Y0 − l)
ATQ−1A = N(m,m) normal matrix
ATQ−1(Y0 − l) = t(m) normal known vetor (3.3)The observable and residual estimators are:
{

Ŷ = Ax̂ + l = A
(

ATQ−1A
)−1

ATQ−1(Y0 − l) + l

Û = Y0 − Ŷ =
[

I − A
(

ATQ−1A
)−1

ATQ−1
]

(Y0 − l)
(3.4)The estimator σ̂2

0 is:̂
σ2

0 =

(

Y0 − Ŷ
)T

Q−1
(

Y0 − Ŷ
)

n−m
(3.5)
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Cx̂x̂ = σ̂2
0

(

ATQ−1A
)−1 ovariane of parameters

CŶ Ŷ = σ̂2
0A

(

ATQ−1A
)−1

AT ovariane of estimated observations
CÛÛ = σ̂2

0

[

Q − A
(

ATQ−1A
)−1

AT
] ovariane of residuals (3.6)3.2 Nonlinear Least SquaresIn the least squares method, the nonlinear problems have some drawbaks:the solution is not optimum and unique. The general nonlinear funtional modelreads:

f(x, y) = 0 x ∈ ℜn, y ∈ ℜn (3.7)and we searh ŷ e x̂ suh as
{

(Y0 − ŷ)T Q−1 (Y0 − ŷ) = min
f(ŷ, x̂) = 0

(3.8)If we know the approximate values ỹ, x̃ and supposing that f(x, y) an bewell approximate with a linear funtion, we an write:
{

ŷ = ỹ + η̂

x̂ = x̃+ ξ̂
(3.9)The equation (3.7) an be linearized in the following way:

f(ỹ, x̃) +
∂f̃

∂y
η̂ +

∂f̃

∂x
ξ̂ = 0 (3.10)The equation (3.10) is the new �linear� model and the new variables are ξ(parameters) and η (observable).Using a more onise terminology, we an write:



























∂f̃
∂x

= A A is the design matrix
−∂f̃
∂y

= D D is the observation oe�ient matrix
f(ỹ, x̃) = l l is the known vetor
η0 = Y0 − ỹ
Cηη = CY Y = σ2

0Q

(3.11)



56 3.2. Nonlinear Least SquaresConsidering (3.11), the equation (3.10) beomes:
Dη = Aξ + l (3.12)Therefore the onstrained minimum problem reads:

{

(η0 − η̂)
T

Q−1 (ηo − η̂) = min

Dη̂ = Aξ̂ + l
(3.13)and the estimators η̂, ξ̂ are

{

η̂ = η0 − QDTK−1U0

ξ̂ = N−1ATK−1(Dη0 − l)
(3.14)where







K = DQDT

N = ATK−1A normal matrix
U0 = Dη0 − Aξ − l residual vetor (3.15)If the approximate values ỹ, x̃ are very raw, that is the linear approximationis not adequate, the estimate proedure is iterated; for eah step the approximatevalues are equal to the estimated value of the previous iteration.The iterative algorithm is:

• step 1
ŷ0 = ỹ x̂0 = x̃ (3.16)

• step i+ 1

ỹi+1 = ŷi x̃i+1 = x̂i

ŷi+1 = ŷi + η̂i+1 x̂i+1 = x̂i + ξ̂i+1

Di+1 = −
[

∂g(ŷi,x̂i)
∂y

]

Ai+1 =
[

∂g(ŷi,x̂i)
∂x

]

li+1 = g (ŷi, x̂i)

η0,i+1 = Y0 − ŷi Cηη = CY Y Diη̂i+1 = Aiξ̂i+1 + li

(3.17)
the algorithm stops when the estimated variane of unit weight reahes aminimum.



3.2. Nonlinear Least Squares 57Corretions of observationsThe third equation in (3.17) shows that the estimated value of the obser-vations, ŷ, derives from the addition between the approximate value and itsestimated orretion
ŷi+1 = ỹi+1 + η̂i+1 = ŷi + η̂i+1 (3.18)The iterative proedure an be shematized in the following way:

• step 0 ⇒ i = 0: ỹ0 =Y0 where Y0 are the observations (i, j,X, Y, Z)

• step 1 ⇒ i = 1: ŷ1 = ŷ0 + η̂1 = Y0 + η̂1

• step 2 ⇒ i = 2: ŷ2 = ŷ1 + η̂2 = Y0 + η̂1 + η̂2

• · · ·Considering the equations (3.11) and (3.14) the estimated value η̂ an bealulated:
{

η̂0,i = Y0 − ỹi = Y0 − ŷi−1

η̂i = η̂0,i − QDTK−1U0,i
(3.19)

• step 1 ⇒ i = 1:
{

η̂0,1 = Y0 − ŷ0 = Y0 − Y0 = 0

η̂1 = −QDTK−1U0,1
(3.20)

• step 2 ⇒ i = 2:
{

η̂0,2 = Y0 − ŷ1 = Y0 − (Y0 + η̂1) = −η̂1 = QDTK−1U0,1

η̂2 = η̂0,2 − QDTK−1U0,2 = QDTK−1U0,1 − QDTK−1U0,2
(3.21)

• step 3 ⇒ i = 3:
{

η̂0,3 = Y0 − ŷ2 = Y0 − (Y0 + η̂1 + η̂2) = −η̂1 − η̂2 = QDTK−1U0,2

η̂3 = η̂0,3 − QDTK−1U0,3 = QDTK−1U0,2 − QDTK−1U0,3 (3.22)
• · · ·
• step ith:







η̂0,i = Y0 − ŷi−1 = −
i−1
∑

k=1

η̂k

η̂i = η̂0,i − QDTK−1U0,i = QDTK−1U0,i−1 − QDTK−1U0,i(3.23)



58 3.3. Cholesky deomposition3.3 Cholesky deompositionCholesky deomposition is a speial, very e�ient, triangular deompositionfor a square, symmetri and positive de�nite matrix [30℄, [28℄.A generi square matrix Cn×n is symmetri if
cij = cji for i, j = 1, · · · , n (3.24)and it is de�nite positive if
v ·C · v > 0 for all vectors v (3.25)in other words a matrix C is positive de�nite if all its eigenvalues are all positive.Cholesky deomposition onstruts an upper triangular matrix T suh as:

TtT = C (3.26)that is
c11 = t11t11
c1j = t11t1j (j > 1)

cii = tiitii +
∑i−1

k=1 tkitki (i 6= j)

cij = tiitij +
∑i−1

k=1 tkitkj (j > i)

(3.27)The expressions used for the omputation of T elements are taken from theprevious onsiderations (3.27)
t11 =

√
c11

t1j = c1j/t11 (j > 1)

tii =
√

cii −
∑i−1

k=1 tkitki (i 6= j)

tij = (cij −
∑i−1

k=1 tkitkj)/tii (j > i)

(3.28)3.3.1 Cholesky deomposition for system solutionCholesky deomposition an be used to solve the generi system with nequation and n unknown parameters
Cx + d = 0 (3.29)Using Cholesky deomposition (C = TtT), we an write
TtTx = −d (3.30)

Tty = d (3.31)
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Tx = −y (3.32)The solution of the two systems (3.31) and (3.32) supplies the solution of (3.30),that is our starting system.The following equations allow the omputation of y and x vetors

y1 = d1/t11

yi = (di −
i−1
∑

k=1

tkiyk)/tii (i 6= 1)

xn = −yn/tnn

xi = −(yi +
n

∑

k=i+1

tikxk)/tii (i 6= n)3.3.2 Cholesky deomposition for matrix inversionThe inversion of the matrixC an be omputed with Cholesky deomposition
C−1 = (TtT)−1 = T−1(Tt)−1

TC−1 = (Tt)−1 (3.33)Given that the inverse of a matrix is symmetri, the omputation of C−1an be alulated working only in the upper triangle
γnn = 1/t2nn
γij = −∑n

k=i+1 tikγkj/tii (j > i e j ≥ k)
γij = −

∑n
k=i+1 tikγjk/tii (j > i e j ≤ k)

γii = (1/tii −
∑n

k=i+1 tikγik)/tii (j 6= i)

(3.34)where γij are the elements of C−1 matrix.3.4 Singular Value DeompositionSometimes the design matrix is likely to be lose to singularity, so that rankestimation and estimable parameter seletion is mandatory. In this respet SVDand QR deomposition are quite useful tools and they will be shortly realledhere. The Singular Value Deomposition (SVD) and the QR deomposition areemployed to solve the linearized ollinearity equations system in the LS sense



60 3.5. QR Deomposition[26℄, [27℄. As usual, the solution is obtained iteratively due to non-linearity ofthe system; the iterative proedure stops when the estimated variane of the unitweight observation stabilizes.The Singular Value Deomposition (SVD) is a very powerful tehnique todeal with sets of equations or matries that are either singular or numeriallyvery lose to being singular. The SVD of a matrix A ∈ ℜm·n (with m ≥ n) isany fatorization of the form:
A = UWVT (3.35)where bfW ∈ ℜn·n is a diagonal matrix with positive or zero elements (wij) thatare the singular values of A; U ∈ ℜm·n and V ∈ ℜm·n are orthogonal matries,whose olumns (uj , vj) are alled the left and right singular vetors. For a systemof linear equations Ax=b, using the SVD we an write ([27℄):
UWVTx = b (3.36)and the LS solution x minimizes ||Ax−b||22. Sine the orthogonal matrix pre-serves the norm, for any x∈ ℜn we have:

‖Ax − b‖2
2 =

∥

∥(UTAV)(VTx) − UT b
∥

∥

2

2
=

∑r

i=1
(wizi − uTi b)2+

∑m

i=r+1
(uTi b)2(3.37)where z = V Tx and r is the rank of A. ‖Ax− b‖2

2= min holds, if
r

∑

i=1

(wizi − uTi b)2 = 0 (3.38)then using the SVD, the LS problem is now in form of a diagonal matrix, and�-nally
xi =

{

xi =
uT

i b

wi
vi if wi 6= 0

undetermined if wi = 0
(3.39)The advantage of using the SVD is that it an reliably handle the rank de�ientase as well as the full rank ase.3.5 QR DeompositionThe QR deomposition of a matrix A ∈ ℜm·n (with m ≥ n) is given by:

A = QR (3.40)



3.5. QR Deomposition 61where Q ∈ ℜm·m is an orthogonal matrix and R ∈ ℜm·n is an upper triangularmatrix. If the rank of A is equal to n, the �rst n olumns of Q form an or-thonormal basis for the Rank(A). Thus, the alulation of the QR fatorizationis a way to ompute an orthonormal basis for a set of vetors. The standard al-gorithm for the QR deomposition involves sequential evaluation of Householdertransformations. An appropriate Householder matrix, applied to a given matrix,an zero all the elements, situated below a given element, in a olumn of thematrix. For the �rst olumn of the matrix A, an appropriate matrix H1 is eval-uated, whih puts on zero all the elements below the �rst element in the �rstolumn of A. Similarly H2 zeroes all elements in the seond olumn below theseond element and so on up to Hn−1

R = Hn−1 · · ·H1A (3.41)where QT = Hn−1 . . .H1, i.e., Q = H1 . . .Hn−1. The generi matrix Hi zeroesall elements in the �rst olumn below the �rst element for a sub-matrix of A(Ai ∈ ℜ((m−i)·(n−i))). If A is rank de�ient, the QR fatorization does notgive a basis for the Rank(A). In this ase to alulate an orthonormal basisfor Rank(A), it is neessary to ompute the QR deomposition of a olumn-permuted version of A, i.e., AP = QR [27℄
QTAP =

[

R11 R12

0 0

]

→ r
→ m− r

↓
r

↓
n− r

(3.42)where P is a permutation, r is the rank of A, R11 is an upper triangular andnon singular matrix and Q and P are produts of Householder matries Q =
H1 . . .Hr, P = P1 . . .Pr. For understanding the role of the permutation matrix,it is neessary to de�ne the vetor N ∈ ℜm for a generi matrix : A ∈ ℜm·n

Amn =

∣

∣

∣

∣

∣

∣

∣

∣

∣

a11 a12 · · · a1n

a21 a22 · · · a2n... · · ·
...

am1 · · · amn

∣

∣

∣

∣

∣

∣

∣

∣

∣

(3.43)
Nm =

∣

∣

∣

∣

m
∑

k=1

a2
k1

m
∑

k=1

a2
k2 · · ·

m
∑

k=1

a2
kn

∣

∣

∣

∣

(3.44)The element of the N are the square value of norm alulated for eah olumn of
A. The permutation matrix P applied at the generi matrix A makes a matrix
AP = AP suh that the elements of the orresponding vetor N are plaed in
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(a) Ai before the permutation (b) Ai after the permutationFigure 3.1: Ai before and after the permutationdesending order. As for the generi matrix Hi, the generi matrix Pi permutesthe olumn of a sub-matrix of Ai ∈ ℜ((m−i)·(n−i)); if k is the olumn with themaximum value of norm, the permutation matrix Pi exhanges the olumns iand k.In a system of linear equations Ax=b, if A ∈ ℜm·n and has a rank r, the
QR deomposition produes the fatorization AP = QR where R is desribedin the equation (5.1). As for the LS problem we have:

‖Ax − b‖2
2 =

∥

∥(QTAP)(PTx) − QTb
∥

∥

2

2
= ‖R11t − (c − R12z)‖2

2 + ‖d‖2
2(3.45)where

PTx =

[

t

z

]

→ r
→ n− r

QTb =

[

c

d

]

→ r
→ m− r

(3.46)If x is a LS minimizer we have
x = P

[

R−1
11 (c − R12z)

z

] (3.47)



3.5. QR Deomposition 63If z is a set of zeroes in this expression, we obtain the basi solution:
xB = P

[

R−1
11 c

0

] (3.48)
xB has at most r non-zero omponents and so AxB involves a subset of Aolumns.3.5.1 Subset Seletion Using SVD and QRFor a system of linear equations (Ax=b), with A ∈ ℜm·n (with m ≥ n)it is neessary to selet the estimable parameters. We desribe an SVD basedsubset seletion proedure, due to Golub, Klema and Stewart [27℄, that proeedsas follows:

• we ompute the SVD A = UWVT and use it to determine a rank estimate
r

• with the QR deomposition QR = AP we selet an independent subset of
A olumns; if R11xB = QT b with xB ∈ ℜr and we set

t = P

[

xB
0

] (3.49)then At is an approximate LS preditor of b that involves the �rst r olumnsof AP. The permutation matrix P is alulated so that the olumns of thematrix B1 ∈ ℜm·r in AP = [B1,B2] are �su�iently independent�
• we predit b with the vetor At where t is desribed in the equation (3.49),and z minimizes minimizes ||B1xB−b||2
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Chapter 4Appliation of the Rigorousorientation models
4.1 Introdution and data setIn this hapter they are presented some results obtained using the previ-ously desribed rigorous orientation models. The orientation models are imple-mented in a sienti� software (SISAR - Software per Immagini Satellitari ad AltaRisoluzione) developed at the DITS, Area di Geodesia e Geomatia, SapienzaUniversità di Roma, in C++ language.SISAR results are ompared with orientation models implemented in othersommerial software (OrthoEngine 10.0 PCI Geomatia, Erdas 9.0 Leia Geo-system) [16℄, [11℄, [25℄. The available images for the experimentation have beenaquired by several sensors. Their features are summarized in Table 4.1 11EROS A Rome (R1):ITA1 − e1038452;EROS A Rome (R2): ITA1 − e1090453;EROS A Rome (R4): MBT1 − E1009023;QuikBird Salerno �joint� is obtained to stith three QuikBird images in order to have a single�strip� image:QuikBird Salerno (*P001): 05JUL17100900 − P1BS − 005520834030_01_P001;QuikBird Salerno (*P002): 05JUL17100903 − P1BS − 005520834030_01_P002;QuikBird Salerno (*P003): 05JUL17100906 − P1BS − 005520834030_01_P003;QuikBird Augusta (*P001): 04JAN06093201 − P1BS − 000000130187_01_P001;QuikBird Augusta (*P002): 04JAN06093307 − P1BS − 000000130187_01_P002;QuikBird Rome (level 1A): 02JUN03100558 − P1BS − 000000032060_01_P001;
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Table 4.1: Data setO�-nadir SeneSensor Area GSD angle [◦℄ overage GPs[m℄ start end [KmxKm℄EROS A Rome (R1) 1.8 9.1 9.4 13x10 49Rome (R2) 2.6 31.0 40.1 17x12 49Rome (R4) 1.9 15.3 16.4 14x10 49

QuikBird
Rome (level 1A) 0.61 3.0 17x17 49Rome (level 1B) 0.60 2.2 17x17 24Augusta (*P001) 0.77 29.2 21x20 39Augusta (*P002) 0.75 28.2 20x19 39Salerno (*P001) 0.67 19.0 18x18 17Salerno (*P002) 0.67 20.0 18x18 34Salerno (*P003) 0.68 20.9 18x18 18Salerno �joint� 0.67 20.0 48x19 57Ikonos Rome 1.00 18.7 11x10 27Bagnoli1 1.00 23.0 13x9 25Bagnoli2 1.00 24.3 13x9 25Bagnoli3 1.00 23.0 13x9 15Bagnoli4 1.00 24.3 13x9 15

Cartosat-1
Rome (bandA) 2.50 4.9 7.5x30 43Rome (bandF) 2.50 26.1 7.5x30 43CastelGandolfo (bandA) 2.50 12.3 30x30 25CastelGandolfo (bandF) 2.50 28.2 30x30 25Warsaw (bandA) 2.50 5.0 30x30 29Warsaw (bandF) 2.50 26.0 30x30 29Mausanne (bandA) 2.50 14.5 30x30 32Mausanne (bandF) 2.50 29.1 30x30 32

WorldView-1 Augusta(4505 R1C1) 0.55 18.4 14x19 16Augusta (4505 R1C2) 0.55 18.4 12x19 17Augusta (4545 R1C1) 0.56 20.3 15x19 16Augusta (4545 R1C2) 0.56 20.3 11x19 17Rome (level 1B) 0.51 6.7 17x15 24GeoEye-1 Rome 0.50 12.0 15x17 37
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Figure 4.1: Distribution of the GPs in the Rome areaAll the images of Rome (3 EROS-A, 2 QuikBird (1 level 1A, 1 level 1B), 1Ikonos, 1 Cartosat-1 stereopair, 1 GeoEye-1) over areas of di�erent extensions(Fig.4.1); the GPs were surveyed with stati or fast stati proedures by a Trimble5700 GPS reeiver and their oordinates were estimated by Trimble GeomatiO�e software with respet to the available GPS permanent stations MOSEat Rome Faulty of Engineering. The mean horizontal and vertial auraiesof the oordinates are between 10 and 20 m, onsidering the monumentationauray of these points, whih are already existing man-made objets loatedon the ground.The Augusta (Siily) senes are 4, 1 stereopair aquired by QuikBird and1 stereopair aquired by WorldView-1, with ground points (GPs) positioned inQuikBird Rome (level 1B): 05APR28101432 − P2AS − 005746807010_01_P001;Ikonos Rome: po_15194;Ikonos Bagnoli1: po_918_pan_0000010001;Ikonos Bagnoli2: po_918_pan_0010000001;Ikonos Bagnoli3: po_918_pan_0000010000;Ikonos Bagnoli4: po_918_pan_0010000000;WorldView-1 Augusta (4505 R1C1): 08JUN20094505 −P1BS_R1C1− 052051590010_01_P001;WorldView-1 Augusta (4505 R2C1): 08JUN20094505 −P1BS_R2C1− 052051590010_01_P001;WorldView-1 Augusta (4545 R1C1): 08JUN20094545 −P1BS_R1C1− 052051590010_01_P001;WorldView-1 Augusta (4545 R2C1): 08JUN20094545 −P1BS_R2C1− 052051590010_01_P001;WorldView-1 Rome (level 1B): 08FEB15100038 − P2AS − 005733565010_01_P001;GeoEye-1 Rome: po_3800668;
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Figure 4.2: Distribution of the GPs in the Augusta areathe overlapping area (Fig.4.2). Eah WorldView-1 image is broken up into 2tiles (4505 R1C1, 4505 R2C1 and 4545 R1C1, 4545 R2C1) due to their large size(exeeding 2 GB) with respet to the available media types.The Salerno image inludes three di�erent QuikBird standard format imagesoming from the same orbital segment (Fig.4.3); the partiularity of this imageis the latitude extension (around 48 Km).The Bagnoli senes (near Naples) are 2 stereopairs, overlapped approxi-mately for 20 perent.The Cartosat-1 images are 3 stereopairs, one of CastelGandolfo area (middleItaly), one of Warsaw (Poland) and one of Mausanne (Frane).The GPs for the Augusta and Salerno images were surveyed by geodetiquality GPS in RTKmode; the mean horizontal and vertial oordinate auraiesare between 5 and 10 m.The GPs distribution on Bagnoli stereopairs is not homogeneous due to thesea in the South-West area (Fig.4.4). The GPs of Bagnoli were aquired bystati GPS surveys using Topon Legay reeivers in post proessing proedurewith respet to quite far (100 to 200 km) permanent stations due to the lakof available near GPs permanent stations and logisti di�ulties to estabilish amaster GPs station just for the survey period. The mean horizontal and vertialauraies of the oordinates are between 10 and 20 m.The GPs for the Castelgandolfo area were olleted in RTK mode, the mean
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Figure 4.3: Distribution of the GPs in the Salerno area
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Figure 4.4: Distribution of the GPs in the Bagnoli area

Figure 4.5: Distribution of the GPs in the Castelgandolfo area



4.1. Introdution and data set 71horizontal and vertial oordinate auraies are around 15 m (Fig.4.5). TheGPs for Warsaw and Mausanne were surveyed by people from other researhgroups and used in others international projet (for example Cartosat-1 Sienti�Assessment Projet managed by ISPRS-ISRO) with GPS reeiver; their oordi-nates mean horizontal and vertial auraies are between 10 and 20 m.

Figure 4.6: Distribution of the GPs in the Warsaw area

Figure 4.7: Distribution of the GPs in the Mausanne area



72 4.1. Introdution and data setThe ground oordinates for all the GPs are expressed in the WGS84 system,while the orthometri heights were obtained applying geoid undulations from theITALGEO95 publi model for the National Area, whereas for Mausanne andWarsaw imagery the orthometri heights were supplied by the other researhgroup together the GPs.For eah image and for eah software the orientation was arried out severaltimes, varying the number of GCPs, and the related auraies, represented by theRMSE omputed over Chek Points (CPs) residuals (RMSE CP), were omputedand analyzed. The RMSEs were omputed both for the North and East residualomponents separately. This method is known like Hold-Out Validation (HOV).This method has the advantage of being simple and easy to ompute, but it alsohas some drawbaks, as it is generally not reliable and it is not appliable whena low number of ground points is available. First of all, one the two sets areseleted, auray estimate is not reliable sine it is stritly dependent on thepoints used as CPs; if outliers or poor quality points are inluded in the CPs set,auray estimate is biased. In addition, when a low number of ground pointsis available, almost all of them are used as GCPs and very few CPs remain, sothat RMSE may be omputed on a poor (not signi�ant) sample. In these asesauray assessment with the usual proedure is essentially lost. In addition, thismethod displays a low e�ieny, making a poor use of the available information,as a large part of it must be olleted and just used for validation purposes. Thealternative method to the HOV to perform auray assessments of orthoreti�edHRSI is the Leave-One-Out ross-validation (LOOCV) method [13℄.LOOCV was implemented into the software SISAR on the ontrary in theworld reognized ommerial software OrthoEngine are required manual itera-tions for the LOOCV method therefore HOV was used in order to ompare theresults.In Tables 4.2, 4.3 an example of results using LOOCV are presented; thetested images are aquired by QuikBird and Ikonos, they were oriented k timesusing all the known GPs as GCPs exept one, di�erent in eah iteration, used asa CP, for every iteration the RMSE CP and median Absolute Deviation (mAD)were alulated; the mAD is a robust index and it is more orret to �lter out thee�et of the anomalous residual, not very representative of the mean ahievableauray.
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Table 4.2: Results in meter of LOOCV for Augusta *P001 - QuikBirdRMSE CPslabel N[pix℄ label N[pix℄ label E[pix℄ label E[pix℄1 -0.715 21 0.391 1 0.248 21 -0.7872 -0.997 22 0.665 2 -1.398 22 -0.4363 0.404 23 1.091 3 1.108 23 -0.2824 -0.407 24 0.511 4 0.566 24 1.3485 0.099 25 1.052 5 1.066 25 1.4066 1.689 26 0.067 6 1.605 26 -2.0117 1.811 27 0.611 7 -1.63 27 0.2058 1.028 28 1.387 8 0.667 28 0.3679 -0.864 29 0.017 9 -1.189 29 -0.74310 0.263 30 -0.063 10 -0.468 30 0.01911 0.519 31 0.186 11 1.168 31 2.56312 0.605 32 -1.039 12 1.368 32 -0.33813 0.108 33 -0.04 13 1.344 33 0.46714 -1.262 34 -0.748 14 -0.293 34 -0.66215 -0.309 35 -2.219 15 -0.599 35 -4.41216 -0.106 36 1.214 16 -0.216 36 -1.75917 -0.559 37 1.597 17 -1.337 37 3.89618 -1.385 38 -1.98 18 1.251 38 0.28719 -0.877 39 0.426 19 -1.749 39 1.00520 -1.87 20 -1.012RMSE N[pix℄ RMSE E[pix℄0.998 1.438mAD N[pix℄ mAD E[pix℄0.665 1.012
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Table 4.3: Results in meter of LOOCV for Bagnoli3 - IkonosRMSE CPslabel N[pix℄ label N[pix℄ label E[pix℄ label E[pix℄1 -0.096 14 -0.168 1 0.331 14 -4.0232 -0.438 15 -1.053 2 2.621 15 -1.9623 -1.512 16 -0.133 3 -0.875 16 -0.7184 2.357 17 0.545 4 -4.371 17 1.6515 1.846 18 4.237 5 -2.207 18 -2.2516 0.693 19 -0.311 6 -5.834 19 0.1137 0.807 20 1.941 7 -2.578 20 -3.5358 1.727 21 -1.656 8 -2.633 21 -2.7819 -0.671 22 1.181 9 1.608 22 -1.35410 0.904 23 -1.488 10 0.775 23 -0.96611 -0.647 24 -3.054 11 0.454 24 0.88412 3.273 25 1.404 12 2.739 25 -0.96913 0.666 13 -5.933RMSE N[pix℄ RMSE E[pix℄1.665 2.672mAD N[pix℄ mAD E[pix℄1.053 1.962



4.2. Rigorous model for single image (level 1A) 75In this Setion for eah sensor the results of only one single image orientationare presented. The graphis of images are shown in the Appendix.4.2 Rigorous model for single image (level 1A)Twenty images aquired by di�erent sensors were oriented with the two rig-orous models implemented in SISAR and in OrthoEngine. In details
• 3 images of Rome aquired by EROS A (Figs.A.1, A.2, A.3)
• Salerno �joint�, Rome images and Augusta stereopair aquired by QuikBird(Figs.A.4, A.5, A.6, A.7)
• Mausanne, Warsaw and Rome stereopairs aquired by Cartosat-1 (Figs.A.8,A.9, A.10, A.11, A.12, A.13, A.14, A.15)
• 4 stereopairs of Augusta (4505-4545) aquired by WorldView-1 (Figs.A.16,A.17, A.18, A.19, A.20, A.21)Obviously in this Setion the results are related to the orientation of single imagesonly, therefore for the stereopairs single images are proessed separately.4.2.1 EROS A imagesFor Rome image (R2) the results in terms of RMSE on CPs are ompared.RMSE trend are globally similar for both software and its value is omparablewith the GSD, exept for the North omponent (Fig.A.1). For the images ofEROS A (R1, R4) the SISAR image orientation is satis�ed for R4 image (around2.0 m) in both omponents versus 4.0 m in East diretion and 8.0 m in Northdiretion in OrthoEngine (Fig.A.3); on the ontrary SISAR performanes is underexpetation for R1 image, where RMSE CPs in OrthoEngine is lose to GSD valueversus 2.3-2.5 m for SISAR in East and North omponents respetively (Fig.A.2).4.2.2 QuikBird imagesFor Salerno �joint� image the results in terms of RMSE on CPs are ompared.RMSE trend are globally similar for both software and its value is omparablewith the GSD (Fig.A.4).In the image of Rome aquired by QuikBird the auray is similar for the twosoftware but it is neessary to underline that this good results in SISAR softwareare obtained foring the estimation of dL parameters, disarded by SVD seletion(Fig. A.5).



76 4.2. Rigorous model for single image (level 1A)Regards Augusta images (*P001 and *P002) the CPs residuals in North om-ponent in SISAR software are less than the orresponding in OrthoEngine; thereverse behaviour is shown for the East omponent, where better results aredevolved upon OrthoEngine software (Figs.A.6, A.7).4.2.3 Cartosat-1 imagesFor Cartosat-1 Mausanne image the auray, both in bandA and in bandF,are lose to 3.5-4.0 m, about 1 m upon the GSD of the images. For the bandAand the bandF the RMSE CPs is omparable between the two software in Eastomponent, instead in North omponent only in the Aft image SISAR softwaregives same results than OrthoEngine sine in Forward image SISAR auray islower (about 1.5 m) than OrthoEngine (Figs.A.8, A.9).For this sensors the results of image orientation are hangeable, in details forCastelGandolfo the auray is around 2.0-2.5 m in both omponents while inOrthoEngine the auray is around 1.5-2.0 m (Figs.A.14, A.15).Better auray for SISAR software in East omponent for the image of Rome(bandA and bandF) (Figs.A.10, A.11) and for the image of Warsaw only Aftimage respet to OrthoEngine (Fig.A.12), the behaviour reverses in North om-ponent where OrthoEngine have better auray for the Rome images (bandAand bandF) (Figs.A.10, A.11) exept for Warsaw Forward image where Ortho-Engine auray is deresed about 0.5-1.0 m respet to SISAR results (Fig.A.13).4.2.4 WorldView-1 imagesThe WorldView-1 images are 4 senes, two by two overlapped; the seneshave been stithed in order to have only two images that form one stereopair. InAugusta 4505 R1C1-R2C1 the orientation produes optimum results in SISARsoftware, around 0.5 m in East omponent and around 0.7 m in North omponent;little worse results in OrthoEngine (around 0.8 m) for both omponents (Fig.A.16). Analising the WorldView-1 4545 R1C1-R2C1, SISAR RMSE CPs has thesame trend respet to 4505 image whereas OrthoEngine RMSE CPs is very highmainly in North omponent; this behaviour may be is due to the wrong modellingof OrthoEngine software of image aquisition mode; infat it is underlined that4505 image is aquired in forward mode (from North to South) while 4545 image isaquired in reverse mode (from South to North) (Fig.A.17). The same behavioursare shown when the 4 WorldView-1 senes are oriented separately without to bestith. In details, worse auraies are displayed out for the images aquiredin reverse mode (4505 R1C1- 4505 R2C1) (Figs.A.18, A.19), whereas similarauraies are shown in senes 4545 R1C1 and 4545 R2C1 (Figs.A.20, A.21).In the Tables 4.4 4.5, the results of the Level 1A single image orientationin meter and in pixel are summarized, in detail the RMSE CPs relative to the



4.2. Rigorous model for single image (level 1A) 77number of GCPs, in whih the auray is assesed, is arried for SISAR andOrthoEngine software.
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Table 4.4: Results in meter of Level 1A single image orientationRMSE CPsSensor Area SISAR OrthoEnginen◦GCPs E[m℄ N[m℄ n◦CPs E[m℄ N[m℄Level 1A imagesEROS A Rome (R1) 17 2.39 2.51 17 2.06 1.91Rome (R2) 13 4.06 6.58 17 4.75 7.54Rome (R4) 13 2.39 2.43 17 2.52 3.06QuikBird Rome 17 0.44 0.47 13 0.54 0.51Augusta (*P001) 13 1.30 1.12 21 0.85 1.37Augusta (*P002) 13 0.96 0.94 13 0.93 1.06Salerno �joint� 17 0.52 0.84 21 0.72 0.65

Cartosat-1
Rome (bandA) 12 1.98 1.85 12 2.48 1.53Rome (bandF) 18 1.99 2.34 15 2.35 1.96CastelGandolfo (bandA) 21 2.44 2.59 21 1.96 2.07CastelGandolfo (bandF) 9 2.19 2.32 21 2.83 2.30Warsaw (bandA) 13 1.78 1.55 13 1.65 1.41Warsaw (bandF) 17 3.27 2.28 17 1.82 1.38Mausanne (bandA) 13 3.40 2.75 9 3.65 3.12Mausanne (bandF) 9 3.79 2.62 9 4.20 3.22WorldView-1 Augusta (4505 R1C1-R2C1) 9 0.46 0.69 13 0.77 0.76Augusta (4545 R1C1-R2C1) 13 0.44 0.70 13 1.01 2.26
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Table 4.5: Results in pixel of Level 1A single image orientationRMSE CPsSensor Area SISAR OrthoEnginen◦GCPs E[pix℄ N[pix℄ n◦CPs E[pix℄ N[pix℄Level 1A imagesEROS A Rome (R1) 17 1.33 1.39 17 1.14 1.06Rome (R2) 13 1.56 2.53 17 1.83 2.90Rome (R4) 13 1.26 1.28 17 1.33 1.61QuikBird Rome 17 0.72 0.77 13 0.89 0.84Augusta (*P001) 13 1.69 1.45 21 1.10 1.78Augusta (*P002) 13 1.28 1.25 13 1.24 1.41Salerno �joint� 17 0.78 1.25 21 1.07 0.97

Cartosat-1
Rome (bandA) 12 0.79 0.74 12 0.99 0.61Rome (bandF) 18 0.80 0.94 15 0.94 0.78CastelGandolfo (bandA) 21 0.98 1.04 21 0.78 0.83CastelGandolfo (bandF) 9 0.88 0.93 21 1.13 0.92Warsaw (bandA) 13 0.71 0.62 13 0.66 0.56Warsaw (bandF) 17 1.31 0.91 17 0.73 0.55Mausanne (bandA) 13 1.36 1.10 9 1.46 1.25Mausanne (bandF) 9 1.52 1.05 9 1.68 1.29WorldView-1 Augusta (4505 R1C1-R2C1) 9 0.46 0.69 13 0.77 0.76Augusta (4545 R1C1-R2C1) 13 0.44 0.70 13 1.01 2.26



80 4.3. Rigorous model for single image (level 1B)4.3 Rigorous model for single image (level 1B)As example for the level 1B imagery, four images was seleted, aquiredrespetively by Ikonos (Fig.A.22), QuikBird (Fig.A.23), GeoEye-1 (Fig.A.24)and WorldView-1 (Fig.A.25) satellites. All images represent the area of Rome.The images have been oriented with rigorous models implemented in SISAR andin OrthoEngine. Also in this ase RMSE trend is similar for both software andauray is around the GSD value.In the Tables 4.6, 4.7 the results of the Level 1B single image orientationin meter and in pixel are summarized, in detail the RMSE CPs relative to thenumber of GCPs, in whih the auray is assesed, is arried for SISAR andOrthoEngine software.
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Table 4.6: Results in meter of Level 1B single image orientationRMSE CPsSensor Area Aquisition mode SISAR OrthoEnginen◦GCPs E[m℄ N[m℄ n◦GCPs E[m℄ N[m℄Level 1B imagesIkonos Rome Forward 10 0.86 0.72 10 0.97 0.74GeoEye-1 Rome Reverse 12 0.33 0.63 8 0.30 0.62WorldView-1 Rome Forward 8 0.26 0.51 10 0.57 0.37QuikBird Rome Forward 10 0.54 0.30 10 0.49 0.38
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Table 4.7: Results in pixel of Level 1B single image orientationRMSE CPsSensor Area Aquisition mode SISAR OrthoEnginen◦GCPs E[pix℄ N[pix℄ n◦GCPs E[pix℄ N[pix℄Level 1B imagesIkonos Rome Forward 10 0.86 0.72 10 0.97 0.74GeoEye-1 Rome Reverse 12 0.66 1.26 8 0.60 1.24WorldView-1 Rome Forward 8 0.52 1.0 10 1.14 0.74QuikBird Rome Forward 10 1.08 0.60 10 0.98 0.76



4.4. Rigorous model for stereopair (level 1A - level 1B) 834.4 Rigorous model for stereopair (level 1A - level1B)Four examples of level 1A stereopair orientations and one examples of level1B stereopair orientation using rigorous models are presented. The ouple ofEROS A images is an aross-trak stereopair; the EROS A stereopair is formedby aross-trak images, whih have been aquired with a time delay of 1 year,and they have also a di�erent spatial resolution (respetively 1.80 m and 2.60 m).The other four examples onern along-trak stereopairs aquired by QuikBird,Cartosat-1, WorldView-1 and Ikonos satellites. Notie that Cartosat-1 is a satel-lite dediated expressly to stereo viewing, having two CCD-line sensor ameras,looking respetively in forward diretion with a nadir angle of 26◦ and in aftdiretion with a nadir angle of 5◦. In the Ikonos stereopair the aqusition modeis reverse.4.4.1 EROS ASISAR results are ompared again with OrthoEngine ones (Fig.A.26). Theauraies for the EROS A images are respetively at the level of 2.6 m (North)and 2.5 m (East) for SISAR and at the level of 4.6 m (North) and 2.6 m (East)for OrthoEngine. For the Height omponent the trend of the RMSE on CPs issimilar for the two software, SISAR auray is around 5 m and OrthoEngineone is around 6.5 m.4.4.2 QuikBirdFor the QuikBird images the RMSE CP trend in North omponent is sim-ilar, although SISAR has the best auray; on the ontrary in the East ompo-nent the CP trend is di�erent for the two software. In Height omponent the CPtrend has a di�erent value range for two software; for SISAR the auray variesbetween 0.8 and 1.1 m, instead for OrthoEngine it varies between 1.2 and 1.3 m(Fig.A.27).4.4.3 Cartosat-1For the Cartosat-1 stereopair of Rome RMSE CP trend in all omponents issimilar, exept for the East omponent where SISAR results are less than 2.0 m,while OrthoEngine ones are slightly worse (Fig.A.28). The stereopair orientationre�ets the single image orientation infat good auray we have for Mausannestereopair (around 1.0 m in planimetry and around 2.5 m in altimetry) in SISARsoftware, in OrthoEngine the trends are shifted respet to SISAR (Fig.A.29).



84 4.4. Rigorous model for stereopair (level 1A - level 1B)Both for Cartosat-1 image of Warsaw and CastelGandolfo OrthoEngine showsbetter results respet to SISAR (Figs.A.30, A.31).4.4.4 WorldView-1For WorldView-1 stereopair the RMSE CPs in all omponents is about on-stant and around the GSD value in planimetry and around 1.0 m in altimetryfor SISAR software, while in horizontal omponent the auray range varias be-tween 1.0 and 1.8 m and in vertial omponent the CPs residuals are around 4.0m due to may be the image aquisition mode like desribed previously (Fig.A.32).Also in this ase the orientation of the two tiled stereopairs of Augusta re�etsthe single image orientation, that means good auray for both stereopairs forSISAR software whereas for OrthoEngine the RMSE CPs in height is worse withrespet to SISAR due to may be the di�erent aquisition mode for the two imagesthat omposed the stereopair (Figs.A.33, A.34).4.4.5 IkonosFor the Ikonos stereopair for all omponents the RMSE CPs range is between1.0 m and 2.0 m; the OrthoEngine software has a good auray in East and inheight omponents respet to SISAR software, whih has a lower RMSE CPs inNorth omponent (Fig.A.35).In the Table 4.8 the results of the Level 1A and Level 1B stereopair orien-tation in meter are summarized, in detail the RMSE CPs (in East E, in NorthN and in Height H) relative to the number of GCPs , in whih the auray isassesed, is arried for SISAR and OrthoEngine software.
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Table 4.8: Results in meter of level 1A - level 1B stereopair orientationRMSE CPsSensor Area GSD[m℄ n◦GCPs SISAR OrthoEngineE[m℄ N[m℄ H[m℄ E[m℄ N[m℄ H[m℄Level 1A imagesEROS A Rome 3.10 21 2.50 2.81 5.94 3.17 4.40 6.97(R1/R2)QuikBird Augusta 0.77 21 0.50 0.84 0.86 0.78 1.07 1.33(*P001/*P002)
Cartosat-1

Rome 2.50 15 1.58 1.60 2.27 2.07 1.63 2.13(bandA/bandF)CastelGandolfo 2.50 21 1.79 1.57 5.12 2.26 2.04 1.32(bandA/bandF)Warsaw 2.50 13 1.83 1.59 2.18 1.64 1.09 2.01(bandA/bandF)Mausanne 2.50 9 2.03 2.65 2.95 2.44 3.85 4.02(bandA/bandF)
WorldView-1 Augusta 0.50 17 0.42 0.59 0.98 0.90 1.50 4.08(4505/4545)Augusta 0.50 12 0.35 0.32 0.72 0.53 0.41 1.14(4045 R1C1- 4545 R1C1)Augusta 0.50 12 0.48 0.25 1.37 1.03 1.71 4.99(4045 R2C1- 4545 R2C1) Level 1B imagesIkonos Bagnoli 1.00 13 1.76 1.38 2.02 0.90 1.55 1.95(Bagnoli3/Bagnoli4)



86 4.4. Rigorous model for stereopair (level 1A - level 1B)4.4.6 Examples of DSM extrated by SISAR softwareOne of the main appliation for satellite stereopair is the Digital SurfaeModels (DSMs) generation. DSMs have large relevane in many envariomentaland engeneering appliations, suh as topographi mapping, spatial and tem-poral hange detetion, feature extration, data visualization, et. Elevationdata may be aquired by several tehniques, for example by LIDAR, optial andradar satellites as Shuttle Radar Topography Mission (SRTM) or ASTER andby aerial photogrammetry but DSMs extration from satellite stereo pair o�erssome advantages, among whih low ost, speed of data aquisition and proessing,availability of several ommerial software and algorithms for data proessing.Generally in-trak stereo imagery have remarkable advantages with respet toaross-trak stereo imagery, sine the �rst aquisition mode redues radiometriimage variations, (temporal hanges, sun illumination, et.), and thus inreasesthe orrelation suess rate in the image mathing proess, whih is a ruial stepfor the automati DSM prodution.Hereafter we brea�y summarize the path needed to generate DSMs withouthaving to spell thinghs out:
• stereopair orientation, with rigorous model or RPCs model on the base ofa number of GCPs
• image mathing in order to point out the homologous points on the twoimages
• estimation of ground oordinates of all pixel derived from image mathing
• interpolation of the data on a regular gridAt present, as already disussed, SISAR is able to manage orientation withrigorous or RPC model and to generate RPCs starting from its own rigorousmodel. No modules are implemented to perform image mathing (they arepresently under development).Moreover, SISAR an produe the points loud (ground oordinates) startingfrom image oordinates of the mathed points, therefore, other software were usedtoo. In details the image mathing was performed with DPCOR, whereas pointsloud from the mathed points was generated by RPCDEM (see Se.5.5). Boththese software were developed by Prof. K. Jaobsen, Leibniz University of Han-nover.DPCOR is imbedded in the measurement program DPLX allowing a fasthek of the mathed points. It is designed for the image mathing, is using aleast squares mathing, respeting the tilt of the mathing windows in objetspae, opposite to image orrelation. The least squares image mathing inludes



4.4. Rigorous model for stereopair (level 1A - level 1B) 87an a�ne transformation of the sub-matrix of one image to the sub-matrix ofthe other image. In addition a onstant shift and linear hanges of the greyvalues with both oordinates are inluded, leading to 9 unknowns. The preiseleast squares mathing has the disadvantage of a low onvergene radius - theorresponding image positions must be known on a higher level. In DPCOR thisis solved by region growing. Starting from at least one orresponding point, theneighboured points are mathed. Suh a seed point may be a ontrol point, whihhas to be measured in any ase manually. By mathing the neighboured pointsthe geometri relations are improved before going to the next neighboured points.DPCOR is always following the path with the highest orrelation oe�ient upto the omplete overage of the stereopair with orresponding points having aorrelation oe�ient above a hosen threshold.The interpolations of data are exeuted with the sienti� software LISA-BASIC, developed by Hannover University too; the interpolation method usedis �Moving surfae� that means: �Universal method with mostly smooth ontourourse in �at terrains. Mostly a high auray, lower tendeny towards a forma-tion of plateaus but also a bit slower. Automati hange between polynomials of2nd order, tilted plane and horizontal plane. For speial oasions, for example,if the input data are digitised ontours, instead of the automati swithing themethod an be �xed to tilted plane�.The auray of the DSM extrated, in terms of RMSE Z (or RMSE om-puted on the disrepanes beetween the DSM extrated and the referene DSM)is analised using DEMANAL, again developed at Leibniz University Hannover.In this software the analysis for a dependeny against the terrain inlination (α)and the height level are inluded.Finally, also the DSM �ltering to produe DEM was performed. It is wellknow that the Digital Surfae Model (DSM) is the representation of the �rstre�etive or visible surfae, inluding trees, buildings, and any other featureswhih is elevated above the ground. If between the height values on top ofvegetation, espeially trees and also buildings, points of the bare ground areavailable, suh DSMs an be �lterd to DEMs. This �ltering has been made withthe Hannover program RASCOR.Two DSMs extrated are presented and analysed: the �rst is obtained by theCartosat-1 stereopairs and overs the CastelGandolfo Area and the latter by theWorldView-1 stereopair overing the Augusta Area (Siily). The harateristisof the stereopairs are summerized in the Tab.4.14.4.7 CastelGandolfo DSMFor the Castelgandolfo stereopair DSM has been generated using RPCDEM.The senes are orientated with the RPCs model using SISAR RPCs. The DSM



88 4.4. Rigorous model for stereopair (level 1A - level 1B)extrated is ompared with a preise referene DSM extrated by aerial photoswith Erdas 9.1 software. The referene aerial DSM overs an area of about 85km2in the entre of the sene, inluding forest parts and both open and urban areas(Fig.4.8). The image mathing was exeuted with DPCOR.

Figure 4.8: Height model extrated from aerial imagesThe mathing was really good and the not mathed points are mainly dueto the lakes and to the louds. The highest number of orrelation oe�ientsis in the group r=0.90 up to 0.95; this distribution is due to the soil overage(forest and lakes) and to the louds on the image. The two software pakages(Erdas 9.1 and RPCDEM) respond in di�erent ways in the lake zone, in fatERDAS applies an automati �ltering funtion so that it is able to assign anelevation even in the lake areas, on the ontrary the mathing ahieved by DPLXdid not reognize homologous points for the two images, due to the fat that noontrast was available on the lakes; therefore the elevation of those points wasnot extrated by RPCDEM.Furthermore the auray of Cartosat-1 DSM has been heked, with respetto the referene DSM over di�erent terrain types: open areas and urban areas;thus the overall sene has been divided in several seleted regions. The analyseshave been performed both for the DSM diretly obtained from the images, andfor the DEM, obtained �ltering the original DSMs with the RASCOR.Only the results of one open area and one urban area are presented. The se-leted open regions are not ompletely �at zones, beause they still ontain sparsebuildings and groups of trees. Regarding the urban areas the disrepanies withthe referene DSM are bigger; in these areas the smoothing e�et of Cartosat-1is more evident, in fat, while the DSM results higher than the referene over
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Figure 4.9: Height model extrated from Cartosat-1 imagesthe streets, it tends to smooth the edges of the buildings, as it is is shown by thepro�les in Fig.4.10; on the ontrary after �ltering the pro�les are similar and thesmoothing e�ets disappear (Fig.4.11).
Figure 4.10: Pro�les through a Cartosat-1 DSM (2) and the referene DSM fromaerial images (1) in an urban area



90 4.4. Rigorous model for stereopair (level 1A - level 1B)

Figure 4.11: Pro�les through a Cartosat-1 DEM (2) and the referene DEM fromaerial images (1) in an open area

(a) (b)Figure 4.12: Di�erential DSM of open area (a), and urban area (b)Table 4.9: Colour oding referred to Fig.4.12-10.5 -7.5 RED-7.5 -4.5 BROWN-4.5 -1.5 YELLOW-1.5 1.5 GREEN1.5 4.5 GREEN-BLUE4.5 7.5 BLUE7.5 10.5 VIOLETT



4.4. Rigorous model for stereopair (level 1A - level 1B) 91In the Fig.4.12 the di�erential DSMs, obtained by the omparison beetwenthe DSM referene and the Cartosat-1 DSM generated with RPCDEM using theSISAR RPC, for hosen open area and urban area are shown; in Tab.4.10 theauray in terms of RMSE Z in the two seleted areas (urban and open), bothnot �ltering and �ltering are presented. The auray of the DEM is better ofthe DSM one, the improvement is around 0.6 m for the two areas. In the openarea the RMSE Z is the order of 2.5 m while it is worse in the urban area due tothe mathing di�ultes su�ered by the DPCOR mathing algorithm.Table 4.10: Auray of Cartosat-1 height models heked by preise refereneDSM/DEM (*open area, **urban area)Image Area SZ[m℄ bias[m℄ SZ =f(α=inlination)[m℄CastelGandolfo no �ltered 2.88* -0.06 2.71+0.41*tan α�ltered 2.29* 0.30 2.26+0.17*tan αno �ltered 4.67** -0.58 3.95+1.64*tan α�ltered 4.06** -0.34 3.27+1.91*tan α4.4.8 Augusta DSMAs regard the DSM extrated from the Augusta stereopairs, the both stere-opairs have been aquired in in-trak mode, in addition, the two tiles, whih formone sene of image, have been stithed and the two stithed images were orientedwith the rigorous models implemented in SISAR software. The results of theorientation are summarized in Table 4.12.The orientation test of the stihed WorldView-1 stereopair was performedalso with ommerial software OrthoEngine - PCI Geomatis v.10.2 but the prei-sion of the model, heked by the RMSE of 13 GCPs, and the auray ahievableevaluated in terms of RMSE on 19 CPs are not satis�ng, so that the two stithedimages were �nally oriented separately. SISAR rigorous model produes betterresults than OrthoEngine, and the level of ahievable auray is the same for thetwo images, while OrthoEngine results get worse espeially in the WorldView-1(4545 R1C1-R2C1) image in North omponent. A possible reason of this strangebehaviour may be a not orret modelling of aquisition mode (as previouslydesribed).In partiular, the WorldView-1 4505 R1C1-R2C1 and 4545 R1C1-R2C1 im-ages were aquired respetively in forward mode (from North to South) and re-verse mode (from South to North). Thus a wrong modelling of reverse san mode



92 4.4. Rigorous model for stereopair (level 1A - level 1B)Table 4.11: Results of single image orientations of WorldView-1 stereopairRMSE 13 GCPs13 GCP /19 CP WorldView-1 4505 WorldView-1 4545N[m℄ E[m℄ N[m℄ E[m℄OrthoEngine 0.41 0.47 2.11 0.98SISAR 0.36 0.38 0.61 0.37RMSE 19 CPs13 GCP /19 CP WorldView-1 4505 WorldView-1 4545N[m℄ E[m℄ N[m℄ E[m℄OrthoEngine 0.76 0.77 2.26 1.01SISAR 0.67 0.45 0.7 0.44ould ause the low preision and auray level in the image 4545 R1C1-R2C1orientation.In order to minimize the errors due to a not orret orientation model, theseparated images were orientated with OrthoEngine. In this manner the modelpreision level is around 0.5 m.The results of stereopair orientation in terms of RMSE on CPs are shown inTable 4.12; SISAR results are related to the stithed images, instead OrthoEngineto the north and the south tiles separately.Table 4.12: Results of stereopair orientationRMSE CPSISARn◦GCP n◦CP N[m℄ E[m℄ Height[m℄Stithed stereopair 13 19 0.58 0.39 0.98OrthoEnginen◦GCP n◦CP N[m℄ E[m℄ Height[m℄North stereopair 9 8 0.87 0.52 1.36South stereopair 9 7 1.65 1.55 3.37In this ase image mathing was performed with DPCOR but the pointsloud was generated with SISAR software. Then, the extrated DSM has beenmanaged in Hannover software LISA, able to visualize and interpolate the eleva-tion data. In OrthoEngine two di�erent DSMs, related to the North and South



4.4. Rigorous model for stereopair (level 1A - level 1B) 93areas, partially overlapped were generated; it is remarkable to underline that,in the overlapping area, the two DSMs have signi�ant di�erenes (the di�er-enes are lose to 10 m). In order to give muh ontinuity to the model in theshared area, four additional ground ontrol points have been used for the DSMgeneration. The ground oordinates of additional points were omputed in theSISAR software, using suh points as TPs in the stereopair orientation, like thisthe di�erenes between the two DSMs are redued (around 1 m).Two types of omparison were arried out where possible, in order to assessboth average auray and its dependeny on morphology and land over types:
• sample omparisons, based on signi�ant samples of independent hekpoints with an average 3D auray of 0.3-0.5 m olleted by kinematiGPS surveys
• loal omparison with QuikBird DSM, extrated for a previously investi-gation with an auray of 2.5 m
• with WorldView-1 DSM extrated by OrthoEngine softwareAs regards the omparison between the DSM and the samples of CPs, ithas to be underlined that the estimated auray does not onsider some tens ofpoints lose to the DSM edges, where a onsiderable distortion (up to several tensof meters) is displayed, so some outliers have been eliminated through a standardrejetion proedure of the normalized residual wi [9℄.

|wi| =
|vi|
σv

< 3 (4.1)where σv is hosen equal to RMSE of height di�erenes between DSM andthe samples of CPs.In order to evaluate the apability of DSM extrated from WorldView-1satellite, with respet to DSM previously extrated from QuikBird on the samearea (2.5 m average vertial auray), loal omparison between two DSMs havebeen exeuted. To evaluate the auray of the DSM, four test areas have beenseleted; for the sake of brevity only the results related to one urban and one openarea in the Northern part of the image are presented in Tab.4.13. Comparisonsbetween three DSMs (DPCOR/SISAR WorldView-1, OrthoEngine WorldView-1,OrthoEngine QuikBird) and sample of CPs are listed aording to their valueof bias, standard deviation and RMSE Z.DSM auray is at 2 pixel level, with respet to the CPs derived from GPSkinemati survey. These results may appear optimisti due to the speial loationof the CPs along roads. Overall, they are on�rmed by the global omparisonbetween SISAR WorldView-1 and OrthoEngine QuikBird DSMs.



94 4.4. Rigorous model for stereopair (level 1A - level 1B)
Table 4.13: Results of auray assessmentOpen Area NorthBias [m℄ St Dev [m℄ RMSE Z [m℄DPCOR/SISAR WorldView-1- -0.60 1.14 1.29CPsOrthoEngine WorldView-1- 1.32 0.57 1.44CPsOrthoEngine QuikBird- 0.27 0.60 0.66CPsOrthoEngine QuikBird- 1.39 2.25 2.64DPCOR/SISAR WorldView-1OrthoEngine QuikBird- 0.06 2.11 2.11OrthoEngine WorldView-1DPCOR/SISAR WorldView-1- -1.69 1.90 2.52OrthoEngine WorldView-1 City NorthBias [m℄ St Dev [m℄ RMSE Z [m℄DPCOR/SISAR WorldView-1- 0.21 0.59 0.63CPsOrthoEngine WorldView-1- 0.34 0.64 0.72CPsOrthoEngine QuikBird- 2.91 0.77 3.01CPsOrthoEngine QuikBird- 2.65 1.90 3.26DPCOR/SISAR WorldView-1OrthoEngine QuikBird- 2.26 1.83 2.91OrthoEngine WorldView-1DPCOR/SISAR WorldView-1- -0.29 1.56 1.59OrthoEngine WorldView-1
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(a)

(b)Figure 4.13: DSMs extrated using DPCOR/SISAR on open area(a), urban area(b)



96 4.5. Rigorous model for stereopair (level 1B)4.5 Rigorous model for stereopair (level 1B)The results for Ikonos along-trak stereopair are an example of the applia-tion of the stereo rigorous model to level 1B imagery. SISAR results are omparedwith OrthoEngine ones (Fig.A.35). In the North omponent SISAR results arebetter then OrthoEngine ones, whereas the opposite is true for the East om-ponent. In the Height omponent the auray trend is the quite similar forboth software: SISAR auray varies between 1.4 m and 2.1 m, OrthoEngineauray varies between 1.2 m and 2.0 m.



Chapter 5Appliation of the RPCsorientation models
SISAR results are analyzed and ompared with the results obtained by om-merial software:

• PCI OrthoEngine 10.0 (PCI Geomatis)
• Erdas 8.6 (Leia)Results were presented at three di�erent proess levels: without adjustment,with a shift adjustment and with an a�ne adjustment. All three software (PCIonly in the version 10.0) o�ers the possibility to re�ne RPF with a null order(shift) and a �rst order (a�ne transformation) orretion. Results are obtainedby inreasing the number of GCPs from 1 to the maximum available for everyimage, for eah test the GCPs set was seleted so as they were well-distributed onthe whole image. It has to be stressed that the most interesting are those obtainedwith few (e.g. 5) GCPs, sine, otherwise, RPF model with RPCs beomes lessand less ompetitive with respet to the rigorous one.5.1 Results of RPCs appliationSome ompanies (DigitalGlobe, SpaeImaging, et.) managing satellites(QuikBird, Ikonos), supply with the images a set of related metadata �les, among



98 5.1. Results of RPCs appliationwhih a �le that ontains the RPCs is inluded. In other ases (as EROS A, man-aged by ImageSat), no RPCs are supplied into the metadata, so that EROS Aimages are not onsidered in this Setion. As regards RPCs appliation not allresults are disussed, in detail:
• those one related to formal model preision (RMSE of residuals on GCPs -RMSE GCP) and no adjustment (that is, just the appliation of the meta-data RPCs, without any additional orretion) are showed for all images
• those one related to auray (RMSE of residuals on CPs - RMSE CP)are showed for the Ikonos Rome and Ikonos Bagnoli, QuikBird Rome, oneAugusta (e.g. *P001) and one Salerno (e.g. *P002) imagesFor eah image an histogram is depited. It summarizes the RMSE CP, using5 GCP, for three di�erent software (SISAR, OrthoEngine, Erdas) when threedi�erent proess levels (no adjust, shift, a�ne) are applied at (I, J) oordinates.Further eah image was oriented with RPCs varying the number of available GCPand RMSE CP is presented. In this respet, note that the RMSE CP is reallystatistially signi�ant if omputed with an half of the available GPs at least,that is if GPs are split into two equivalent sets, one ating as GCPs and otherating as CPs. In the following graph the half of GPs is marked with a vertialbar. Please note that in the following graphs the ordinate sale is not the samein all images, in order to better fous eah individual result.At �rst it is important to remember that for all images oriented with 1 GCPby the shift transformation and with 3 GCPs by the a�ne one, the GCPs residualsand their RMSE must be zero. That behaviour is veri�ed for SISAR and Erdassoftware but not for OrthoEngine (Tabs.5.1, 5.2, 5.3, 5.4, 5.5). This behavior donot have any mathematial interpretation. As regard the internal auray ofthe orientation, in ase of the simple RPCs appliation without estimation of there�nement parameters all the available GPs may at as CPs. Without adjustmentthe RMSE of CP residuals are very high for QuikBird images (∼ 5-55 pixel) withrespet to Ikonos images (∼2 pixel); as regards software performanes, SISARand OrthoEngine behave quite similar, at the level of few tenths to two pixels,whereas Erdas displays a very di�erent behaviour. Also in this ase, softwareshould displays similar (if not idential) results, so that Erdas results have notany explanation (Tab.5.6). The estimation of re�nement parameters and theirappliation (shift and the a�ne transformations) remarkably improve the resultsdesribed in Table 5.6.



5.1. Results of RPCs appliation 99Table 5.1: Ikonos Rome - Model preision for shift and a�ne transformationIkonos Rome - RMSE GCP - shift transformationn◦ GCP SISAR OrthoEngine ERDASI [pix℄ J [pix℄ I [pix℄ J [pix℄ I [pix℄ J [pix℄1 0.00 0.00 0.14 0.12 0.00 0.00Ikonos Rome - RMSE GCP - a�ne transformation3 0.00 0.00 0.4 0.12 0.00 0.00Table 5.2: Ikonos Bagnoli - Model preision for shift and a�ne transformationIkonos Bagnoli - RMSE GCP - shift transformationimage n◦ GCP SISAR OrthoEngine ERDASI [pix℄ J [pix℄ I [pix℄ J [pix℄ I [pix℄ J [pix℄Bagnoli1 1 0.00 0.00 0.07 0.10 0.00 0.00Bagnoli2 1 0.00 0.00 0.08 0.07 0.00 0.00Bagnoli3 1 0.00 0.00 0.04 0.09 0.00 0.00Bagnoli4 1 0.00 0.00 0.33 0.20 0.00 0.00Ikonos Bagnoli - RMSE GCP - a�ne transformationBagnoli1 3 0.00 0.00 0.08 0.32 0.00 0.00Bagnoli2 3 0.00 0.00 0.15 0.22 0.00 0.00Bagnoli3 3 0.00 0.00 0.03 0.00 0.00 0.00Bagnoli4 3 0.00 0.00 0.21 0.01 0.00 0.00Table 5.3: QuikBird Rome - Model preision for shift and a�ne transformationQuikBird Rome - RMSE GCP - shift transformationn◦ GCP SISAR OrthoEngine ERDASI [pix℄ J [pix℄ I [pix℄ J [pix℄ I [pix℄ J [pix℄1 0.00 0.00 6.64 2.52 0.00 0.00QuikBird Rome - RMSE GCP - a�ne transformation3 0.00 0.00 4.84 1.83 0.00 0.00



100 5.1. Results of RPCs appliation
Table 5.4: QuikBird Augusta - Model preision for shift and a�ne transforma-tion QuikBird Augusta - RMSE GCP - shift transformationimage n◦ GCP SISAR OrthoEngine ERDASI [pix℄ J [pix℄ I [pix℄ J [pix℄ I [pix℄ J [pix℄(*P001) 1 0.00 0.00 4.74 0.76 0.00 0.00(*P002) 1 0.00 0.00 4.93 -0.84 0.00 0.00QuikBird Augusta - RMSE GCP - a�ne transformation(*P001) 3 0.00 0.00 2.04 0.18 0.00 0.00(*P002) 3 0.00 0.00 7.24 0.78 0.00 0.00
Table 5.5: QuikBird Salerno - Model preision for shift and a�ne transformationQuikBird Salerno - RMSE GCP - shift transformationimage n◦ GCP SISAR OrthoEngine ERDASI [pix℄ J [pix℄ I [pix℄ J [pix℄ I [pix℄ J [pix℄(*P001) 1 0.00 0.00 -0.96 1.11 0.00 0.00(*P002) 1 0.00 0.00 0.89 1.01 0.00 0.00(*P003) 1 0.00 0.00 0.72 1.00 0.00 0.00QuikBird Salerno - RMSE GCP - a�ne transformation(*P001) 3 0.00 0.00 0.63 1.11 0.00 0.00(*P002) 3 0.00 0.00 0.53 0.60 0.00 0.00(*P003) 3 0.00 0.00 0.56 0.19 0.00 0.00
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Table 5.6: Results with no orretion for all tested imagesSensor Image n◦ CPs RMSE CPSISAR OrthoEngine ErdasI [pix℄ J [pix℄ I [pix℄ J [pix℄ I [pix℄ J [pix℄Ikonos Rome 27 2.23 2.24 2.88 2.72 14.26 3.06Bagnoli1 15 2.12 1.06 1.71 1.01 11.13 19.42Bagnoli2 15 1.84 1.01 2.11 1.00 13.84 19.27Bagnoli3 25 2.09 1.57 1.61 1.64 10.90 19.26Bagnoli4 25 2.09 1.26 2.34 1.33 13.93 19.25

QuikBird Rome 49 49.34 17.79 49.91 17.32 49.92 14.38Augusta (*P001) 39 37.06 4.25 35.75 4.91 20.29 29.23Augusta (*P002) 38 53.33 9.27 54.04 7.37 57.84 20.32Salerno (*P001) 15 7.22 7.07 6.73 7.56 23.21 27.54Salerno (*P002) 34 7.31 9.29 6.67 9.60 23.90 30.22Salerno (*P003) 16 6.15 6.12 5.54 6.34 24.10 27.57



102 5.1. Results of RPCs appliation5.1.1 IkonosAs regard the Rome Ikonos image, results using the shift transformation areequal between SISAR and OrthoEngine but they are still slightly bad for Erdas(Figs.B.1, B.2); this di�erene is removed in the a�ne transformation (Figs.B.1,B.3).For all Bagnoli images the a�ne transformation removes the shifts of Erdassoftware respet to other software. There are still some di�erenes with 3 GCPs,the minimum (no redundany) for a�ne transformation estimation (Figs.B.4,B.5, B.6, B.7, B.8, B.9, B.10, B.11, B.12, B.13, B.14, B.15). For all the Ikonosimages the shift orretion to vendors RPCs appear the most e�etive, able toahieve an auray of 1-1.5 pixel with 2-3 GCPs.5.1.2 QuikBirdAs regard Rome image aquired by Quikbird, the auray for the simpleRPCs appliation, without any orretion, is very similar for the three softwareat the level of deades of pixels (Fig.B.16). On the ontrary, if orretions areapplied the results remarkably improve. For example, if the shift orretion isapplied, SISAR results are lose to Erdas and OrthoEngine ones exept in or-respondene of few GCPs (until of 4 GCP) where OrthoEngine supplies worseresults in I oordinate (Fig.B.17). With the a�ne transformation, for Ortho-Engine the RMSE CP inreases with respet to shift transformation, this is anunexpeted behaviour; for OrthoEngine the I trend drifts away from the onesobtained with the remaining software (SISAR and Erdas) (Fig.B.18).For the Augusta (*P002) image the results with shift transformation areequal for the three software with a di�erene of 7 pixel between the two oordi-nates (I, J) (Fig.B.20); with a�ne adjustment the I oordinates for OrthoEngineis �shifted� of about 7 pixel from the I oordinate extrated from Erdas andSISAR software, the di�erene is redued to 0.5 pixel using from 13 to 45 GCP(Fig.B.21), what again does not make sense within a RPCs based orientation.For the Salerno image (*P002), the results with shift transformation (in I o-ordinate) are slightly di�erent for SISAR and OrthoEngine whilst for Erdas thereis a notieable di�erene (Fig.B.23). With the a�ne transformation the resultsare slightly better and loser for all software (Fig.B.24). For all the QuikBirdimages the a�ne orretion to vendors RPCs appear the most e�etive, able toahieve an auray of 1- 1.5 pixels with 4-5 GCPs.



5.2. Conlusions for RPCs appliation 1035.2 Conlusions for RPCs appliationSISAR software for the RPCs usage provides quite good results for all thetested images, with outomes at least equal to those oming from the analyzedommerial software, often better with respet to at least one software. Thus,SISAR algorithm for RPCs appliation omes out as a valid methodology to useRPCs supplied by the image vendor ompanies. The utilized adjustment methodsallow a rapid and useful improvement of the results. The adjustment level (shiftand a�ne) depends on the satellite. In general, just a shift adjustment eliminatesthe most of the bias and an a�ne transformation is advisable for QuikBirdimages; on the ontrary for Ikonos images a simple shift translation is suited.This is probably due to the di�erent proessing level of the imagery. Ahievableimage auray does not inrease onsiderably more than 2-5 GCP for the shifttransformation and more than 4-5 for the a�ne transformation; this fat permitsto obtain an orientation of good quality even with a few GCPs, whih is the maingoal when RPCs are used. The behaviours of the tested ommerial software vary,depending on the di�erent orretions utilized; just to summarize:
• OrthoEngine displays a strange behavior with non-zero residuals when or-retion parameters are estimated with no redundany
• the simple RPCs appliation with Erdas produes results quite di�erentgenerally worst from those obtained with SISAR and OrthoEngine
• OrthoEngine auray is similar to SISAR in the simple RPCs appliationand onsequently with the shift transformation, while OrthoEngine resultsworsen onsiderably with the a�ne transformation; in most of the tests thedi�erene is more evident in the sample I diretion.5.3 Results of RPCs generationThe RPCs generated by SISAR software are organized in an appropriate �le;in partiular, for QuikBird images the RPCs and the normalized parameters arewritten aording to already existing format �le (.RPB �le) and for EROS A thesame struture of RPB QuikBird �le is reated.The RPCs algorithm generation implemented in SISAR software produes anoutput �le that an be used by the ommerial software where only the estimableand signi�ant RPCs are presented and the remaining RPCs are �xed to zero.In this way it is possible to orientate an image with the RPCs although thevendors RPCs are not available; this is the ase of EROS A image and of Salernostith image where the RPCs for the single images are available but they are notavailable for the stithed image.
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5.3. Results of RPCs generation 105For the 3D grid generation and onsequently for RPCs generation only re-sults obtained with the minimum number of GCPs neessary to ahieve a goodauray stabilization using the rigorous sensor model [31℄ were onsidered. In theexperiments a 15x15x15 disretization was used sine the auray ahieved doesnot improve for �ner 2D grids; an example for QuikBird is outlined in Fig.5.1;atually the auray is quite stable starting from a 8x8 2D disretization.The terrain morphology was quite plane in the images used for the tests,thus the elevation disretization was hosen the same, l=15; with l>15 the sameahievable auray was preserved. The results for the same example for Quik-Bird are skethed in Fig.5.2. The vertial disretization ould beome importantif the zone under onern is mountainous and the image elevation range is aboutthousand of meters.The images hosen for the test are presented in the following Table 5.7, whereit is reported the number of GCPs used to orientate the image with SISAR soft-ware and the number of RPCs really estimable and neessary for the orientationwith RFM (SISAR RPCs). It may be suddenly noted that, as easily expeted,that the number of RPCs is higher for the images with high o�-nadir angle thanthe others (Tab.5.7).Table 5.7: Number of SISAR RPCs vs O�-Nadir Anglesatellite image n◦GCP n◦ SISAR RPCs O�-nadir (◦)QuikBird Augusta(*P001) 13 41 29.2Augusta(*P002) 13 36 28.2Rome 17 26 3.0Salerno (*P001) 15 25 19.0Salerno (*P002) 17 23 20.0Salerno (*P003) 18 24 20.9Salerno �joint� 17 23 20.0EROS A R1 17 21 9.25R2 13 32 35.55R4 29 22 15.85Ikonos Rome 10 14 18.7Bagnoli1 8 28 22.98Bagnoli2 8 22 24.27Bagnoli3 12 25 22.98Bagnoli4 12 25 24.27The SISAR RPCs were tested in SISAR, OrthoEngine and Erdas software,



106 5.3. Results of RPCs generationexept for those generated for EROS A whih were not aepted by ommerialsoftware, probably beause RPCs are not previewed for EROS A imagery. Indetail, at �rst the omparison among the three software was done onsideringthe results obtained without any orretion; then orreted SISAR RPCs wereused again in three software, SISAR, OrthoEngine and Erdas, and the resultswere ompared with the ones obtained using the RPCs supplied by vendors (ISDRPCs). For all the images, the appliation of SISAR RPCs without orretionshows a better auray with respet to the original RPCs, what may be easilyexplained sine SISAR RPCs are generated starting from a rigorous model ori-entation based on high quality GCPs: the RMSE CP remarkably derease withSISAR and OrthoEngine software, but not with Erdas software, where usually isinreased (Tab.5.6 vs Tab.5.8). For the images without vendors RPCs (Salerno�joint�, R1, R2, R4) it is not possible to do a omparison, so that only SISARresults are showed.
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Table 5.8: Results with no adjustment for all tested imagesSensor Image n◦ CPs RMSE CPSISAR OrthoEngine ErdasI[pix℄ J[pix℄ I[pix℄ J[pix℄ I[pix℄ J[pix℄QuikBird Rome 49 0.69 0.82 0.81 0.80 6.60 3.23Augusta (*P001) 39 2.01 3.00 2.93 3.69 18.02 28.18Augusta (*P002) 38 1.46 2.01 1.61 3.79 4.80 31.29Salerno (*P001) 15 1.59 2.09 1.59 2.05 16.17 20.28Salerno (*P002) 34 1.31 0.97 0.90 1.20 17.68 21.61Salerno (*P003) 16 1.46 0.92 1.01 1.15 19.09 22.61Salerno �joint� 57 1.41 1.72EROS A R1 49 1.19 1.42R2 49 1.92 2.62R4 49 1.40 1.06Ikonos Rome 27 0.72 0.62 0.93 0.72 0.81 0.65Bagnoli1 15 1.07 1.61 1.00 1.61 19.67 12.63Bagnoli2 15 0.95 1.33 0.88 1.41 19.64 15.28Bagnoli3 25 1.79 1.22 1.82 1.34 19.12 12.35Bagnoli4 25 1.56 1.43 1.53 1.75 19.42 15.78



108 5.3. Results of RPCs generation5.3.1 Comparison between ISD RPCs and SISAR RPCs inSISAR softwareFor QuikBird Rome image, the ISD RPCs produe, in both omponents,worse results than SISAR RPCs using only shift transformation (Fig.B.25); in-stead, using an a�ne transformation the results improve in J diretion (ISDRPCs) remaining around the same values in I diretion (Fig.B.26). In Augusta(*P001) and Salerno (*P003) the a�ne transformation removes the behaviors dif-ferenes (Figs.B.28, B.36) that are obtained using a shift transformation in bothdiretion (Figs.B.27, B.35), this observation is valid also for Salerno (*P001),but just in I diretion (Figs.B.31, B.32). Regards Augusta (*P002) image, in Jdiretion the RMSE CP trend is similar using two types of RPCs in both ad-justments; for the I diretion with SISAR RPCs, the CP residuals are stablearound 2m while the signi�ant improvement is underlined using ISD RPCs ina�ne transformation (Figs.B.29, B.30). Both Salerno (*P002) image aquired byQuikBird and Rome image aquired by Ikonos the a�ne adjustment does notimprove signi�antly the results (Figs.B.33, B.34, B.39, B.40).Bagnoli1 and Bagnoli2 images using the two types of RPCs have the sametrend but di�erent RMSE CP: higher values for J omponent and lower ones for
I omponents with SISAR RPCs (Figs.B.39, B.40, B.41, B.42). For Bagnoli3 andBagnoli4 small di�erenes are shown and same results are obtained using a�netransformation (Figs.B.43, B.44, B.45, B.46).5.3.2 Comparison between ISD RPCs and SISAR RPCs inOrthoEngine softwareFor the QuikBird Rome, Augusta (*P001), Augusta (*P002) images, bothwith shift and a�ne transformations, SISAR RPCs perform better than ISDRPCs; the auray range vary between 1 and 2 pixel when the auray is sta-bilized. It has to be aounted that the number of SISAR RPCs is signi�antlylower than ISD RPCs (about 1/2, 1/3 oe�ients). SISAR performs better ISDmainly in I diretion. Infat the results for the two kinds of RPCs are moresimilar for J omponent, but for I omponent the ISD RPCs with 1 GCP for theshift transformation point out high RMSE CP (Figs.B.47, B.51); the same situa-tion happens also with of the minimum number of points (3 GCP) for the a�netransformation (Figs.B.48, B.50, B.52). This behaviour is not notied for theAugusta (*P001) in the shift transformation (Fig.B.49). In the Salerno (*P001)image the results with ISD RPCs are better than the SISAR RPCs ones. Thisimage (*P001) is the upper in the Salerno strip, in this ase the ground pointsdistribution (Fig.4.3) is not optimal beause the image is overed by forest forthe most part, that has an impat to the results (Fig.B.53); they improve with



5.3. Results of RPCs generation 109a�ne transformation (Fig.B.54). For Salerno (*P002) image the a�ne trans-formation does not improve the results, the RMSE CP remains nearly idential(Figs.B.55, B.56). On the ontrary in the Salerno (*P003) image the results withISD RPCs improve with the a�ne orretion (Figs.B.57, B.58). For the Romeimage, aquired by Ikonos, the results are similar in the two software using bothtransformations (Figs.B.59, B.60). For the Bagnoli images the RMSE CP, inOrthoEngine software, has the same trend that in SISAR software, therefore thedisussion and onsiderations previously proposed in A are still valid (Figs.B.61,B.62, B.63, B.64, B.65, B.66, B.67, B.68).
5.3.3 Comparison between ISD RPCs and SISAR RPCs inErdas softwareIn omparison with the Erdas software to OrthoEngine does not display ahigh CP residuals when the shift parameters are estimated for the Rome image(Fig.B.69). For both shift and a�ne transformation, in J diretion the ISD RPCsand the SISAR RPCs show a similar trend, whilst in I diretion there is a remark-able di�erene, being SISAR RPCs better (Figs.B.69, B.70). For the Augusta(*P001) image for both diretion and with shift transformation, again SISARRPCs are better then ISD RPCs; nevertheless these di�erenes disappear withthe �rst order a�ne re�nement (Figs.B.71, B.72). An anomalous behavior hasthe Augusta (*P002) image in Erdas software ompared to OrthoEngine software:with a�ne adjustment, I omponent of SISAR RPCs displays a worse auraywith respet to ISD RPCs (for OrthoEngine software the behaviour is opposite).In J diretion the equal results both the two software and both the ISD andSISAR RPCs are showed in shift adjustment, with small worsening in the a�netransformation just when 3 GCPs are used (Figs.B.73, B.74). As regard Salerno(*P001) OrthoEngine and Erdas software have a similar behaviors (Figs.B.75,B.76). The a�ne transformation does not improve the SISAR RPCs results forthe I oordinate for the Salerno (*P002) with remain slightly worse than ISDRPCs ones (Figs.B.77, B.78). In the Salerno (*P003) image the results are om-parable only in I omponent for the shift adjustment, while in both oordinates(I, J) and in a�ne transformation the results are similar (Figs.B.79, B.80). Forthe Bagnoli images the RMSE CP, in Erdas software, has the same trend thatin SISAR and OrthoEngine software, therefore the previously onsiderations arevalid one again (Figs.B.83, B.84, B.85, B.86, B.87, B.88, B.89, B.90).



110 5.4. Summarizing results of omparison5.4 Summarizing results of omparison betweenSISAR RPCs and ISD RPCsIn order to summarize the results of the omparison between RPCs gener-ated by SISAR software (SISAR RPCs) and the RPCs supplied by vendors (ISDRPCs) the ratio R of the RMSE CP was introdued as referene index:
R =

RMSECP(ISDRPCs)

RMSECP(SISARRPCs)
(5.1)This index was been omputed, in all the testes, using 2 GCPs when theshift transformation is applied (Tab.5.9) and 5 GCPs for the a�ne transformation(Tab.5.10). This hoie is justi�ed onsidering that the strong advantage of usingRPCs is the remarkable redution of the needed GCPs.In this respet it has to be noted that overall SISAR RPCs performs betterthan ISD RPCs with all the software and all the images, exept for the a�neorretion with Ikonos. In the following tables the RMSE CP using the SISARRPCs in all software with 2 GCPs in shift transformation and 5 GCPs in a�netransformation are presented (Tabs.5.11, 5.12).The results underline that with the SISAR RPCs, in all tested software, theaverage of auray, omputed in terms of RMSE CP, is around 1.5 pixel bothin QuikBird and in Ikonos images with the shift transformation, otherwise it isaround 1 pixel in QuikBird images and more 1.5 pixel in Ikonos images withthe a�ne transformation; this behavior remarks what is proposed previously(Tabs.5.9, 5.10).



5.4.Summarizingresultsofomparison
111

Table 5.9: Ratio R in all tested software using shift transformationRMSE CP(ISD RPCs)/RMSE CP(SISAR RPCs)Shift transformation Image OrthoEngine Erdas 8.6 SISARI J I J I JQuikBird Rome 0.19 1.04 0.5 0.86 0.64 0.79Augusta (*P001) 0.88 0.76 0.68 0.78 0.82 0.70Augusta (*P002) 0.27 1.09 0.38 1.36 0.33 1.18Salerno (*P001) 2.25 1.49 2.10 1.28 2.90 1.15Salerno (*P002) 1.01 0.41 1.28 0.54 1.32 0.51Salerno (*P003) 1.12 0.22 1.01 0.32 0.96 0.23Average 0.96 0.84 1.01 0.85 1.16 0.76Ikonos Rome 0.87 0.92 0.89 0.75 0.89 0.89Bagnoli1 0.88 1.10 0.87 1.13 0.91 1.14Bagnoli2 0.84 1.11 0.81 1.06 0.83 1.12Bagnoli3 1.03 0.87 0.99 1.08 1.02 0.89Bagnoli4 1.02 0.83 0.97 0.94 1.00 0.81Average 0.93 0.97 0.9 0.99 0.93 0.97
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Table 5.10: Ratio R in all tested software using a�ne transformationRMSE CP(ISD RPCs)/RMSE CP(SISAR RPCs)A�ne transformation Image OrthoEngine Erdas 8.6 SISARI J I J I JQuikBird Rome 0.17 0.81 0.75 0.95 0.75 0.94Augusta (*P001) 0.93 1.16 1.09 1.16 0.96 1.14Augusta (*P002) 0.46 1.03 1.26 1.14 1.17 1.11Salerno (*P001) 1.28 1.91 0.82 1.81 0.80 1.73Salerno (*P002) 0.95 0.82 1.14 0.79 1.12 0.77Salerno (*P003) 0.75 0.61 1.13 0.93 1.14 0.93Average 0.82 1.07 1.27 1.12 1.11 1.10Ikonos Rome 1.02 1.07 1.01 1.07 1.01 1.10Bagnoli1 1.25 1.11 1.27 1.11 1.28 1.11Bagnoli2 1.13 1.14 1.15 1.14 1.15 1.14Bagnoli3 1.05 1.09 1.06 1.23 1.06 1.23Bagnoli4 1.08 1.06 1.10 1.13 1.10 1.12Average 1.11 1.10 1.12 1.14 1.12 1.14
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Table 5.11: RMSE CP (SISAR RPCs) in all tested software using shift transformationRMSE CP (SISAR RPCs)Shift Transformation GSD[m℄ OrthoEngine Erdas 8.6 SISARI[pix℄ J[pix℄ I[pix℄ J[pix℄ I[pix℄ J[pix℄QuikBird Rome 0.61 0.89 1.29 0.76 1.57 0.92 1.38Augusta (*P001) 0.77 1.82 1.44 1.83 1.45 1.79 1.30Augusta (*P002) 0.75 2.18 1.23 2.70 1.30 2.23 1.14Salerno (*P001) 0.67 1.88 2.05 1.99 2.24 1.98 2.08Salerno (*P002) 0.67 0.95 0.79 1.50 0.83 0.99 0.79Salerno (*P003) 0.67 0.96 0.36 1.28 0.47 0.99 0.37Average 1.45 1.21 1.78 1.37 1.49 1.22Ikonos Rome 1.00 0.75 0.66 0.81 0.70 0.74 0.67Bagnoli1 1.00 1.01 1.70 1.16 1.74 1.05 1.76Bagnoli2 1.00 0.93 1.47 1.04 1.39 0.94 1.47Bagnoli3 1.00 1.88 1.84 1.78 2.25 1.88 1.86Bagnoli4 1.00 1.90 2.59 1.88 3.07 1.92 2.65Average 1.29 1.65 1.33 1.83 1.31 1.68
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Table 5.12: RMSE CP (SISAR RPCs) in all tested software using a�ne transformationRMSE CP (SISAR RPCs)A�ne Transformation GSD[m℄ OrthoEngine Erdas 8.6 SISARI[pix℄ J[pix℄ I[pix℄ J[pix℄ I[pix℄ J[pix℄QuikBird Rome 0.61 0.70 0.88 0.80 1.16 0.80 1.16Augusta (*P001) 0.77 2.15 1.32 2.15 1.29 2.13 1.27Augusta (*P002) 0.75 1.75 1.00 1.93 0.97 1.78 0.98Salerno (*P001) 0.67 0.66 1.73 0.56 1.96 0.56 1.93Salerno (*P002) 0.67 0.76 0.96 0.76 0.98 0.75 0.96Salerno (*P003) 0.67 0.94 0.53 1.18 0.54 1.19 0.54Average 1.16 1.01 1.23 1.05 1.20 1.04Ikonos Rome 1.00 0.90 0.78 0.91 0.82 0.91 0.83Bagnoli1 1.00 1.21 1.94 1.21 1.95 1.21 1.95Bagnoli2 1.00 1.06 1.58 1.06 1.59 1.06 1.58Bagnoli3 1.00 1.71 1.94 1.72 2.24 1.72 2.24Bagnoli4 1.00 2.19 2.12 2.24 2.42 2.24 2.41Average 1.41 1.67 1.43 1.80 1.43 1.80



5.4. Summarizing results of omparison 1155.4.1 Comparison between RPCs model and Rigorous modelFor the EROS A images a omparison of SISAR software vs. OrthoEngineand Erdas software is not possible beause in these ommerial software a modulefor the orientation of EROS A images with RPF is not implemented; moreover,for the Salerno joint image a omparison between SISAR and Erdas is not possiblebeause the used version of Erdas do not elaborate image huger than 2 GB.Therefore, a omparison between the RPCs model, using SISAR RPCs withthe shift transformation, and OrthoEngine rigorous model is presented. For twoimages (R1 and R2) the trend between two model is similar but the rigorousmodel has a slightly better auray than RPCs model with more than 15 GCPs,otherwise, RPCs model performs better (Figs.B.91, B.92).For the R4 image the auray trend, in I and J omponents, obtained withthe RPCs model is muh more stable and it underlines auray range lower. Itis possible explain this behavior if it onsiders that SISAR rigorous model, that isat the base of the generation RPCs, is more re�ned with respet to OrthoEnginerigorous model for the images with high o�-nadir angle (Tab.4.1, Fig.B.93).In ase of the Salerno stith the greater di�erenes between the two model areshowed in J diretion, the RMSE CP trend with RPCs model is more onsistentthan RMSE CP trend obtained with rigorous model (Fig.B.94).The RPCs model is omparable with respet to OrthoEngine rigorous model;the results, previously desribed, underline better auraies when the numberof available GCP is few (Fig.B.94), what is useful both for logisti and budgetmotivations.5.4.2 Conlusions for SISAR RPCs generationThe SISAR RPCs an be used by ommerial software (OrthoEngine andErdas), the results, previously desribed, demonstrate that ommerial softwareresults using SISAR RPCs are absolutely omparable with the results obtainedusing ISD RPCs in the same software and globally even better, provided a properorretion (shift or a�ne) is used (Tabs.5.9, 5.10). It is underlined that SISARRPCs are less than ISD RPCs (about 1/2 ,1/3 oe�ients). This omparisonvalidates the quality of SISAR RPCs, the feasibility and stability of the SISARRPCs generation proess. The results demonstrate that SISAR RPCs permithigh performane for image orientation, ahieving a very good auray. There�nement models (shift and a�ne) do not always improve the results obtainedby using SISAR RPCs for QuikBird images. Moreover it was demonstrated asthe simple shift adjustment eliminates almost the totality of RPCs extrationerrors. Hene, the a�ne model is rarely useful with SISAR RPCs. The RPCsresults are diretly dependent to the Rigorous model from whih are extrated.Of note, EROS A and joint images do not provide RPCs with image �les, so



116 5.4. Summarizing results of omparisonthat SISAR RPCs permit the only powerful orientation with few GCPs for thissatellite.



5.5. Stereo model via RPCs 1175.5 Stereo model via RPCsFinally an example of stereopair orientation via RPCs are presented. Re-sults of SISAR software are ompared with the Erdas ones and with the resultsobtained using a sienti� software developed by Prof. K. Jaobsen of LeibnizUniversity of Hannover. The module of the omputation of ground oordinates ofthe orresponding image points, determined in original spae images and basedbias orreted RPCs is RPCDEM, inluded in the program system BLUH. Theimage oordinates of the orrisponding points on the two images, the orientationinformation of the senes and some GCPs are neessary to arryout the proess-ing. In detail the two senes are oriented using RPCs by RAPORIO (BLUHmodule to the orientation of the original spae images based on RPCs). The in-put �le of RAPORIO are the ground ontrol point oordinates (East, North andheight above the WGS84 ellipsoid), the sene oordinates and the orrispond-ing �le with rational polynomial oe�ients. In the software it is possible seletdi�erent options:
• the value of sigma a priori
• the number of the points an be exluded from the omputation by thesigma a priori
• the bias orretion of the data set (a�ne or shift orretion)In the test shown, the sigma a priori is hosen equal to 1, no point is eliminatedand all the orretion parameters (shift, sale and rotation in both diretion)are estimated. The output �le are: the improved objet oordinates, then trans-formed in image oordinates using the nominal GSD, and the �le for the datatransfer to RPCDEM. Summarizing in the RPCDEM the ground points are om-puted by the intersetion of the equations after the orientation separately of bothsenes by the program RAPORIO.The stereopair used is aquired by Cartosat-1 satellite on the area of Mau-sanne. It is oriented using SISAR, Erdas v.9.0 and RPCDEM software. Theresults obtained show equal RMSE CPs trend for all tested software both inNorth and East diretion and in Height (RMSE CPs is around GSD value inEast and North and around 4m in Height) (Figs.B.101, B.102) The behavior isthe same for Cartosat-1 CastelGandolfo image for the three software (the rangeof RMSE CPs varies between 1.2 m and 1.8m in North omponent and 2.8 mand 1.8 m in East omponent and near to 1.4 m in height) (Figs.B.95, B.96)while in Cartosat-1 Rome image the trend in only similar with little shift amongthe three software (Figs.B.97, B.98); for the Cartosat-1 Warsaw image, in Northdiretion SISAR shows a worse auray in North, it is shifted of 0.2 m respetto tha auray trend obtained with Erdas and RPCDEM and also in the Height



118 5.5. Stereo model via RPCsdiretion the RMSE CPs for SISAR is more high respet to Erdas and RPCDEM(Figs.B.99, B.100).Table 5.13: Results in meter of stereopair orientation using RPC modelSensor Area RMSE CPsSISARn◦ GCPs E[m℄ N[m℄ Height[m℄Cartosat-1 Rome 18 1.90 1.73 2.22Mausanne 17 3.03 2.59 3.77CatelGandolfo 12 1.53 1.19 1.29Warsaw 13 1.60 1.06 1.87Erdasn◦ GCPs E[m℄ N[m℄ Height[m℄Cartosat-1 Rome 18 1.89 1.62 1.83Mausanne 17 2.69 2.71 3.89CatelGandolfo 12 1.21 1.53 1.29Warsaw 13 1.29 1.16 2.34RPCDEMn◦ GCPs E[m℄ N[m℄ Height[m℄Cartosat-1 Rome 18 1.94 1.59 2.04Mausanne 17 2.72 2.69 3.91CatelGandolfo 12 1.51 1.22 1.28Warsaw 13 1.29 1.11 1.42



Chapter 6Conlusions
High resolution satellite imagery (HRSI) beame available in 1999 with thelaunh of IKONOS, the �rst ivil satellite o�ering a spatial resolution of 1 m.Sine then other high resolution satellites have been launhed, among whihthere are EROS A (1.8 m), QuikBird (0.61 m), Orbview-3 (1 m), EROS-B (0.7m), Worldview-1 (0.5 m) and GeoEye-1 (0.41 m) and others are planned to belaunhed in the next few years. Moreover many new satellites dediated to stereoviewing, for example Cartosat-1 (2.5 m), have been launhed.HRSI have relevant impat in artographi appliations, as possible alterna-tive to aerial imagery to produe orthophotos, to generate of Digital ElevationModels (DEM) and Digital Surfae Models (DSM) and also for 3D feature/objetextration (e.g. for ity modeling), espeially in areas where the organization ofphotogrammetri �ights may be ritial.The geomati utilizations of satellite imagery require a high level geometriorretion through image orientation. Two di�erent types of orientation modelsare usually adopted: the physial sensor models (also alled rigorous models) andthe generalized sensor models.In this thesis many features of the sensor models were disussed, both forsingle images and stereopairs. In details, disussions were foused on the rigorousmodels for the orientation of the basi image (level 1A) and of the image projetedonto a spei� objet surfae (usually an expanded ellipsoid; derived from theWGS84) (level 1B), as well on the RPC model; both models were extended tostereopairs.The models, designed for the orientation of imagery aquired by pushbroom



120sensors arried on satellite platforms, EROS A, QuikBird, Ikonos, Cartosat-1,WorldView-1 and GeoEye-1, were implemented in the software SISAR (Softwareper Immagini Satellitari ad Alta Risoluzione) developed at the Area di Geodesiae Geomatia - Sapienza Università di Roma.After the presentation of the models, many appliations were presented; topoint out the e�etiveness of the new models, SISAR results were ompared withthe orresponding ones obtained by di�erent ommerial software (OrthoEngine,Erdas) and by an other sienti� software developed at Leibniz University ofHannover (Germany).Real appliations are demonstrated that rigorous models both for level 1Aand level 1B imagery an provide orientation auray at 1-1.5 pixel level inthe horizontal omponents (Tabs.4.5, 4.7), and at 1-2 pixel level in the heightfor stereopairs (even better with Cartosat-1 and slightly worse with EROS-1)(Tab.4.8).The SISAR software for the RPCs usage provided optimal results in alltested imagery, with outomes at least equal to the ommerial software analyzed.Ahievable image auray does not inrease onsiderably even if more than 2-5GCPs for the shift transformation and more than 4-5 for the a�ne transformationare used; this fat permits to obtain an orientation of good quality even with afew GCPs, whih is the main goal when RPCs are used.The RPCs generated by SISAR an be used by ommerial software (Ortho-Engine and Erdas), the results demonstrated that ommerial software resultsusing are omparable with the ones obtained using metadata (ISD) RPCs in thesame software and globally even better, provided a proper orretion (shift ora�ne) is used. It is important to underlined that the number of SISAR RPCs isremarkably lower (about 1/2 ,1/3 oe�ients) than the one of ISD RPCs (78),being SISAR RPCs estimated onsidering the parsimony priniple. In order tosummarize the results of the omparison between RPCs generated by SISAR soft-ware (SISAR RPCs) and the RPCs supplied by vendors (ISD RPCs) the ratio Rof the RMSE CP was introdued as referene index like listed in Tables 5.9, 5.10.In this respet, whih is a novelty of the implemented models, a parti-ular are, both for rigorous orientation model and for RPCs model, was de-voted into the estimable parameters seletion. In fat not all the parametersinluded in a rigorous model might be well estimated from the available data;therefore, estimable parameters have to be automatially identi�ed, whereas thenon-estimable ones have to be properly onstrained. As regards RPCs modeluntil now the usual strategy for the seletion of estimable oe�ients was basedon Tikhonov regularization. In this work a di�erent innovative method for theestimable parameters seletion was used, based on the Singular Value Deompo-sition (SVD) and QR deomposition.One of the main appliation for satellite stereopair is the Digital Surfae



121Models (DSMs) generation. DSMs have large relevane in many enviromentaland engeneering appliations, suh as topographi mapping, spatial and temporalhange detetion, feature extration, data visualization, et. Two DSMs wereextrated and analysed: the �rst was obtained by the Cartosat-1 stereopairsand overs the CastelGandolfo Area (Lazio, entral Italy) and the latter by theWorldView-1 stereopair overing the Augusta Area (Siily). As regards Cartosat-1 DSM the height auary is around 3 m in the one open area and around 4.5 m inthe urban area; the auray inreases after �ltering (Tab.4.10). The WorldView-1 DSM auray was evaluated by sample omparisons, based on a signi�antnumber of Chek Points with a mean 3D auray of 0.3-0.5 m, olleted bykinemati GPS surveys and also on the DSM extrated from Quikbird stereopair(2.5 m average vertial auray); DSM auray is at 2 pixel level (Tab.4.13).In the future the orientation model for new platforms (like WorldView-2and Prism sensors) and the module to perform the image mathing, based ontwo-stage dynami programming tehnique will be implemented.



122Table 4.5 Results in pixel of Level 1A single image orientationRMSE CPsSensor Area SISAR OrthoEnginen◦GCPs E[pix℄ N[pix℄ n◦CPs E[pix℄ N[pix℄Level 1A imagesEROS A Rome (R1) 17 1.33 1.39 17 1.14 1.06Rome (R2) 13 1.56 2.53 17 1.83 2.90Rome (R4) 13 1.26 1.28 17 1.33 1.61QuikBird Rome 17 0.72 0.77 13 0.89 0.84Augusta (*P001) 13 1.69 1.45 21 1.10 1.78Augusta (*P002) 13 1.28 1.25 13 1.24 1.41Salerno �joint� 17 0.78 1.25 21 1.07 0.97

Cartosat-1
Rome (bandA) 12 0.79 0.74 12 0.99 0.61Rome (bandF) 18 0.80 0.94 15 0.94 0.78CastelGandolfo (bandA) 21 0.98 1.04 21 0.78 0.83CastelGandolfo (bandF) 9 0.88 0.93 21 1.13 0.92Warsaw (bandA) 13 0.71 0.62 13 0.66 0.56Warsaw (bandF) 17 1.31 0.91 17 0.73 0.55Mausanne (bandA) 13 1.36 1.10 9 1.46 1.25Mausanne (bandF) 9 1.52 1.05 9 1.68 1.29WorldView-1 Augusta (4505 R1C1-R2C1) 9 0.46 0.69 13 0.77 0.76Augusta (4545 R1C1-R2C1) 13 0.44 0.70 13 1.01 2.26



123

Table 4.7 Results in pixel of Level 1B single image orientationRMSE CPsSensor Area Aquisition mode SISAR OrthoEnginen◦GCPs E[pix℄ N[pix℄ n◦GCPs E[pix℄ N[pix℄Level 1B imagesIkonos Rome Forward 10 0.86 0.72 10 0.97 0.74GeoEye-1 Rome Reverse 12 0.66 1.26 8 0.60 1.24WorldView-1 Rome Forward 8 0.52 1.0 10 1.14 0.74QuikBird Rome Forward 10 1.08 0.60 10 0.98 0.76



124Table 4.8 Results in meter of level 1A - level 1B stereopair orientationRMSE CPsSensor Area GSD[m℄ n◦GCPs SISAR OrthoEngineE[m℄ N[m℄ H[m℄ E[m℄ N[m℄ H[m℄Level 1A imagesEROS A Rome 3.10 21 2.50 2.81 5.94 3.17 4.40 6.97(R1/R2)QuikBird Augusta 0.77 21 0.50 0.84 0.86 0.78 1.07 1.33(*P001/*P002)
Cartosat-1

Rome 2.50 15 1.58 1.60 2.27 2.07 1.63 2.13(bandA/bandF)CastelGandolfo 2.50 21 1.79 1.57 5.12 2.26 2.04 1.32(bandA/bandF)Warsaw 2.50 13 1.83 1.59 2.18 1.64 1.09 2.01(bandA/bandF)Mausanne 2.50 9 2.03 2.65 2.95 2.44 3.85 4.02(bandA/bandF)
WorldView-1 Augusta 0.50 17 0.42 0.59 0.98 0.90 1.50 4.08(4505/4545)Augusta 0.50 12 0.35 0.32 0.72 0.53 0.41 1.14(4045 R1C1- 4545 R1C1)Augusta 0.50 12 0.48 0.25 1.37 1.03 1.71 4.99(4045 R2C1- 4545 R2C1) Level 1B imagesIkonos Bagnoli 1.00 13 1.76 1.38 2.02 0.90 1.55 1.95(Bagnoli3/Bagnoli4)



125

Table 5.9 Ratio R in all tested software using shift transformationRMSE CP(ISD RPCs)/RMSE CP(SISAR RPCs)Shift transformation Image OrthoEngine Erdas 8.6 SISARI J I J I JQuikBird Rome 0.19 1.04 0.5 0.86 0.64 0.79Augusta (*P001) 0.88 0.76 0.68 0.78 0.82 0.70Augusta (*P002) 0.27 1.09 0.38 1.36 0.33 1.18Salerno (*P001) 2.25 1.49 2.10 1.28 2.90 1.15Salerno (*P002) 1.01 0.41 1.28 0.54 1.32 0.51Salerno (*P003) 1.12 0.22 1.01 0.32 0.96 0.23Average 0.96 0.84 1.01 0.85 1.16 0.76Ikonos Rome 0.87 0.92 0.89 0.75 0.89 0.89Bagnoli1 0.88 1.10 0.87 1.13 0.91 1.14Bagnoli2 0.84 1.11 0.81 1.06 0.83 1.12Bagnoli3 1.03 0.87 0.99 1.08 1.02 0.89Bagnoli4 1.02 0.83 0.97 0.94 1.00 0.81Average 0.93 0.97 0.9 0.99 0.93 0.97



126Table 5.10 Ratio R in all tested software using a�ne transformationRMSE CP(ISD RPCs)/RMSE CP(SISAR RPCs)A�ne transformation Image OrthoEngine Erdas 8.6 SISARI J I J I JQuikBird Rome 0.17 0.81 0.75 0.95 0.75 0.94Augusta (*P001) 0.93 1.16 1.09 1.16 0.96 1.14Augusta (*P002) 0.46 1.03 1.26 1.14 1.17 1.11Salerno (*P001) 1.28 1.91 0.82 1.81 0.80 1.73Salerno (*P002) 0.95 0.82 1.14 0.79 1.12 0.77Salerno (*P003) 0.75 0.61 1.13 0.93 1.14 0.93Average 0.82 1.07 1.27 1.12 1.11 1.10Ikonos Rome 1.02 1.07 1.01 1.07 1.01 1.10Bagnoli1 1.25 1.11 1.27 1.11 1.28 1.11Bagnoli2 1.13 1.14 1.15 1.14 1.15 1.14Bagnoli3 1.05 1.09 1.06 1.23 1.06 1.23Bagnoli4 1.08 1.06 1.10 1.13 1.10 1.12Average 1.11 1.10 1.12 1.14 1.12 1.14



127Table 4.10 Auray of Cartosat-1 height models heked by preise refereneDSM/DEM (*open area, **urban area)Image Area SZ[m℄ bias[m℄ SZ =f(α=inlination)[m℄CastelGandolfo no �ltered 2.88* -0.06 2.71+0.41*tan α�ltered 2.29* 0.30 2.26+0.17*tan αno �ltered 4.67** -0.58 3.95+1.64*tan α�ltered 4.06** -0.34 3.27+1.91*tan αTable 4.13 Results of auray assessmentOpen Area NorthBias [m℄ St Dev [m℄ RMSE Z [m℄DPCOR/SISAR WorldView-1- -0.60 1.14 1.29CPsOrthoEngine WorldView-1- 1.32 0.57 1.44CPsOrthoEngine QuikBird- 0.27 0.60 0.66CPsOrthoEngine QuikBird- 1.39 2.25 2.64DPCOR/SISAR WorldView-1OrthoEngine QuikBird- 0.06 2.11 2.11OrthoEngine WorldView-1DPCOR/SISAR WorldView-1- -1.69 1.90 2.52OrthoEngine WorldView-1 City NorthBias [m℄ St Dev [m℄ RMSE Z [m℄DPCOR/SISAR WorldView-1- 0.21 0.59 0.63CPsOrthoEngine WorldView-1- 0.34 0.64 0.72CPsOrthoEngine QuikBird- 2.91 0.77 3.01CPsOrthoEngine QuikBird- 2.65 1.90 3.26DPCOR/SISAR WorldView-1OrthoEngine QuikBird- 2.26 1.83 2.91OrthoEngine WorldView-1DPCOR/SISAR WorldView-1- -0.29 1.56 1.59OrthoEngine WorldView-1
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Appendix A
A.1 Rigourous model for single image (level 1A)A.1.1 EROS A
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Figure A.1: Image auray vs. GCP number for EROS A (ITA1-e1090724)



130 A.1. Rigourous model for single image (level 1A)
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Figure A.3: Image auray vs. GCP number for EROS A (MBT1-e1009023)



A.1. Rigourous model for single image (level 1A) 131A.1.2 QuikBird
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Figure A.4: Image auray vs. GCP number for QuikBird Salerno �joint�



132 A.1. Rigourous model for single image (level 1A)
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134 A.1. Rigourous model for single image (level 1A)A.1.3 Cartosat-1
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A.1. Rigourous model for single image (level 1A) 135
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136 A.1. Rigourous model for single image (level 1A)
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A.1. Rigourous model for single image (level 1A) 137
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138 A.1. Rigourous model for single image (level 1A)
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A.1. Rigourous model for single image (level 1A) 139A.1.4 WorldView-1
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Figure A.16: Image auray vs. GCP number for WorldView-1 Augusta (4505R1C1-R2C1)



140 A.1. Rigourous model for single image (level 1A)
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Figure A.17: Image auray vs. GCP number for WorldView-1 Augusta (4545R1C1-R2C1)
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Figure A.19: Image auray vs. GCP number for WordlView-1 Augusta (4505R2C1)
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Figure A.20: Image auray vs. GCP number for WordlView-1 Augusta (4545R1C1)



142 A.1. Rigourous model for single image (level 1A)
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Figure A.21: Image auray vs. GCP number for WordlView-1 Augusta (4545R2C1)



A.2. Rigourous model for single image (level 1B) 143A.2 Rigourous model for single image (level 1B)A.2.1 Ikonos
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144 A.2. Rigourous model for single image (level 1B)A.2.2 QuikBird
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Figure A.23: Image auray vs. GCP number for QuikBird OrthoReady imageof Rome



A.2. Rigourous model for single image (level 1B) 145A.2.3 GeoEye-1
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146 A.2. Rigourous model for single image (level 1B)A.2.4 WorldView-1
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A.3. Rigorous model for stereopair (level 1A - level 1B) 147A.3 Rigorous model for stereopair (level 1A - level1B)A.3.1 EROS A
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Figure A.26: Image auray vs. GCP number for EROS A stereopair of Rome(R1-R2)
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Figure A.31: Image auray vs. GCP number for Cartosat-1 CastelGandolfostereopair
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Figure A.32: Image auray vs. GCP number for WorldView-1 stereopair ofAugusta (4505-4545)
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Figure A.33: Image auray vs. GCP number for WordlView-1 Augusta stere-opair (4505 R1C1-4545 R1C1)
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Figure A.34: Image auray vs. GCP number for WordlView-1 Augusta stere-opair (4505 R2C1-4545 R2C1)
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Figure A.35: Image auray vs. GCP number for Ikonos stereopair of Bagnoli3- Bagnoli4



Appendix B
B.1 Results of RPCs appliationB.1.1 Ikonos
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Figure B.4: Ikonos Bagnoli1 - Image auray omparison with di�erent orre-tion tehniques (5 GCP)
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Figure B.6: Ikonos Bagnoli1 - Image auray obtained with an a�ne transfor-mation for the tested software
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Figure B.7: Ikonos Bagnoli2 - Image auray omparison with di�erent orre-tion tehniques (5 GCP)
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Figure B.9: Ikonos Bagnoli2 - Image auray obtained with an a�ne transfor-mation for the tested software
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Figure B.10: Ikonos Bagnoli3 - Image auray omparison with di�erent orre-tion tehniques (5 GCP)
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Figure B.12: Ikonos Bagnoli3 - Image auray obtained with an a�ne transfor-mation for the tested software
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Figure B.13: Ikonos Bagnoli4 - Image auray omparison with di�erent orre-tion tehniques (5 GCP)



162 B.1. Results of RPCs appliation

0.00

0.50

1.00

1.50

2.00

2.50

3.00

3.50

4.00

4.50

 0  3  6  9  12  15  18  21  24

R
M

S
E

 C
P
 [
p
ix

]

# GCP

Ikonos - Bagnoli4  GSD 1.00[m] 
 RMSE CP  shift transformation

I SISAR
J SISAR

I OrthoEngine
J OrthoEngine

I Erdas
J ErdasFigure B.14: Ikonos Bagnoli4 - Image auray obtained with a shift transforma-tion for the tested software

0.00

1.00

2.00

3.00

4.00

5.00

6.00

7.00

8.00

 0  3  6  9  12  15  18  21  24

R
M

S
E

 C
P
 [
p
ix

]

# GCP

Ikonos - Bagnoli4  GSD 1.00[m] 
 RMSE CP  affine transformation

I SISAR
J SISAR

I OrthoEngine
J OrthoEngine

I Erdas
J Erdas

Figure B.15: Ikonos Bagnoli4 - Image auray obtained with an a�ne transfor-mation for the tested software
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Figure B.16: QuikBird Rome - Image auray omparison with di�erent or-retion tehniques (5 GCP)
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Figure B.17: QuikBird Rome - Image auray obtained with a shift transfor-mation for the tested software
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Figure B.18: QuikBird Rome - Image auray obtained with an a�ne trans-formation for the tested software
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Figure B.19: QuikBird Augusta (*P002) - Image auray omparison withdi�erent orretion tehniques (5 GCP)
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Figure B.20: QuikBird Augusta (*P002) - Image auray obtained with a shifttransformation for the tested software
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Figure B.21: QuikBird Augusta (*P002) - Image auray obtained with ana�ne transformation for the tested software
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Figure B.22: QuikBird Salerno (*P002) - Image auray omparison with dif-ferent orretion tehniques (5 GCP)
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Figure B.23: QuikBird Salerno (*P002) - Image auray obtained with a shifttransformation for the tested software
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Figure B.24: QuikBird Salerno (*P002) - Image auray obtained with an a�netransformation for the tested software
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I SISAR RPCFigure B.26: QuikBird Rome - Image auray obtained with an a�ne trans-formation for SISAR software
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Figure B.27: QuikBird Augusta (*P001) - Image auray obtained with a shifttransformation for SISAR software
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Figure B.28: QuikBird Augusta (*P001) - Image auray obtained with ana�ne transformation for SISAR software
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Figure B.29: QuikBird Augusta (*P002) - Image auray obtained with a shifttransformation for SISAR software
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Figure B.30: QuikBird Augusta (*P002) - Image auray obtained with ana�ne transformation for SISAR software
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Figure B.31: QuikBird Salerno (*P001) - Image auray obtained with a shifttransformation for SISAR software
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Figure B.32: QuikBird Salerno (*P001) - Image auray obtained with an a�netransformation for SISAR software
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Figure B.33: QuikBird Salerno (*P002) - Image auray obtained with a shifttransformation for SISAR software
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Figure B.34: QuikBird Salerno (*P002) - Image auray obtained with an a�netransformation for SISAR software
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Figure B.35: QuikBird Salerno (*P003) - Image auray obtained with a shifttransformation for SISAR software
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Figure B.36: QuikBird Salerno (*P003) - Image auray obtained with an a�netransformation for SISAR software
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Figure B.44: Ikonos Bagnoli3 - Image auray obtained with an a�ne transfor-mation for SISAR software
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Figure B.46: Ikonos Bagnoli4 - Image auray obtained with an a�ne transfor-mation for SISAR software
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Figure B.47: QuikBird Rome - Image auray obtained with a shift transfor-mation for OrthoEngine software
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Figure B.48: QuikBird Rome - Image auray obtained with an a�ne trans-formation for OrthoEngine software
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Figure B.50: QuikBird Augusta (*P001) - Image auray obtained with ana�ne transformation for OrthoEngine software
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Figure B.51: QuikBird Augusta (*P002) - Image auray obtained with a shifttransformation for OrthoEngine software
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Figure B.52: QuikBird Augusta (*P002) - Image auray obtained with ana�ne transformation for OrthoEngine software
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Figure B.53: QuikBird Salerno (*P001) - Image auray obtained with a shifttransformation for OrthoEngine software
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Figure B.54: QuikBird Salerno (*P001) - Image auray obtained with an a�netransformation for OrthoEngine software
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Figure B.55: QuikBird Salerno (*P002) - Image auray obtained with a shifttransformation for OrthoEngine software
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Figure B.56: QuikBird Salerno (*P002) - Image auray obtained with an a�netransformation for OrthoEngine software
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Figure B.57: QuikBird Salerno (*P003) - Image auray obtained with a shifttransformation for OrthoEngine software
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Figure B.58: QuikBird Salerno (*P003) - Image auray obtained with an a�netransformation for OrthoEngine software
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Figure B.66: Ikonos Bagnoli3 - Image auray obtained with an a�ne transfor-mation for OrthoEngine software
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Figure B.68: Ikonos Bagnoli4 - Image auray obtained with an a�ne transfor-mation for OrthoEngine software
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Figure B.69: QuikBird Rome - Image auray obtained with a shift transfor-mation for Erdas software
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Figure B.72: QuikBird Augusta (*P001) - Image auray obtained with ana�ne transformation for Erdas software
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Figure B.73: QuikBird Augusta (*P002) - Image auray obtained with a shifttransformation for Erdas software
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Figure B.74: QuikBird Augusta (*P002) - Image auray obtained with ana�ne transformation for Erdas software
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Figure B.75: QuikBird Salerno (*P001) - Image auray obtained with a shifttransformation for Erdas software
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Figure B.76: QuikBird Salerno (*P001) - Image auray obtained with an a�netransformation for Erdas software
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Figure B.77: QuikBird Salerno (*P002) - Image auray obtained with a shifttransformation for Erdas software
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Figure B.78: QuikBird Salerno (*P002) - Image auray obtained with an a�netransformation for Erdas software
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Figure B.79: QuikBird Salerno (*P003) - Image auray obtained with a shifttransformation for Erdas software
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Figure B.80: QuikBird Salerno (*P003) - Image auray obtained with an a�netransformation for Erdas software
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Figure B.88: Ikonos Bagnoli3 - Image auray obtained with an a�ne transfor-mation for Erdas software

0.00

0.50

1.00

1.50

2.00

2.50

3.00

3.50

4.00

4.50

 0  3  6  9  12  15  18  21  24

R
M

S
E

 C
P
 [
p
ix

]

# GCP

Ikonos - Bagnoli4 GSD 1.00[m]  
 RMSE CP  shift transformation 

I ISD RPC
J ISD RPC

I SISAR RPC
I SISAR RPCFigure B.89: Ikonos Bagnoli4 - Image auray obtained with a shift transforma-tion for Erdas software



206 B.4. ISD RPCs vs SISAR RPCs in Erdas software

0.00

1.00

2.00

3.00

4.00

5.00

6.00

7.00

8.00

9.00

 0  3  6  9  12  15  18  21  24

R
M

S
E

 C
P
 [
p
ix

]

# GCP

Ikonos - Bagnoli4 GSD 1.00[m]  
 RMSE CP  affine transformation 

I ISD RPC
J ISD RPC

I SISAR RPC
I SISAR RPC
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Figure B.93: EROS A R4 - Comparison between RPCs model and rigorous model
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