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## Introduction

This thesis covers topics that recently emerged in the field of decisions under risk and uncertainty. The main topic of this work is the target-based approach to utility theory. A rich literature has been devoted in the last decade to this approach to economic decisions (see $[\mathbf{1 9}, \mathbf{2 0}, \mathbf{2 8}, \mathbf{2 9}, \mathbf{1 4 1}$, 142]). Originally, interest has been concentrated on the single-attribute case $[\mathbf{1 9}, \mathbf{2 8}, 29]$ and, more recently, extensions to multi-attribute case have been studied [20, 141, 142]. This literature is still growing, with a main focus on applied aspects (see, for example, $[\mathbf{1 3}, \mathbf{1 4 9}, \mathbf{1 5 0}]$ ). We will, on the contrary, concentrate attention on some aspects of theoretical type, related with the multi-attribute case.

Various mathematical concepts, such as non-additive measures, aggregation functions, multivariate probability distributions, and notions of stochastic dependence emerge in the formulation and the analysis of targetbased models, see [38]. It is to be said that notions in the field of nonadditive measures and aggregation functions are quite common in the modern economic literature. They are used in game theory (see, for example, [71, 145]) and multi-criteria decision aid (see $[3,62,63,69,81,86]$ ). In such fields, one aims to finding the best alternative for a Decision Maker (DM), or classifying the set of good alternatives in choices with many criteria, for situations where uncertainty is not present. These notions have generally been used to go beyond the classical principle of maximization of expected utility in decision theory $[59,77,80,92,124,144]$. Along our work, on the contrary, we show how non-additive measures and aggregation functions are of interest even in the frame of the classical utility theory. More precisely we show that they emerge in a natural way in the targetbased approach when considering the multi-attribute case. Furthermore we explain how they combine with the analysis of multivariate probability distributions and with concepts of stochastic dependence.

For what concerns non-additive measures, we pay particular attention to the concept of capacity, or fuzzy measure, that constitutes a specific class of such measures that enjoys the property of monotonicity. Capacities, on the family of subsets of a finite space, have been introduced by Choquet in [34] and independently defined by Sugeno in [138] in the context of fuzzy integrals. Given a finite set $\Omega$, with corresponding power set $2^{\Omega}$, a capacity is a set function $m: 2^{\Omega} \rightarrow[0,1]$ satisfying

- $m(\emptyset)=0, m(\Omega)=1 ;$
- $m(J) \leq m(I)$ for all sets $I, J \in 2^{\Omega}$ such that $J \subseteq I$.

Such capacities find many applications. For example, as mentioned above, in game theory, where they are used to assess the right importance to each component of a coalition, or in multi-criteria decision making, representing degrees of satisfaction of investors fulfilling a defined set of objectives (see, for example, [64]). Capacities can be better studied through the use of some algebraic transforms, like the Möbius transform [116], the Shapley [128] and the interaction transforms [104], and others.

In particular the Möbius transform $M_{m}$ of a capacity $m$ is a function satisfying the equality

$$
M_{m}(I)=\sum_{J \subseteq I}(-1)^{|J|+1} m(J),
$$

for any set $I \in 2^{\Omega}$. This object turns out to be very useful in multicriteria decisional problems (see [66]) as, in particular, for problems described by the target-based model, as we will see later. A first application of the Möbius transform for capacities arises in the theory of aggregation functions and of non-additive integrals. Aggregation functions are built from capacities and inherit their basic feature of monotonicity. The idea of aggregation consists in summarizing the information contained in an $n$-dimentional vector to a single representative value. This value is a sort of average and it is expressed in terms of the underlying capacity. Also non-additive integrals are built by means of capacities, of which they represent a natural extension. They are also known as fuzzy integrals and take this name from the fuzzy measures from which they derive. An important feature of this kind of integrals is that, in their turn, they provide an extension of Lebesgue-kind integrals based on additive measures.

The most common fuzzy integral is the Choquet integral, introduced by Choquet in 1953 and rediscovered in 1986, when David Schmeidler [124] first put forward an axiomatic model of choice with non-additive beliefs. Let $m$ be a capacity defined on a discrete set of indices $N:=\{1, \ldots, n\}$ and let $x_{1}, \ldots, x_{n} \in \mathbb{R}_{+}$. The discrete Choquet integral of a function $x$ : $N \rightarrow \mathbb{R}_{+}$with respect to the capacity $m$ is then defined as

$$
C h_{m}(x):=\sum_{i=1}^{n}\left[x_{(i)}-x_{(i-1)}\right] m(\{\sigma(i), \ldots, \sigma(n)\}),
$$

where $\sigma(i)$ is the element of $N$ corresponding to $x_{(i)}, x_{(1)} \leq \ldots \leq x_{(n)}$ and $x_{(0)}:=0$.

The Choquet integral, together with Sugeno integral [138] and other fuzzy integrals, has been largely used in the context of decision making and analysis of decisions under uncertainty, see $[62,63,69]$. In this paper we will show how the Choquet integral emerges as natural in the target-based approach to utilities, in the case in which the coordinates of the target vector manifest comonotonicity. In this view, we will show how our model may represent an extension of the Choquet integral for capacities.

The concept of decision analysis under uncertainty has seen a first formalization in 1944 [145], when Von Neumann and Morgenstern (NM) laid the foundations of what is known as the axiomatic theory expected utility theory. It should however be remember that a first hint to the use expected utility (instead of the simple average) was introduced by Bernoulli during the $18^{\text {th }}$ century, in the evaluation of the proceeds of a lottery.

Consider a set of random variables $\mathcal{X}$ with values in $\mathcal{Z}$ and consider a preference ordering $\succ$ that we want to use to describe our preferences on $\mathcal{X}$; consider $\mathcal{Z}$ as a complete and separable metric space with its sigma-algebra $\sigma(\mathcal{Z})$. The set $\mathcal{X}$, assumed finite for our purposes, takes the meaning of the set of possible choices, or the set of lotteries, while $\mathcal{Z}$ is the set of possible consequences of such choices, or possible outcomes of the lotteries, named prospects. The best possible choice will then be the one with best possible outcome. In this perspective, to give a qualitative analysis of the preferences, Decision Makers will try to measure, or at least to order, outcomes by means of some utility function.

First of all we have to notice that the goodness of the outcomes is not evaluated in the same way by all the Decision Makers, since the degree of satisfaction for a same result shall be different according to the feelings of each DM. The choice of the utility function is evidently subjective and linked to the behavior of the DM toward risk and uncertainty. So every DM is asked to choose his own function in order to express his preferences among elements of $\mathcal{Z}$. Hence, the utility function will be expressed as $u$ : $\mathcal{Z} \rightarrow \mathbb{R}$, where $u$ is assumed to be non-decreasing, following the idea that better outcomes shall be associated with bigger values. To be more precise, according to the preference relation $\succ$ and to NM principles, we have

$$
X \succ Y \quad \Leftrightarrow \quad \mathbb{E}[u(X)]>\mathbb{E}[u(Y)] \quad \forall X, Y \in \mathcal{X}
$$

where $\mathbb{E}$ has the meaning of the expected value of the function $u$.
Von Neumann and Morgenstern also devoted attention to the study of the attitudes of DMs towards risk. They classified them according to three categories of behavior, namely risk neutral, risk-seeking and risk-averse Decision Makers. The former are indifferent in choosing between two risky prospects, but with the same expected value; risk-averse Decision Makers, among prospects with the same expected value, prefer the less risky (for them you have $u(\mathbb{E}[X]) \geq \mathbb{E}[u(X)]$, then they make use of a concave utility function); risk-seeker DMs, finally, will manifest the opposite attitude towards risk (and hence will choose a convex utility function).

In this perspective it is interesting to compare investors through their attitudes toward risk. Between two DM playing the same game, but with two different utility functions, it is interesting, for example, to establish which of them is the more risk averse. De Finetti in [37] was the first to give a solution of this problem, by introducing the concept of measure of risk aversion. Such a concept is strictly linked to the one of risk premium, that is the quantity the DM is willing to pay in order to replace the utility
of her risky prospect with its expected value. De Finetti's measure of risk aversion is a function that quantifies the risk premium of each DM on the basis of her utility function, describing as more risk averse an individual willing to pay a bigger risk premium.

Other substantial contributions in this direction, have been made over the years by Samuelson [119], Pratt [110], Rothschild and Stiglitz [117], Arrow [7], and Fishburn [57]. However, objections have also been made to the models based on the maximization of expected utility: first of all Allais, in 1953, offered a paradox in contrast to the theory proposed by Neumann and Morgenstern; Ellsberg [52] casted doubts on the axiomatic formulation of Savage [120], giving rise to a expected utility theory based on generalized Choquet integrals. However, it was only around 1980 that theories alternative to the expected utility began to be proposed (with the active participation of scholars from disciplines different from the traditional economic, statistical, and mathematical, as philosophers and psychologists). Among the main contributions in this period: Kahneman and Tversky [77], Machina [92, 93], Quiggin [112], Karni [80], Gilboa [59], Schmeidler [124], and others. The theory of choice under uncertainty has taken, since then, very different features than before.

Among the newest concepts of utilities, the one of target-based utility plays a central role in our work. Firstly introduced by Castagnoli and LiCalzi in 1996 [28], then extended by Bordley and LiCalzi in 2000 [19], it gives a quite innovative perspective in the frame of decision theory under risk. In such a model the classical utility function is seen as a distribution function of a (random) target, which the DM wants to overcome with the largest confidence possible. The principle of maximization of the expected utility, in these settings, will then be applied by the DM to the probability of achieving her target. It is interesting to notice that, in the one-dimensional case, the model built in this way is still a utility model in the sense of Von Neumann Morgenstern (NM), while in higher dimensions this parallel, in general, fails. One of the most important and amazing result in this paper is that, the multi-dimensional model that we are going to introduce perfectly fits with the utility models built according to the NM principles, although we make use of non-additive measures to describe preferences involved in it.

Consider, for instance, a utility function $u$, increasing and with values in $[0,1]$. The degree of satisfaction of a DM adopting such a function $u$ is then ranged, without loss of generality, in this interval, where 1 represents full accomplishment of DM's objective and 0 stand for a total failure. Now consider a random variable $T$, with values in $\mathbb{R}$, with the meaning of a target to fulfill, and consider its distribution function

$$
F_{T}(x)=\mathbb{P}(T \leq x) .
$$

As a function ranging in $[0,1]$, the utility $u$ can be considered as the distribution function $F_{T}$ of the target $T$. Then the degree of satisfaction of the

DM will be a non-decreasing function according to $F_{T}$. For any prospect $X \in \mathcal{Z}$ it will be of interest, then, to analyze and maximize the quantity

$$
\mathbb{P}(T \leq X)
$$

as the expected utility of the prospect $X$. In fact one has

$$
\mathbb{E}(X)=\int u(X) d F_{X}(x)=\int \mathbb{P}(T \leq x) d F_{X}(x)=\mathbb{P}(T \leq X)
$$

The one-dimensional model naturally follows the one of expected utility, but extensions of the target-based model to the multi-attribute case are not immediate and may not describe multi-attribute utility functions. Some proposal have been made in the recent years, for example by Bordley and Kirkwood [20], that considered multi-attribute target-based decisional model with independent targets, by Tsetlin and Winkler [141, 142], that look for correspondence between a target-oriented formulation corresponding to a multi-attribute utility function, with particular attention to the two-dimensional case. Given two targets $T_{1}, T_{2}$ with cdf $F_{1}, F_{2}$ and joint law $F_{12}$, Tsetlin and Winkler describe their target-oriented utility function by

$$
u\left(x_{1}, x_{2}\right)=u_{1} F_{1}\left(x_{1}\right)+u_{2} F_{2}\left(x_{2}\right)+\left(1-u_{1}-u_{2}\right) F_{12}\left(x_{1}, x_{2}\right),
$$

where $u_{1}, u_{2}$ are coefficient representing utilities of single targets achieved.
In our work we introduce and study a more extended version of this multi-attribute model. Our model considers $n$ correlated targets $T_{1}, \ldots, T_{n}$ and describes the importance of achieving each one of them by means of a capacity $m$ and its Möbius transform $M_{m}$. More in particular, let $m$ be a capacity defined on a indices set $N=\{1, \ldots, n\}$; for any $I \subseteq N$, consider now $F_{I, \bar{I}}$ as the probability of achieving exactly the targets with indices in $I$ and to fail with respect to the others. The utility function $u$ can now be written as

$$
u(\mathbf{x})=\sum_{I \subseteq N} m(I) F_{I, \bar{I}}(\mathbf{x})
$$

By means of the Möbius transform of $m$, an analogous representation can be given by

$$
u(\mathbf{x})=\sum_{I \subseteq N} M_{m}(I) F_{I}(\mathbf{x})
$$

where $F_{I}$ is the joint law of the targets whose indices are in $I$. The utility is then described by the capacity $m$ and by the marginal contribution of $F$, both evaluated over all the subsets of $N$. The analysis of the capacity $m$ can then be shifted to the study of its transform $M_{m}$, analogously the joint laws $F_{I}$ of the targets can be rewritten in terms of their connecting copulas $C_{I}$, for any $I \subseteq N$.

The concept of copula constitutes a very important tool for this work. Properties of the copulas are for first studied to better describe the targetbased multi-attribute model: to represent the interaction among goods in which a DM invests and to define properties of risk aversion and correlation
aversion of the DM. Moreover they draw a link between target-based model and the Choquet integral, since, in the case when the connecting copula of the targets is the comonotonicity copula, the expression of the expected utility is actually given by a Choquet integral.

Copulas play an important role also in the last part of the work, in which we discuss the comparison between classical stochastic order and the concept of stochastic precedence. The stochastic precedence between two real-valued random variables has often emerged in different applied frameworks: it finds applications in various statistical contexts, including testing and sampling (see [18]), reliability modeling, tests for distributional equality versus various alternatives, and the relative performance of comparable tolerance bounds (see $[5,119]$ ). Furthermore, this concept arises in the probabilistic context of Markov models for waiting times to occurrences of words in random sampling of letters from an alphabet (for references, see [40, 41, 42, 43]).

For two given random variables $X_{1}$ and $X_{2}$, with distributions $F_{1}$ and $F_{2}$, we have that $X_{1} \prec_{s t} X_{2}$ in the sense of the usual stochastic order if

$$
F_{1}(x) \geq F_{2}(x), \text { at any point } x
$$

while we say that $X_{1}$ stochastically precedes $X_{2}\left(X_{1} \preceq_{s p} X_{2}\right)$ if

$$
\mathbb{P}\left(X_{1} \leq X_{2}\right) \geq \frac{1}{2}
$$

In this paper we consider a slightly more general, and completely natural, concept of stochastic precedence and analyze its relations with the notions of stochastic ordering. Motivations for our study arise from different fields, in particular from the frame of Target-Based Approach in decisions under risk. Although this approach has been mainly developed under the assumption of stochastic independence between Targets and Prospects, our analysis concerns the case of stochastic dependence, that we model by means of a special class of copulas, introduced for the purpose. Examples are provided to better explain the behavior of the target-based model under changes in the connecting copulas of the random variables, especially regarding their properties of symmetry and dependence.

Along our work we also trace connections to reliability theory, whose aim is studying the lifetime of a system through the analysis of the lifetime of its components. In these settings, the target-based model finds an application in representing the behavior of the whole considered system by means of the interaction of its components.

More in particular our work consists of five Chapters that are briefly summarized as follows:

- In the first Chapter we outline some basic notions of monotone (non-additive) measures and related concepts of integral. This topic has been of large importance in last decades and found many
applications in decision theory under risk and game theory in particular. Here we introduce the basic concept of capacity and provide an insight to what is called "theory of aggregation".
- In Chapter 2 we fix attention on the concept of copula. Copulas are the most common aggregation function that are used for expressing joint laws of random variables in terms of their marginal distributions. We will review some of the main characteristics of such functions and provide examples useful for our work.
- Chapter 3 gives an overview of the theory of risk and decisions under risk and uncertainty. It introduces the von Neumann-Morgenstern theory of expected utility and gives a brief discussion about the main features of behavior of Decision Makers facing risky situations.
- In Chapter 4 we discuss the target-based approach to utility theory and we show the related role of capacities and multi-dimensional copulas. The multi-attribute model for target-based utility introduced in the work also provides connections with different fields, such as the ones of aggregation theory and system reliability. We provide extensions and application of such a model for both fields. Furthermore, we investigate properties of risk aversion and correlation aversion for Decision Makers who adopt this model for establishing their utility in investments involving more than one asset.
- The results presented in Chapter 5 are focused on the comparison between the classical stochastic order and the quite new concept of stochastic precedence among random variables. Such a relationship is explained in terms of their connecting copulas and relative properties and it is enclosed with an application to onedimensional target-based model for utilities. We also provides several examples showing disagreement between stochastic order and stochastic precedence, principally due to properties concerning dependence and symmetry of connecting copulas.

At the end of this work, a final Section will present concluding remarks and perspectives for future work.

## CHAPTER 1

## Non-Additive Measures

Non-additive measure theory has made a significant progress in recent years and has been intensively used in many fields of applied mathematics, in economics, decision theory and artificial intelligence. In particular, nonadditive measures are used when models based on classical measures are not appropriate.

In this work we will concentrate our attention in the possible applications for the study of expected utility models. Von Neumann and Morgenstern proposed in [145] a model that have been widely used for solving decision theoretical problems through decades, though it has its limitations. Savage in [120] improved it significantly by including subjective probabilities. However, probabilities used in his model remained additive. To make expected utility models more flexible, additive subjective probabilities were later replaced by non-additive probabilities, called capacities or fuzzy measures.

Capacities used in expected utility models prove to be a very flexible tool to model different kinds of behavior. Most Decision Makers, for example, overestimate small and underestimate large probabilities. Further, most Decision Makers prefer decisions where more information is available to decisions with less available information. Such a behavior is known as uncertainty aversion and turns out to be impossible to be expressed through an additive model. On the other side, it is possible to describe basic properties of risk aversion through additive model by transforming utility functions. For a deeper analysis of the aversion towards risk it is necessary to pass to non-additive measures.

Many other results and concepts related with additive measure or probability theory have natural generalizations to non-additive theory. Integration with respect to nonadditive measures, for example, ca be made by replacing the usual Lebesgue integral with the more general concept of fuzzy integral. Fuzzy integrals, in particular, are important tools used to solve problems of decision under risk in finance as well as in game theory.

We start this Chapter recalling the very basic aspects of probability measures. We will then introduce the more general concept of capacity or fuzzy measure, obtained by dropping some of the main properties of the probability measures, and many of its most important properties. Finally we will briefly discuss about integrals built with respect to fuzzy measures, with particular attention to the well known Choquet integral. For our purposes we restrict our study to the case of finite sets.

## 1. The Inclusion-Exclusion Principle

In combinatorics, the inclusionexclusion principle is a counting technique which generalizes the familiar method of obtaining the number of elements in the union of finite sets. Giancarlo Rota said in [116]: "One of the most useful principles of enumeration in discrete probability and combinatorial theory is the celebrated principle of inclusionexclusion. When skillfully applied, this principle has yielded the solution to many combinatorial problems". Actually, this basic combinatorial tool also finds many applications in number theory and in measure theory and, for our purposes, will be very useful for the statement of the Target-Based model for utility.

We start by introducing some useful notation. We consider the set of indices $N:=\{1, \ldots, n\}$, with $I$ a subset of $N$ with cardinality $|I|$. Furthermore, we consider a collection of finite sets $\left\{E_{1}, \ldots, E_{n}\right\}$. We will denote with $E_{I}$ the set $\cap_{i \in I} E_{i}$.

The inclusion-exclusion principle can be used to calculate the cardinality of the union of the sets $\left\{E_{i}\right\}_{i \in N}$, as follows.

Theorem 1.1 (Inclusion-Exclusion Principle). Let $E_{1}, \ldots, E_{n}$ be finite sets. The cardinality of their union is given by

$$
\begin{equation*}
\left|\bigcup_{i=1}^{n} E_{i}\right|=\sum_{I \subseteq N}(-1)^{|I|+1}\left|E_{I}\right| \tag{1.1}
\end{equation*}
$$

Notice that, when the cardinality of intersections is regular (namely $\left|E_{I}\right|=\alpha_{I}$, for all $I \subseteq N$ ), the formula can be rewritten as follows

$$
\begin{equation*}
\left|\bigcup_{k=1}^{n} E_{k}\right|=\sum_{I:|I|=1}^{n}(-1)^{|I|+1}\binom{n}{|I|} \alpha_{I} . \tag{1.2}
\end{equation*}
$$

A similar formula can be found in probabilistic terms, when studying the probability of events in a given probability space. For this purpose fix a finite state space $\Omega$ and define by $2^{\Omega}$ its power set. In these hypothesis we can introduce the following Definitions.

Definition 1.2. A $\sigma$-algebra $\mathcal{F}$ is a family of sets in $2^{\Omega}$ such that
(1) $\emptyset \in \mathcal{F}$;
(2) for any set $E$, if $E \in \mathcal{F}$ then its complement $E^{c} \in \mathcal{F}$;
(3) given a countable family of sets $\left\{E_{n}\right\}_{n \geq 1}, \cup_{n} E_{n} \in \mathcal{F}$.

Definition 1.3. A probability measure over $(\Omega, \mathcal{F})$ is a function $\mathbb{P}$ : $\mathcal{F} \rightarrow[0,1]$ such that
(1) for all set $E \in \mathcal{F}, \mathbb{P}(E) \geq 0$;
(2) $\mathbb{P}(\Omega)=1$ (and $\mathbb{P}(\emptyset)=0$ );
(3) for any countable collection of mutually disjoint sets $\left\{E_{n}\right\}_{n \geq 1}$, one has that $\mathbb{P}\left(\cup_{n} E_{n}\right)=\sum_{n} \mathbb{P}\left(E_{n}\right)$ (countably additivity).

A triplet $(\Omega, \mathcal{F}, \mathbb{P})$ will be called a (finite) probability space. Under these hypothesis we are ready to introduce the probabilistic version of the principle.

Proposition 1.4. Given a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a finite family of events $\left\{E_{1}, \ldots, E_{n}\right\} \in \mathcal{F}$, the inclusion-exclusion principle reads

$$
\begin{equation*}
\mathbb{P}\left(\bigcup_{i=1}^{n} E_{i}\right)=\sum_{I \subseteq N}(-1)^{|I|+1} \mathbb{P}\left(\bigcap_{i \in I} E_{i}\right) . \tag{1.3}
\end{equation*}
$$

For practical purposes we give explicit formula for the case $n=2$, for which the principle reduces to

$$
\begin{equation*}
\mathbb{P}\left(E_{1} \cup E_{2}\right)=\mathbb{P}\left(E_{1}\right)+\mathbb{P}\left(E_{2}\right)-\mathbb{P}\left(E_{1} \cap E_{2}\right) \tag{1.4}
\end{equation*}
$$

An analogous of formula (1.2) can be given in probabilistic settings, when the measure of each event depends only on its cardinality. We have

$$
\begin{equation*}
\mathbb{P}\left(\bigcup_{i=1}^{n} E_{i}\right)=\sum_{I:|I|=1}^{n}(-1)^{|I|+1}\binom{n}{|I|} \mathbb{P}\left(E_{I}\right) . \tag{1.5}
\end{equation*}
$$

We remember that no hypothesis about dependence of events $\left\{E_{n}\right\}_{n}$ are given. In case that the events are mutually pairwise independent, for the countably additivity property of the probability measure, formula (1.3) reduces to

$$
\mathbb{P}\left(\bigcup_{k=1}^{n} E_{k}\right)=\sum_{k=1}^{n} \mathbb{P}\left(E_{k}\right) .
$$

## 2. Capacities

In this Section we will discuss about measures that do not benefit from the additivity, typical property of probability measures. By the way we will concentrate our attention on the weaker property of monotonicity, and to its extensions, by introducing the concept of $k$-monotonicity. This property is strictly linked to the inclusion-exclusion principle presented in the previous Section. We start considering the following

DEFINITION 1.5. Given a set $\Omega$, a relationship $\subseteq$ over $2^{\Omega}$ with the properties of reflexivity, antisymmetry and transitivity is called a partial order. The set $2^{\Omega}$ endowed with such relationship will be then called a partially ordered set, i.e. a poset.

The notation $\left(2^{\Omega}, \subseteq\right)$ is sometimes used in literature to identify such a poset. Over this structure the following property can be considered.

DEFINITION 1.6. Let the poset $2^{\Omega}$ be given. A function $m: 2^{\Omega} \rightarrow \mathbb{R}$ is called monotone if and only if, for all sets $E, I \in 2^{\Omega}$ such that $E \subseteq I$,

$$
\begin{equation*}
m(E) \leq m(I) \tag{1.6}
\end{equation*}
$$

It is straightforward to notice that any probability measure enjoys the property of monotonicity. Notice also that Definition 1.6 can be given for set functions by replacing $\Omega$ by any finite set of indexes $N$. Let now $k$ be an integer such that $k \geq 2$. We have the following

Definition 1.7. Let $K:=\{1, \ldots, k\}$. A function $m$ is said $k-$ monotone if and only if

$$
\begin{equation*}
m\left(\bigcup_{j \in K} E_{j}\right) \geq \sum_{I \subseteq K}(-1)^{|I|+1} m\left(\bigcap_{i \in I} E_{i}\right) \tag{1.7}
\end{equation*}
$$

for all $E_{j} \in 2^{\Omega}, j \in K$. Furthermore we will say that such a function $m$ is totally monotone if it is $k$-monotone for all $k \geq 2$.

For the special case $k=2$ formula (1.7) can be rewritten as

$$
\begin{equation*}
m\left(E_{1} \cup E_{2}\right) \geq m\left(E_{1}\right)+m\left(E_{2}\right)-m\left(E_{1} \cap E_{2}\right) \tag{1.8}
\end{equation*}
$$

Such a property of $2-$ monotonicity is also called supermodularity. Notice that if $m$ is $k$-monotone for some $k \geq 2$, than it is $k^{\prime}$-monotone for any $k^{\prime} \leq k$. Notice furthermore that, if $m$ is a probability measure, we have an equality in (1.7) (and in (1.8)), and such an equation coincides with the one of inclusion-exclusion principle given in (1.3) (respectively in (1.4)). This fact is due to the additivity of the measure and can be interpreted in the sense that any probability measure is $\infty$-monotone.

As we were saying at the beginning of this Section, we want to study functions that are not assumed to be additive. Even for such functions, some useful properties can be given, such as the following result, due to Chateneuf and Jaffray (see [31]).

Proposition 1.8. Let $m: 2^{\Omega} \rightarrow \mathbb{R}$ be a $k$-monotone function. If $m(\{\omega\}) \geq 0$ for all $\omega \in \Omega$, then the function $m$ is also monotone (and hence non-negative).

By means of Definition 1.6 and Proposition 1.8 we are now ready to introduce the following

DEFINITION 1.9. A fuzzy measure or capacity is a bounded function $m: 2^{\Omega} \rightarrow \mathbb{R}$ that satisfies
(1) $m(\emptyset)=0$;
(2) $m\left(E_{1}\right) \leq m\left(E_{2}\right)$ for any $E_{1}, E_{2}$ sets in $2^{\Omega}$ such that $E_{1} \subseteq E_{2}$.

Since a capacity is a bounded set function, it is usual to rescale it to the set of values $[0,1]$, so that $m(\Omega)=1$. We now give some basic example of capacities.

Example 1.10. Let $N=\{1, \ldots, n\}$ as usual. For any set $E \subseteq N$ define

$$
m^{0}(E):= \begin{cases}1, & \text { if } E=N \\ 0, & \text { otherwise }\end{cases}
$$

Such a capacity is the minimal possible over the set $N$. On the other side one can define the maximal capacity by a function

$$
m^{1}(E):= \begin{cases}0, & \text { if } E=\emptyset \\ 1, & \text { otherwise. }\end{cases}
$$

Both minimal and maximal capacities are examples of $0-1$ capacities, i.e. capacities assuming only values 0 and 1 . This kind of capacities are much used in reliability theory and describe the functioning of series and parallel systems respectively. For further details on the topic see, for example, [10]. Notice that the former enjoys the property of $\infty$-monotonicity, while the latter is $\infty$-alternating, property that we introduce in the following Definition.

DEFINITION 1.11. A function $m: 2^{\Omega} \rightarrow \mathbb{R}$ is said $k$-alternating if for all families of subsets of $\Omega$ of $k$ elements

$$
\begin{equation*}
m\left(\bigcap_{j \in K} E_{j}\right) \leq \sum_{I \subseteq K}(-1)^{|I|+1} m\left(\bigcup_{i \in I} E_{i}\right), \tag{1.9}
\end{equation*}
$$

where once more $K$ stands for the set $\{1, \ldots, k\}$. A totally alternating function is $k$-alternating for every $k \geq 2$.

A 2-alternating set function is also called submodular and its expression reads

$$
\begin{equation*}
m\left(E_{1} \cap E_{2}\right) \leq m\left(E_{1}\right)+m\left(E_{2}\right)-m\left(E_{1} \cup E_{2}\right) . \tag{1.10}
\end{equation*}
$$

DEFINITION 1.12. A fuzzy measure $m: 2^{\Omega} \rightarrow \mathbb{R}$ is called symmetric if its values depend only on the cardinality of the underlying sets, i.e. if for any set $E \in 2^{\Omega}, m(E)=m(|E|)$.

Generally speaking to know a capacity down pat one needs $2^{|\Omega|}$ pieces of information, for a symmetric one the amount of information needed is drastically reduced to $|\Omega|$. Under such condition one can rewrite equation (1.7) as

$$
\begin{equation*}
m\left(\bigcup_{j \in K} E_{j}\right) \geq \sum_{I:|I|=1}^{|K|}(-1)^{|I|+1}\binom{|K|}{|I|} m(|I|) . \tag{1.11}
\end{equation*}
$$

An analogous formula for condition (1.9) can be written in a similar way.
Definition 1.13. A function $m: 2^{\Omega} \rightarrow \mathbb{R}$ is said superadditive if, for any family of sets $\left\{E_{n}\right\}_{n \geq 1} \in 2^{\Omega}$,

$$
\begin{equation*}
m\left(\bigcup_{n \geq 1} E_{n}\right) \geq \sum_{n \geq 1} m\left(E_{n}\right) \tag{1.12}
\end{equation*}
$$

It will be called subadditive if the inequality in (1.12) is reversed. The function $m$ will be called additive if both superadditive and subadditive.

A more general notion of additivity can be given for capacities as follows.

DEFINITION 1.14. A fuzzy measure $m: 2^{\Omega} \rightarrow \mathbb{R}$ is said $k$-additive if, for any family of sets of $\Omega$ with $k$ elements $E_{1}, \ldots, E_{k}$,

$$
\begin{equation*}
\sum_{I \subseteq K}(-1)^{|K \backslash I|} m\left(\bigcup_{i \in I} E_{i}\right)=0 \tag{1.13}
\end{equation*}
$$

We introduce now the concept of dual of a fuzzy measure.
DEFInition 1.15. Given a fuzzy measure $m: 2^{\Omega} \rightarrow[0,1]$, its dual measure $m^{*}$ is defined by

$$
\begin{equation*}
m^{*}(E)=1-m\left(E^{c}\right), \tag{1.14}
\end{equation*}
$$

for all sets $E \in 2^{\Omega}$. The set $E^{c}$, as usual, stands for the complement of $E$.
The dual $m^{*}$ is a fuzzy measure itself and can enjoy all the properties of fuzzy measures. In particular, if a fuzzy measure $m$ is superadditive its dual $m^{*}$ will be subadditive and, viceversa, if $m$ is subadditive its dual will enjoy the property of superadditivity; if $m$ is supermodular then $m^{*}$ is submodular and reciprocally; finally if one of them is $k$-monotone the other one will be $k$-alternating (see [65] for further details). An example in this direction is given by the minimal and maximal capacities introduced above. It is straightforward to notice that one is the dual of the other one.

Capacities may arise by manipulating probability measures, as follows.
Example 1.16. Let $\mathcal{P}$ a given class of probability measures defined on $(\Omega, \mathcal{F})$. For any given $E \subseteq \Omega$, the functions

$$
\begin{aligned}
m_{\text {sup }}(E) & =\sup _{\mathbb{P} \in \mathcal{P}} \mathbb{P}(E) \\
m_{\text {inf }}(E) & =\inf _{\mathbb{P} \in \mathcal{P}} \mathbb{P}(E)
\end{aligned}
$$

are examples of capacities built in this way. Notice that on $\{1,2\}$ the first capacity is submodular while the second is supermodular. Furthermore they are reciprocally dual measures.

Capacities can be also obtained through the composition of a probability measure $\mathbb{P}$ with a distortion $\gamma$, in the following way.

Definition 1.17. Let $\mathbb{P}$ a probability measure defined on a state space $\Omega$. Let furthermore $\gamma:[0,1] \rightarrow[0,1]$ be an increasing function with $\gamma(0)=$ 0 and $\gamma(1)=1$. The function $m=\gamma \circ \mathbb{P}$ is called distorted probability while $\gamma$ is the corresponding distortion.

The function $m$ is actually a capacity and satisfies the following property.

PROPOSITION 1.18. A function built by means of a probability measure and a distortion, as in Definition 1.17, is monotone and hence a capacity. Furthermore, if $\gamma$ is convex then the capacity $m$ is supermodular; with $\gamma$ concave, $m$ is submodular.

For the proof of the proposition above and for further details see for example [44].

## 3. Möbius Transforms

Due to August Möbius (1790-1868), the so called Möbius Transform is a particular and very useful tool that belongs to number theory, but finds many applications also in other fields, especially in the one of non-additive measures. In this Section we introduce only the basic concepts needed for our dissertation. For further details see [116].

Let $\Omega$ be a poset, with $2^{\Omega}$ the associated power set. To any function $m: 2^{\Omega} \rightarrow[0,1]$ (or more in general with values in $\mathbb{R}$ ) it can be associated another function $M_{m}: 2^{\Omega} \rightarrow[0,1]$ by

$$
\begin{equation*}
M_{m}(I)=\sum_{J \subseteq I}(-1)^{|I \backslash J|} m\left(\bigcup_{k: J_{k} \subseteq J} J_{k}\right) \quad \text { for all } I \in 2^{\Omega} \tag{1.15}
\end{equation*}
$$

If furthermore $\Omega$ is finite, equation (1.15) can be rewritten as

$$
\begin{equation*}
M_{m}(I)=\sum_{J \subseteq I}(-1)^{|I \backslash J|} m(J) \quad \text { for all } I \in 2^{\Omega} \tag{1.16}
\end{equation*}
$$

We will often refer to $\Omega$ as to a finite index set $N:=\{1, \ldots, n\}$. A particular feature of the above correspondence is that it is one-to-one, since conversely

$$
\begin{equation*}
m(I)=\sum_{J \subseteq I} M_{m}(J) \quad \text { for all } I \in 2^{\Omega} . \tag{1.17}
\end{equation*}
$$

The validity of formula (1.17) is proved by Shafer in [126].
The Möbius transform is very useful in the study of capacities since many of the properties of such measures can be expressed through their Möbius representation. First of all notice that any set of $2^{n}$ coefficients $\{m(E)\}_{E \subseteq \Omega}$ does not necessarily correspond to the Möbius transform of a capacity on $\Omega$. The boundary and monotonicity conditions must be ensured (see [31]), i.e. we must have

$$
\begin{equation*}
M_{m}(\emptyset)=0, \quad \sum_{J \subseteq \Omega} M_{m}(J)=1, \quad \text { and } \quad \sum_{J \subseteq I} M_{m}(J) \geq 0 \forall I \in 2^{\Omega} . \tag{1.18}
\end{equation*}
$$

A very important property concerns $k$-monotonicity and reads as follows.
Proposition 1.19. A fuzzy measure $m$ is $k$-monotone if and only if its Möbius transform $M_{m}$ is non-negative for any set of cardinality less or equal than $k$ i.e., for all $E \in 2^{\Omega}$ with $|E| \leq k, M_{m}(E) \geq 0$.

As a corollary of the above proposition, we can say that the Möbius transform of a totally monotone fuzzy measure is always non-negative.

Proposition 1.20. A fuzzy measure $m$ is $k$-additive if and only if its Möbius transform $M_{m}$ of order greater than $k$ are null i.e., for all $I \in 2^{\Omega}$ with $|I|>k, M_{m}(I)=0$, and $M_{m}(J)>0$ for at least one element $J$ with $|J|=k$.

The result above follows directly from Definition 1.14 of $k$-additivity. Finally, an alternative useful representation, given by Shafer in [126], is the following.

DEFINITION 1.21. The co-Möbius representation $\check{M}_{m}$ of $m$ is defined by

$$
\begin{equation*}
\check{M}_{m}(I):=\sum_{J \supset I} m(J) . \tag{1.19}
\end{equation*}
$$

This definition let to an useful property linking the transform of a capacity $m$ to its dual $m^{*}$.

PROPOSITION 1.22. Let $m$ and $m^{*}$ a pair of dual measures and $M_{m}$ and $M_{m^{*}}$ be their Möbius representation respectively. Then, for any $I \subseteq N$,

$$
\begin{equation*}
M_{m^{*}}(I)=(-1)^{|I|+1} \sum_{J \supset I} m(J)=(-1)^{|I|+1} \check{M}_{m}(I) . \tag{1.20}
\end{equation*}
$$

## 4. Interaction Indices

In the framework of cooperative game theory, the concept of interaction index, which can be regarded as an extension of that of value, has been recently proposed to measure the interaction phenomena among players. The expression "interaction phenomena" refers to either complementarity or redundancy effects among players of coalitions resulting from the nonadditivity of the underlying game. Thus far, the notion of interaction index has been primarily applied to multi-criteria decision making in the framework of aggregation by the Choquet integral. We will provide an insight of these concepts in the following Sections.

For a better comprehension of the interaction phenomena modeled by a capacity, several numerical indices can be computed (see [95, 96]). In the sequel, we present two of them in details, the Shapley value and the interaction transform. The Shapley value was introduced in 1953 by Lloyd Shapley and it is a very important tool in cooperative games. Its main function is that of defining the importance of a single player within the coalition to which he belongs. As an extension of the Shapley value, the interaction transform assigns importance to subsets of any cardinality concerning such a given coalition. Further information on the topic can be found in [104] and [128].

Shapley noticed in [128] that the overall importance of a criterion $i \in N$ into a decision problem is not solely determined by the number $m(\{i\})$, but also by all $m(E)$ such that $i \in E$. Indeed, we may have $m(\{i\})=0$, suggesting that element $i$ is unimportant, but it may happen that for many subsets $E \in N \backslash\{i\}, m(E \cup\{i\})$ is much greater than $m(\{i\})$, suggesting that $i$ is actually an important element in the decision. To overcome the difficulties in attributing the right weight to each component $i$ of a coalition, Shapley proposed a definition of a coefficient of importance like follows.

Definition 1.23. The importance index of criterion $i$ with respect to $m$ is defined by:

$$
\begin{equation*}
\Phi_{m}(i):=\sum_{E \subseteq N \backslash\{i\}} \frac{(n-t-1)!t!}{n!}[m(E \cup\{i\})-m(E)], \tag{1.21}
\end{equation*}
$$

where $t=|E|$. The Shapley value is the vector of importance indices $\left\{\Phi_{m}(1), \ldots, \Phi_{m}(N)\right\}$.

Having in mind that, for each subset of criteria $E \in N, m(E)$ can be interpreted as the importance of $E$ in the decision problem, the Shapley value of $i$ can be thought of as an average value of the marginal contribution $m(E \cup\{i\})-m(E)$ of criterion $i$ to a subset $E$ not containing it. To make this clearer, it is informative to rewrite the index as follows:

$$
\begin{equation*}
\Phi_{m}(i):=\frac{1}{n} \sum_{t=0}^{n-1} \frac{1}{\binom{n-1}{t}} \sum_{E \subseteq N \backslash\{i\}:|E|=t}[m(E \cup\{i\})-m(E)] . \tag{1.22}
\end{equation*}
$$

A fundamental property is that the numbers $\Phi_{m}(1), \ldots, \Phi_{m}(n)$ form a probability distribution over $N$, in fact

$$
\Phi_{m}(i) \geq 0 \forall i \in N \quad \text { and } \quad \sum_{i=1}^{n} \Phi_{m}(i)=1
$$

Properties about the Shapley value are given by the following
Theorem 1.24. The numbers $\Phi_{m}(i)$, with $m: 2^{N} \rightarrow[0,1], i=$ $1, \ldots, n$, satisfy the following conditions:
(1) are linear w.r.t. the fuzzy measure: there exist real constants $p_{E}^{i}$ $(E \subseteq N)$ such that

$$
\Phi_{m}(i)=\sum_{E \subseteq N} p_{E}^{i} m(E)
$$

(2) are symmetric: for any permutation $\sigma$ on $N$, we have

$$
\Phi_{m}(i)=\Phi_{\sigma m}(\sigma(i)) ;
$$

(3) fulfill the null criterion axiom:

$$
\forall E \subseteq N \backslash\{i\} m(E \cup\{i\})=m(E) \Rightarrow \Phi_{m}(i)=0
$$

(4) fulfill the efficiency axiom, i.e.

$$
\sum_{i=1}^{n} \Phi_{m}(i)=1
$$

Let us comment on the axioms presented in this characterization. First of all we ask the importance indices to be linear w.r.t. the corresponding fuzzy measure. Next, the symmetry axiom demands that the indices are independent of the name (label) given to each criterion. The third axiom, which is quite natural, says that when a criterion does not contribute in
the decision problem then it has a zero global importance. The last axiom naturally acts as a normalization property.

A very useful property consists in the possibility of rewriting Shapley value in terms of the Möbius representation of $m$, as

$$
\begin{equation*}
\Phi_{M_{m}}(i):=\sum_{E \subseteq N \backslash\{i\}} \frac{1}{t+1} M_{m}(E \cup\{i\}) . \tag{1.23}
\end{equation*}
$$

Another interesting concept is that of interaction among criteria. Of course, it would be interesting to appraise the degree of interaction among any subset of criteria. Let's start considering a pair of criteria $\{i, j\} \in N$. It may happen that $m(i)$ and $m(j)$ are small and at the same time $m(\{i, j\})$ is large. Clearly, the number $\Phi_{m}(i)$ merely measures the average contribution that criterion $i$ brings to all possible combinations, but it does not explain why criterion $i$ may have a large importance. In other words, it gives no information on the interaction phenomena existing among criteria. Suppose that $i$ and $j$ are positively correlated or substitutable (resp. negatively correlated or complementary). Then the marginal contribution of $j$ to every combination of criteria that contains $i$ should be strictly less than (resp. greater than) the marginal contribution of $j$ to the same combination when $i$ is excluded. Thus, depending on whether the correlation between $i$ and $j$ is positive or negative, the quantity

$$
\left(\Delta_{i, j} m\right)(E):=m(E \cup\{i, j\})-m(E \cup\{i\})-m(E \cup\{j\})+m(E)
$$

is $\leq 0$ or $\geq 0$ for all $E \subseteq N \backslash\{i, j\}$, respectively. We call this expression the marginal interaction between $i$ and $j$. Now, an interaction index for $\{i, j\}$ is given by an average value of this marginal interaction. Murofushi and Soneda in [104] proposed to calculate this average value as for the Shapley value.

DEFINITION 1.25. The interaction index of criteria $i$ and $j$ related to $m$ is defined by

$$
\begin{equation*}
I_{m}(i, j):=\sum_{E \subseteq N \backslash\{i, j\}} \frac{(n-t-2)!t!}{(n-1)!}\left(\Delta_{i, j} m\right)(E) \tag{1.24}
\end{equation*}
$$

We immediately see that this index is negative as soon as $i$ and $j$ are positively correlated or substitutable. Similarly, it is positive when $i$ and $j$ are negatively correlated or complementary. Moreover, it has been shown in [65] that $I_{m}(i, j) \in[-1,1]$ for all $i, j \in 2^{N}$. The interaction index among a combination $E_{2}$ of criteria was introduced by Grabisch in [65] as a natural extension of the case $\left|E_{2}\right|=2$ and lately axiomatized by Grabisch and Roubens [71].

Definition 1.26. The interaction index of $E_{2}\left(\left|E_{2}\right| \geq 2\right)$ related to $m$, is defined by

$$
\begin{equation*}
I_{m}\left(E_{2}\right):=\sum_{E_{1} \subseteq N \backslash E_{2}} \frac{\left(n-t_{1}-t_{2}\right)!t_{1}!}{\left(n-t_{2}+1\right)!}\left(\Delta_{E_{2}} m\right)\left(E_{1}\right), \tag{1.25}
\end{equation*}
$$

where $t_{i}=\left|E_{i}\right|$ and

$$
\left(\Delta_{E_{2}} m\right)\left(E_{1}\right):=\sum_{E_{3} \subseteq E_{2}}(-1)^{t_{2}-t_{3}} m\left(E_{3} \cup E_{1}\right)
$$

Finally, it can be also written, in terms of the Möbius representation, as

$$
\begin{equation*}
I_{M_{m}}\left(E_{2}\right):=\sum_{E_{1} \subseteq N \backslash E_{2}} \frac{1}{t_{1}+1} M_{m}\left(E_{1} \cup E_{2}\right) \tag{1.26}
\end{equation*}
$$

There is a rich literature regarding this kind of index including, for example, the Banzhaf index, andness and orness indices, veto and favor and others more. For such a literature reference is made to $[69,94]$.

## 5. Aggregation Functions

Aggregation functions became in the last decade a very important field of mathematics and information sciences. The idea of aggregation functions is rather simple: they aim to summarize the information contained in a vector of $n$ values by means of a single representative one. Starting from the simplest example, the arithmetic mean, many other kinds aggregation functions were applied in various sectors of research.

The basic feature of all aggregation functions is their nondecreasing monotonicity, as fuzzy measures have. Another axiomatic constraint of aggregation functions concerns the boundary conditions, expressing the idea that "minimal (or maximal) inputs are aggregated into minimal (maximal) output of the scale we work on".

By these first definitions, the class of aggregation functions turns out to be really huge and the problem of choosing the right function for a given application really difficult. The study of the main classes of aggregation functions is then very complex, so we just report some of the main examples and features relative to such operators. More information about aggregation functions and operators can be found, for example, in [12].

Before recalling the basic definitions, it is opportune to introduce some notations. We will use $\overline{\mathbb{R}}$ for the extended real line $[-\infty, \infty]$, while $\mathbb{I}$ will stand for a generic closed subset of $\overline{\mathbb{R}}$. The symbol $N$, when not differently specified, will refer to a set of indices with $n$ elements, namely $N:=\{1, \ldots, n\}$.

DEFINITION 1.27. An aggregation function in $\mathbb{I}^{n}$ is a function $A^{(n)}$ : $\mathbb{I}^{n} \rightarrow \mathbb{I}$ that
(1) is non-decreasing in each variable;
(2) satisfies $\inf _{\mathbf{x} \in \mathbb{I}} A^{(n)}(\mathbf{x})=\inf \mathbb{I}$ and $\sup _{\mathbf{x} \in \mathbb{I}} A^{(n)}(\mathbf{x})=\sup \mathbb{I}$;
(3) $A^{(1)}(x)=x$ for all $x \in \mathbb{I}$.

The integer $(n)$ represents the number of variables considered for $A$. From now on, when no possibility of mistakes may occur, we will omit to write it. Now we introduce some basic aggregation functions.

- the arithmetic mean AM, defined by

$$
A M(\mathbf{x}):=\frac{1}{n} \sum_{i=1}^{n} x_{i},
$$

that represents an aggregation function for any domain $\mathbb{I}^{n}$;

- the product $\Pi(\mathbf{x})=\prod_{i=1}^{n} x_{i}$ on $[0,1]$ or on $[1, \infty]$;
- the minimum and the maximum, defined on any $\mathbb{I}$, respectively by

$$
\operatorname{Min}(\mathbf{x})=\min \left\{x_{1}, \ldots, x_{n}\right\} \text { and } \operatorname{Max}(\mathbf{x})=\max \left\{x_{1}, \ldots, x_{n}\right\} ;
$$

- the $k$-order statistics $O S_{k}: \mathbb{I}^{n} \rightarrow \mathbb{I}$, defined for any choice of $\mathbb{I}$ as $O S_{k}(\mathbf{x})=x_{(k)}$, where $x_{(k)}$ is the $k$-th elements of the ordered vector $\left(x_{(1)}, \ldots, x_{(n)}\right)$;
- the $k$-th projection $P_{k}: \mathbb{I}^{n} \rightarrow \mathbb{I}$ with $P_{k}(\mathbf{x})=x_{k}$;
- for any $i \in N$, the Dirac measure centered on $i$, defined for any $E \subseteq \Omega$ as

$$
\delta_{i}(E)=\left\{\begin{array}{l}
1 \text { if } i \in E, \\
0 \text { otherwise }
\end{array}\right.
$$

- the threshold measure $\tau_{k}$ defined, for any integer $k \in N$, by

$$
\tau_{k}(E)=\left\{\begin{array}{l}
1 \text { if }|E| \geq k, \\
0 \text { otherwise }
\end{array}\right.
$$

As for fuzzy measures, it can be introduced the dual of the aggregation function, in the special case in which $\mathbb{I}$ is limited. If not specified, from now on we will assume $\mathbb{I}=[0,1]$.

DEFINITION 1.28. Let $A: \mathbb{I}^{n} \rightarrow \mathbb{I}$ be an aggregation function. The dual of $A$ is a function $A^{d}: \mathbb{I}^{n} \rightarrow \mathbb{I}$ such that

$$
\begin{equation*}
A^{d}(\mathbf{x})=1-A\left(1-x_{1}, \ldots, 1-x_{n}\right) . \tag{1.27}
\end{equation*}
$$

Notice that the dual of an aggregation function is an aggregation function itself. Moreover it can be easily extended to any limited interval $[a, b] \subset$ $\mathbb{R}$, as $A^{d}(\mathbf{x})=a+b-A\left(a+b-x_{1}, \ldots, a+b-x_{n}\right)$.

The aggregation functions may have many properties that we briefly list below.

DEFINITION 1.29 (Monotonicity). The aggregation function $A: \mathbb{I}^{n} \rightarrow$ $\mathbb{I}$ is strictly increasing in each argument iffor any two different vectors x and $\mathbf{x}^{\prime}$ with $\mathbf{x}<\mathbf{x}^{\prime}\left(x_{i}<x_{i}^{\prime}\right.$ for at least for one index $i$ ) one has $A(\mathbf{x})<A\left(\mathbf{x}^{\prime}\right)$. It is called jointly strictly increasing iffor any $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{T}^{n}$, such that $x_{i}<x_{i}^{\prime}$ for all entries $i=1, \ldots, n, A(\mathbf{x})<A\left(\mathbf{x}^{\prime}\right)$.

It is immediate to notice that any strictly increasing aggregation function is also jointly strictly increasing, while the viceversa is not true. The product $\Pi$ on $[0,1]$ is an example of aggregation function that has the latter property but not the former.

DEFINITION 1.30 (Lipschitz condition). Let $\|\cdot\|: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$be a norm. If $A: \mathbb{I}^{n} \rightarrow \mathbb{I}$ satisfies

$$
\begin{equation*}
|A(\mathbf{x})-A(\mathbf{y})| \leq c\|\mathbf{x}-\mathbf{y}\| \tag{1.28}
\end{equation*}
$$

for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ and for some positive constant $c$, then $A$ is called Lipschitzian. The infimum value c for which equation (1.28) holds is called the Lipschitz constant.

Important examples of norms are given by the $L_{p}$ norm, i.e. the Minkowski norm of order $p$

$$
\begin{equation*}
\|\mathbf{x}\|_{p}:=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p} \tag{1.29}
\end{equation*}
$$

and its limit case $\|\mathbf{x}\|_{\infty}:=\max _{i}\left|x_{i}\right|$ which is the Chebyshev norm. Notice that the aggregation functions Min, Max, AM are Chebyshev norms of constant 1 , while $\Pi$ on $[0,1]$ is 1 -Lipschitz w.r.t. to norm $L_{p}$ but no more than $n$-Chebyshev.

DEFINITION 1.31 (Symmetry). The aggregation function $A: \mathbb{I}^{n} \rightarrow \mathbb{I}$ is symmetric if $A(\mathbf{x})=A(\sigma(\mathbf{x}))$ for any vector $\mathbf{x} \in \mathbb{I}^{n}$ and any permutation $\sigma$ of the elements of the vector $\mathbf{x}$, namely $\sigma(\mathbf{x})=\left(x_{(1)}, \ldots, x_{(n)}\right)$.

The symmetry property is essential when considering criteria that do not depend on the order in which they are chosen, maybe because they have the same importance or the original importance attributed by an anonymous Decision Maker is unknown. Notice that all the aggregation functions introduced so far, as Min, Max, $A M$, $\Pi$ and so on, are symmetric. An example of non-symmetric aggregation function is given by the Weighted Arithmetic Mean

$$
\begin{equation*}
W A M_{\mathrm{w}}(\mathbf{x})=\sum_{i=1}^{n} w_{i} x_{i} \tag{1.30}
\end{equation*}
$$

where the weights $w_{i}$ are such that $\sum_{i=1}^{n} w_{i}=1$. This aggregation function represents the simplest way to assess importance to different criteria in a decision problem. Notice that it is a simple extension of the arithmetic mean in fact, when all weights are equal to $1 / n$, it trivially reduces to $A M$. Any non-symmetric function can, anyway summarized by replacing the variables $x_{i}$ with the corresponding order statistics $x_{(i)}, i=1, \ldots, n$. One of the simplest examples in this direction is given by the Ordered Weighted Average function defined as

$$
\begin{equation*}
O W A_{\mathbf{w}}(\mathbf{x})=\sum_{i=1}^{n} w_{i} x_{(i)} \tag{1.31}
\end{equation*}
$$

This function trivially reduces to $W A M$ when considering an ordered vector and, in turn, to $A M$ if symmetrized.

DEFINITION 1.32 (Idempotence). An idempotent aggregation function $A: \mathbb{I}^{n} \rightarrow \mathbb{I}$ is one that satisfies $A(n \cdot x)=x$, where with $n \cdot x$ we stands for a vector with all identical components $x$, i.e. $\left(x_{1}, \ldots, x_{n}\right)=(x, \ldots, x)$.

Many of the aggregation functions mentioned above, like $A M, W A M$, $O S_{k}, P_{k}$, Min, and Max enjoy this property while, for example, $\Pi$ doesn't.

DEFINITION 1.33 (Associativity). Let $A: \mathbb{I}^{2} \rightarrow \mathbb{I}$ an aggregation function. Then it is called associative iffor all $x_{1}, x_{2}, x_{3} \in \mathbb{I}$ we have

$$
\begin{equation*}
A\left(A\left(x_{1}, x_{2}\right), x_{3}\right)=A\left(x_{1}, A\left(x_{2}, x_{3}\right)\right) \tag{1.32}
\end{equation*}
$$

This property can be suitably extended to generic $n$-ary aggregation functions, as shown in [70]. Such functions are easy to build, starting from any 2 -ary associative one, once all inputs to be aggregated are known.

Other interesting properties to highlight regard the elements to be aggregated.

DEFINITION 1.34 (Neutral element). An element $e \in \mathbb{I}$ is called neutral element of an aggregation function $A: \mathbb{I}^{n} \rightarrow \mathbb{I}$ if $A\left(x_{\{i\}} e\right)=x$, where the vector $x_{\{i\}} e$ is the one with all components equal to e except the $i-$ th one which is $x$.

DEFINITION 1.35 (Annihilator). An element $a \in \mathbb{I}$ is called annihilator element of an aggregation function $A: \mathbb{I}^{n} \rightarrow \mathbb{I}$ iffor any vector $\mathbf{x} \in \mathbb{I}^{n}$ such that $a \in\left\{x_{1}, \ldots, x_{n}\right\}$ (at least one element of the vector $\mathbf{x}$ is equal to $a$ ) we have $A(\mathrm{x})=a$.

Finally, like fuzzy measures do, aggregation functions may enjoy the following properties.

DEFINITION 1.36. An aggregation function is called

- additive, if for any $\mathbf{x}, \mathbf{y} \in \mathbb{I}^{n}$ such that $\mathbf{x}+\mathbf{y} \in \mathbb{I}^{n}$ we have

$$
A(\mathbf{x}+\mathbf{y})=A(\mathbf{x})+A(\mathbf{y})
$$

it is then superadditive (subadditive) if the equality is replaced with the symbol $\geq(\leq)$;

- modular, if for any $\mathbf{x}, \mathbf{y} \in \mathbb{I}^{n}$ we have

$$
A(\mathbf{x} \vee \mathbf{y})+A(\mathbf{x} \wedge \mathbf{y})=A(\mathbf{x})+A(\mathbf{y})
$$

it is supermodular (submodular) if the equality is replaced with the symbol $\geq$ ( $\leq$ ).

The arithmetic mean $A M$ satisfies all the four properties mentioned above, while $\Pi$ on $[0,1]$ is supermodular and superadditive, but neither modular nor additive.

## 6. Fuzzy Integrals based on Aggregation Functions

Fuzzy measures can be seen as a tool useful to resume all the values of a function to a single point. To this aim Sugeno in [138] extended such a concept to the one of fuzzy integral. These integrals are built on the real with respect to a fuzzy measure, like Lebesgue integral is built with an ordinary (additive) one. As an ordinary integral can be seen in a certain sense as the average of a function, a fuzzy integral can be seen as an averaging aggregation operator. At the same time the classical notion of measure extends the notion of weight to infinite universes, and the Lebesgue integral on a finite universe coincides with the weighted arithmetic mean. Therefore, the existence of more general notions of measure than the classical additive one, together with the appropriate integrals, offer a new realm of aggregation functions when these integrals are limited to a finite universe. Since additivity is replaced by monotonicity, we deal with monotone measures although the most common name, which we will use, is capacity, introduced by Choquet in [34] and resumed in Section 2. The term fuzzy measure introduced by Sugeno is often used in the fuzzy set community.

There are many types of integrals defined with respect to a capacity. The most common ones are the Choquet integral and the Sugeno integral, leading to two interesting classes of aggregation functions, developed in this section. To introduce these arguments we will need some notation first. Let $N:=\{1, \ldots, n\}$ an set of indexes of $n$ elements.

Definition 1.37. For any subset $I \subseteq N, e_{I}$ represents the characteristic vector of $I$, i.e. the vector of $\{0,1\}^{n}$ whose $i-$ th component is 1 if and only if $i \in I$.Geometrically, the characteristic vectors are the $2^{n}$ vertices of the hypercube $[0,1]^{n}$.

In game theory $N$ represents a group of $n$ players, whose subgroups $I \mathrm{~s}$ indicate coalitions among such players. The function $v$ allows to assign to each coalition the proper worth (for example the amount of money earned if the game is played). One can also define the unanimity game for $I \subseteq N$ as the game $v_{J}$ such that $v_{J}(I)=1$ if and only if $J \subseteq I$, and 0 otherwise.

DEFINITION 1.38. A pseudo-Boolean function is a function defined as $f:\{0,1\}^{n} \rightarrow \mathbb{R}$.

Any real valued set function $m: 2^{N} \rightarrow \mathbb{R}$ can be assimilated unambiguously with a pseudo-Boolean function. The correspondence is straightforward: we have

$$
\begin{equation*}
f(x)=\sum_{I \subseteq N} m(I) \prod_{i \in I} x_{i} \prod_{i \notin I}\left(1-x_{i}\right), \tag{1.33}
\end{equation*}
$$

for $x \in\{0,1\}^{n}$, and $m(I)=f\left(e_{I}\right)$ for all $I \in N$. In particular, a pseudoBoolean function that corresponds to a fuzzy measure, is increasing in each variable and fulfils the boundary conditions $f(\mathbf{0})=0$ and $f(\mathbf{1})=1$, where 0 indicates the vector with all null components, while 1's components are
all equal to 1 . Hammer et al. in [72] showed that any pseudo-Boolean function has a unique expression as a multilinear polynomial in $n$ variables:

$$
\begin{equation*}
f(x)=\sum_{I \subseteq N} M_{m}(I) \prod_{i \in I} x_{i}, \tag{1.34}
\end{equation*}
$$

for $x \in\{0,1\}^{n}$. The coefficients $M_{m}(I)$ are the ones of the Möbius transform, defined in (1.16). In game theory, these coefficients are called the dividends of the coalitions in game $m$ (for further details see, for example, [109]). In view of Definition 1.37, equation (1.34) can be seen w.r.t. unanimity games as

$$
\begin{equation*}
v(I)=f\left(e_{I}\right)=\sum_{J \subseteq N} M_{m}(J) \prod_{i \in J}\left(e_{I}\right)_{i}=\sum_{J \subseteq N} M_{m}(J) v_{J}(I) . \tag{1.35}
\end{equation*}
$$

Thus, any game $v$ has a canonical representation in terms of unanimity games that determine a linear basis for $v$ (extensions of this topic to general (infinite) spaces of players can be found in [60]).

Let now $m$ be a fuzzy measure defined on a discrete set $N$ and let $x_{1}, \ldots, x_{n} \in \mathbb{R}$. We are now ready to introduce the following

DEFINITION 1.39. The (discrete) Choquet integral of a function $x$ : $N \rightarrow \mathbb{R}$, with respect to a fuzzy measure $m$ on $N$, is defined by

$$
\begin{equation*}
C h_{m}(x):=\sum_{i=1}^{n}\left[x_{(i)}-x_{(i-1)}\right] m(\sigma(i), \ldots, \sigma(n)) \tag{1.36}
\end{equation*}
$$

where, as usual, $x_{(1)} \leq \ldots \leq x_{(n)}$ and $x_{(0)}:=0$. An equivalent formulation of the integral can also be given

$$
\begin{equation*}
C h_{m}(x):=\sum_{i=1}^{n} x_{(i)}[m(\sigma(i), \ldots, \sigma(n))-m(\sigma(i+1), \ldots, \sigma(n))] \tag{1.37}
\end{equation*}
$$

Notice that the link with the Lebesgue integral is strong, since both coincide when the measure $m$ is additive:

$$
C h_{m}(x):=\sum_{i=1}^{n} m_{i} x_{i}
$$

In this sense the Choquet integral can be seen as a generalization of the Lebesgue integral.

DEFINITION 1.40. The (discrete) Sugeno integral of a function $x: N \rightarrow$ $[0,1]$, with respect to a fuzzy measure $m$ on $N$, is defined by

$$
\begin{equation*}
S u_{m}(x):=\bigvee_{i=1}^{n}\left[x_{(i)} \wedge m(\sigma(i), \ldots, \sigma(n))\right] \tag{1.38}
\end{equation*}
$$

Given a fuzzy measure $m$ on $N$, the Choquet and Sugeno integrals can be regarded as aggregation operators defined on $\mathbb{R}^{n}$ and $[0,1]^{n}$, respectively. But they are essentially different in nature, since the latter is based on nonlinear operators (min and max), and the former on usual linear operators.

It can be said that the Choquet integral is suitable for cardinal aggregation (where numbers have a real meaning), while the Sugeno integral seems to be more suitable for ordinal aggregation (where only order makes sense). One of the common properties of the two integrals, instead, is that both compute a kind of distorted average of $x_{1}, \ldots, x_{n}$.

Let now introduce another kind of integral useful for its simplicity in aggregation models. Let us consider first the additive fuzzy measure $p$, derived from the Shapley value $\Phi_{m}$ defined in 1.23:

$$
\begin{equation*}
p(I):=\sum_{i \in I} \Phi_{m}(\{i\}), \tag{1.39}
\end{equation*}
$$

for any set $I \subseteq N$. Then we can define the Shapley integral as follows.
DEFINITION 1.41. The Shapley integral of a function $x: N \rightarrow[0,1]$ with respect to a fuzzy measure $m$ is defined by

$$
\begin{equation*}
S h_{m}(x)=\sum_{i \in N} \Phi_{m}(\{i\}) x_{i} . \tag{1.40}
\end{equation*}
$$

Thus defined, the Shapley integral is actually a weighted arithmetic mean operator $W A M_{\omega}$ whose weights are the Shapley power indices $\omega_{i}=$ $\Phi_{m}(\{i\})$, for all $i=1, \ldots, n$. Starting from any fuzzy measure, we can define the Shapley additive measure and aggregate by the corresponding weighted arithmetic mean. Note that, contrary to the Choquet and Sugeno integrals, the Shapley integral w.r.t. the fuzzy measure $m$ is not an extension of $m$. Indeed, for any $I \subseteq N$, we generally have

$$
S h_{m}\left(e_{I}\right)=\sum_{i \in I} \Phi_{m}(\{i\}) \neq m(I) .
$$

More general definitions and properties can be found, for example, in [62] and [63].

## 7. The Choquet Integral and its Extensions

In what follows, we give particular attention to the Choquet integral, its extensions and properties. We start recalling that Lovász in [91] observed that any $x \in \mathbb{R}_{+}^{n} \backslash\{0\}$ can be written uniquely in the form

$$
\begin{equation*}
x=\sum_{i=1}^{k} \lambda_{i} e_{E_{i}} \tag{1.41}
\end{equation*}
$$

with $\lambda_{i} \geq 0$ for all $i=1, \ldots, k$ and $\emptyset \neq E_{1} \subsetneq \ldots \subsetneq E_{k} \subseteq N$. Hence any function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ with $f(0)=0$ can be extended to $\hat{f}: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}$, with $\hat{f}(0)=0$ and

$$
\begin{equation*}
\hat{f}(x)=\sum_{i=1}^{k} \lambda_{i} f\left(e_{E_{i}}\right) . \tag{1.42}
\end{equation*}
$$

Notice that $\hat{f}$ it is unique and represents an extension of $f$ since $\hat{f}=f$ on $\{0,1\}^{n}$. Such an extension $\hat{f}$ is called the Lovász extension of the function
$f$ and it benefits of many interesting properties (that on may find, for example, in [97]). The most important, for this dissertation, are the following.

Theorem 1.42. Let $f:\{0,1\}^{n} \rightarrow \mathbb{R}$, with Lovász extension $\hat{f}: \mathbb{R}_{+}^{n} \rightarrow$ $\mathbb{R}$. For any $\sigma \in \Sigma_{N}$, set of all the permutation of $N=\{1, \ldots, n\}$, and for any $x \in \mathbb{R}^{n}$ we set

$$
\begin{equation*}
\Psi_{\sigma}(x):=\sum_{i=1}^{n} x_{\sigma(i)}\left[f\left(e_{\{\sigma(i), \ldots, \sigma(n)\}}\right)-f\left(e_{\{\sigma(i+1), \ldots, \sigma(n)\}}\right)\right] . \tag{1.43}
\end{equation*}
$$

Then the following are equivalent:
(1) $f$ is submodular;
(2) $\hat{f}$ is convex;
(3) we have

$$
\hat{f}(x)=f(0)+\max _{\sigma \in \Sigma_{N}} \Psi_{\sigma}(x), \text { for } x \in \mathbb{R}_{+}^{n} ;
$$

(4) we have

$$
f(x)=f(0)+\max _{\sigma \in \Sigma_{N}} \Psi_{\sigma}(x), \text { for } x \in\{0,1\}^{n} .
$$

In this view we have that the convexity (concavity, linearity) of $\hat{f}$ corresponds to the submodularity (supermodularity, modularity) of $f$. The proof of the Theorem can be found in [131]. From (1.43) we get a useful formulation for the extension of pseudo-Boolean functions, that we give in the following

Proposition 1.43. Let f a pseudo-Boolean function. Then its Lovász extension $\hat{f}$ is given by

$$
\begin{equation*}
\hat{f}(x)=\sum_{I \subseteq N} M_{m}(I) \bigwedge_{i \in I} x_{i}, \tag{1.44}
\end{equation*}
$$

for $x \in \mathbb{R}_{+}^{n}$. The coefficients $M_{m}$ are the Möbius representation of $f$.
What immediately follows from (1.44) is that, when $m$ is a fuzzy measure on $N$, the Choquet integral $C h_{m}$ on $\mathbb{R}_{+}^{n}$ defined in (1.36) is nothing else than the Lovász extension of the pseudo-Boolean function $f_{m}$ which represents $m$ :

$$
\begin{equation*}
C h_{m}=\hat{f}_{m} \tag{1.45}
\end{equation*}
$$

on $\mathbb{R}_{+}^{n}$. Thus, the Choquet integral is a piecewise affine function on $[0,1]^{n}$; moreover it can be seen as the unique liner interpolation the vertices of the hypercube $[0,1]^{n}$. In fact, the vertices of $[0,1]^{n}$ correspond to the vectors $e_{I}$, so that

$$
C h_{m}\left(e_{I}\right)=m(I) \quad \text { for all } I \subseteq N .
$$

Moreover, we clearly see that $C h_{m}$ is an increasing function if and only if $m$ is as well. Proposition 1.43 can be rewritten as follows (see also [31]).

Proposition 1.44. Assume $B \supseteq[0,1]$. Any Choquet integral $C h_{m}$ : $B^{n} \rightarrow \mathbb{R}$ can be rewritten as

$$
\begin{equation*}
C h_{m}(x)=\sum_{I \subseteq N} M_{m}(I) \bigwedge_{i \in I} x_{i}, \tag{1.46}
\end{equation*}
$$

where $x \in B^{n}$ and $M_{m}$ is the Möbius transform of the capacity $m$.
Notice that the integral is unique since the representation $M_{m}$ of $m$ is. Many other properties of Choquet integral can be found in literature, as the ones listed below.

Proposition 1.45. The Choquet integral satisfies the following properties (see [95] for further details).
(1) The Choquet integral is linear with respect to the capacity: for any two capacities $m_{1}, m_{2}$ on $N$ and any two real numbers $\alpha, \beta \geq 0$ we have

$$
C h_{\alpha m_{1}+\beta m_{2}}=\alpha \cdot C h_{m_{1}}+\beta \cdot C h_{m_{2}} .
$$

(2) The Choquet integral is monotone w.r.t. capacities: for any two capacities $m$ and $m^{\prime}$ we have that $m \leq m^{\prime}$ if and only if $C h_{m} \leq$ $C h_{m^{\prime}}$.
(3) If $m$ is a $0-1$ capacity then

$$
C h_{m}(\mathbf{x})=\bigvee_{I \subseteq N: m(I)=1} \bigwedge_{i \in I} x_{i}, \quad \forall \mathbf{x} \in[0,1]^{n}
$$

(4) The Choquet integral $C h_{m}$ is symmetric if and only if the capacity $m$ is symmetric.
(5) The Choquet integral is invariant under positive affine transformations: for any $c>0$ and any $a \in \mathbb{R}$,

$$
C h_{m}\left(c \mathbf{x}+a \mathbb{1}_{\mathbf{x}}\right)=c \cdot C h_{m}(\mathbf{x})+a .
$$

(6) For any capacity $m$ we have $C h_{m}^{*}=C h_{m^{*}}$, i.e. the dual of the Choquet integral with respect to the capacity $m$ is the Choquet integral with respect to the dual of the capacity $m$.
A property that, in general, a Choquet integral lacks of is that one of additivity, since the corresponding capacity $m$ is not additive itself. However there is a particular situation in which the property of additivity is granted, that is when the integrand vectors satisfy comonotonic additivity. There are many definitions of comonotonic additivity (briefly said comonotonicity) as, for example, the following regarding real vectors.

DEFINITION 1.46. Two vectors $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{n}$ are said comonotonic if there exists a permutation $\sigma$ on $N$ that gives the same order to both vectors, i.e. $x_{\sigma(1)} \leq \ldots \leq x_{\sigma(n)}$ and $x_{\sigma(1)}^{\prime} \leq \ldots \leq x_{\sigma(n)}^{\prime}$. Equivalently we can say that there are no couples of indices $i, j$ for which $x_{i}<x_{j}$ and $x_{i}^{\prime}>x_{j}^{\prime}$ at the same time.

Under this hypothesis we have the following result.

PROPOSITION 1.47. If $\mathbf{x}, \mathbf{x}^{\prime}$ are comonotonic vectors of $\mathbb{R}_{+}^{n}$ then, for any capacity $m$,

$$
\begin{equation*}
C h_{m}\left(\mathbf{x}+\mathbf{x}^{\prime}\right)=C h_{m}(\mathbf{x})+C h_{m}\left(\mathbf{x}^{\prime}\right) \tag{1.47}
\end{equation*}
$$

The following gives a characterization of the Choquet integral.
Theorem 1.48. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a given function. Then there exists a unique capacity $m$ such that $F=C h_{m}$ if and only if the function $F$ satisfies the following properties:
(1) comonotonic additivity;
(2) nondecreasing monotonicity;
(3) boundary conditions, i.e. $F(\mathbf{0})=0, F(\mathbf{1})=1$.

Moreover, $m$ is defined through $F$ as $m(I):=F\left(\mathbb{1}_{I}\right)$ for any $I \subseteq N$.
This result was showed by De Campos and Jorge in [35]. In their work they assumed a further condition of positive homogeneity, condition that can be deduced from hypothesis (1) and (2). The proof in the continuous case is due to Schmeidler and can be found in [124].

We now present the connections between the Choquet integral and the most common aggregation functions introduced in the previous Section.

PROPOSITION 1.49. Let $m$ be a capacity and consider $\mathbb{I}=\mathbb{R}$. The following holds
(1) $C h_{m}=$ Min if and only if $m=m_{M i n}$ is the minimal capacity; in the same way we can state that $C h_{m}=$ Max if and only if $m=m_{\text {Max }}$;
(2) $C h_{m}=O S_{k}$, the $k$-th order statistic, if and only if the capacity $m$ is the threshold measure $\tau_{n-k+1}$;
(3) $C h_{m}=P_{k}$, the $k-$ th projection, if and only if $m$ is the Dirac measure $\delta_{k}$;
(4) $C h_{m}=W A M_{\mathbf{w}}$ if and only if $m$ is additive, with $w_{i}=m(\{i\})$ for all $i \in N$;
(5) $C h_{m}=O W A_{\mathrm{w}}$ if and only if $m$ is symmetric, with weights $w_{i}=$ $m\left(E_{n-i+1}\right)-m\left(E_{n-i}\right)$ for all $i=2, \ldots, n$ and $w_{1}=1-\sum_{i=2}^{n} w_{i} ;$ any subset $E_{i}$ of $\Omega$ is such that $\left|E_{i}\right|=i$ and its measure $m(E)=$ $\sum_{j=0}^{i-1} w_{n-j}$.

We already mentioned the problem of the complexity of the capacity $m$ : one requires, in fact, $2^{n}-2$ information to know it completely. To reduce this problem significatively one can make use of capacities that enjoy the property of $k$-additivity, like proposed by Grabisch in [65]. The Choquet integral considerably simplifies in this case: in particular, when the underlying capacity is 2 -additive (or equivalently, $m$ is a 2 -order fuzzy measure), we have the following result, due to Marichal [94].

Theorem 1.50. Let ma 2 -order fuzzy measure on $N$. Then the best weighted arithmetic mean that minimizes

$$
\begin{equation*}
\int_{[0,1]^{n}}\left[C h_{m}(x)-W A M_{\omega}(x)\right]^{2} d x \tag{1.48}
\end{equation*}
$$

is given by the Shapley integral $S h_{m}$. Moreover, if $B \supseteq[0,1]$, we have

$$
\begin{equation*}
C h_{m}(x)=S h_{m}(x)-\frac{1}{2} \sum_{\{i, j\} \subseteq N} I_{m}(\{i, j\})\left[x_{i} \vee x_{j}-x_{i} \wedge x_{j}\right], \tag{1.49}
\end{equation*}
$$

for $x \in B^{n}$.
Equation (1.49) shows that the Choquet integral can be decomposed in a linear part, represented by $S h_{m}$, and a non-linear part divided, in turn, into 2 components: the one considering positive indices $I(\{i, j\})$ and the second one consisting in the negative indices. The positive part, for which $I(\{i, j\}) \in[0,1]$ implies a complementary behavior, which means that both criteria need to be satisfied to have a better global score; the negative components $I(\{i, j\}) \in[-1,0]$ describe negative interaction between the couples $\{i, j\}$, for which the components are substitutable, i.e. the satisfaction of either $i$ or $j$ is sufficient to have a significant effect on the global score. A more specific result in this direction is showed by Grabisch in [64].

THEOREM 1.51. Let m be a 2 -order fuzzy measure on $N$ and assume $B \supseteq[0,1]$. Then we have

$$
\begin{align*}
C h_{m}(x) & =\sum_{i \in N}\left(\Phi_{m}(\{i\})-\frac{1}{2} \sum_{j \in N \backslash\{i\}}\left|I_{m}(\{i, j\})\right|\right) x_{i} \\
& +\sum_{I_{m}(\{i, j\}) \geq 0} I_{m}(\{i, j\})\left(x_{i} \vee x_{j}\right)-\sum_{I_{m}(\{i, j\}) \leq 0} I_{m}(\{i, j\})\left(x_{i} \wedge x_{j}\right) \tag{1.50}
\end{align*}
$$

for all $x \in B^{n}$. Moreover, we have $\Phi_{m}(\{i\})-\frac{1}{2} \sum_{j \in N \backslash\{i\}}\left|I_{m}(\{i, j\})\right| \geq 0$ for all $i \in N$.

This decomposition emphasizes the role of the positive and negative components: a Choquet integral with strong positive (negative) component will be strongly conjunctive (disjunctive); if the values $I_{m}(\{i, j\})$ are low the integral will be, with good approximation, linear. In this view it is possible to write the integral as the sum of two components, namely

$$
\begin{equation*}
C h_{m}(x)=C h_{m^{+}}(x)+C h_{m^{-}}(x) \tag{1.51}
\end{equation*}
$$

where $m^{+}$and $m^{-}$are defined through their interaction representation

$$
I_{m^{+}}(E)=\max \left\{I_{m}(E), 0\right\} \quad I_{m^{-}}(E)=\min \left\{I_{m}(E), 0\right\}
$$

Due to linearity of $I_{m}$ on set functions we have $m=m^{+}+m^{-}$and equation (1.51) holds true. More in particular it can be rewritten as

$$
\begin{equation*}
C h_{m}(x)=\sum_{E \subseteq N} M_{m^{+}}(E) \bigwedge_{i \in E} x_{i}+\sum_{E \subseteq N} \check{M}_{m^{-}}(E) \bigvee_{i \in E} x_{i} \tag{1.52}
\end{equation*}
$$

where $M_{m^{+}}$represents the Möbius transform of the positive component $m^{+}$ while $\breve{M}_{m^{-}}$is the co-Möbius representation of $m^{-}$.

A more general extension of formula (1.50) can be given for any $k-$ additive measure $m$. Grabisch in [64] reports an example of order 3. For such measures it seems that an interpretation similar to the previous one can no longer be given.

Many other extensions of the Choquet integral, that we do not consider in this work, have been presented in literature in the last years, see for example the concave integral proposed by Lehrer [89], or the universal integral by Klement et al. in [84].

## CHAPTER 2

## Copulas: an overview

Copulas are specific aggregation operators, that are applied to aggregate marginal distribution functions into an output joint distribution function. Nelsen in [107] referred to copulas as "functions that join or couple multivariate distribution functions to their one-dimensional marginal distribution functions" and as "distribution functions whose one-dimensional margins are uniform". But neither of these statements is a definition, hence we will devote this Chapter to giving a precise definition of copulas and to examining some of their elementary properties.

## 1. Basic Concepts and Definitions

We first define subcopulas as a class of grounded $2-$ increasing functions with margins; then copulas as subcopulas with domain $I^{2}=[0,1]^{2}$.

DEFINITION 2.1. A two-dimensional subcopula (or 2-subcopula, or briefly, a subcopula) is a function $C^{\prime}$ with the following properties
(1) $\operatorname{Dom}\left(C^{\prime}\right)=S_{1} \times S_{2}$ with $S_{1}, S_{2}$ subset of I containing 0 and 1;
(2) $C^{\prime}(u, 1)=u$ and $C^{\prime}(1, v)=v$, for all $u, v \in I$;
(3) $C^{\prime}$ is grounded, i.e. $C^{\prime}(0, v)=C^{\prime}(u, 0)=0$ for all $u, v \in I$;
(4) $C^{\prime}$ is 2 -increasing, namely for every $u_{1}, u_{2}, v_{1}, v_{2} \in I$ such that $u_{1}<u_{2}$ and $v_{1}<v_{2}$,
$V_{C^{\prime}}([\mathbf{u}, \mathbf{v}])=C^{\prime}\left(u_{2}, v_{2}\right)-C^{\prime}\left(u_{2}, v_{1}\right)-C^{\prime}\left(u_{1}, v_{2}\right)+C^{\prime}\left(u_{1}, v_{1}\right) \geq 0$.
The value $V_{C}^{\prime}([\mathbf{u}, \mathbf{v}])$ can be seen as the volume of the subcopula over the set $\left[u_{1}, u_{2}\right] \times\left[v_{1}, v_{2}\right]$. Notice that a 2 -increasing function is also increasing in each variable.

DEFINITION 2.2. A two-dimensional copula (or briefly a copula) is a $2-$ subcopula $C$ whose domain is $I^{2}$. Equivalently, a copula is a function $C$ from $I^{2}$ to $I$ with the following properties:
(1) For every $u, v \in I, C(u, 1)=u$ and $C(1, v)=v$;
(2) $C$ is grounded and 2-increasing.

We give now some general properties of copulas, for reference see [107].
Proposition 2.3. The following hold for any copula $C$.

- $C$ is increasing in each argument;
- C is Lipschitz (and hence uniformly) continuous;
- for $i=1,2$, the derivatives $\partial_{i} C$ exists a.e. and $0 \leq \partial_{i} C \leq 1$;
- The functions $t \rightarrow \partial_{1} C(u, t)$ and $t \rightarrow \partial_{2} C(t, v)$ are defined and increasing a.e. on I.

There are three distinguished copulas, namely

$$
\begin{equation*}
W(u, v)=\max (u+v-1,0) ; \quad M(u, v)=\min (u, v) ; \quad \Pi(u, v)=u v \tag{2.1}
\end{equation*}
$$

see Figure 2.1. Copulas $M$ and $W$ are called the Fréchet-Hoeffding upper and lower bounds, respectively, since for any copula $C$ and any $u, v \in I$ we have

$$
\begin{equation*}
W(u, v) \leq C(u, v) \leq M(u, v) \tag{2.2}
\end{equation*}
$$



Figure 2.1. Copulas $W, \Pi, M$ respectively
One of the most important results about copulas, that one that links them with the concepts of joint distribution function, is the following due to Sklar.

Theorem 2.4. Let $H$ be a joint distribution function with margins $F$ and $G$. Then there exists a copula $C$ such that for all $x, y \in \mathbb{R}$,

$$
\begin{equation*}
H(x, y)=C(F(x), G(y)) \tag{2.3}
\end{equation*}
$$

If $F$ and $G$ are continuous, then $C$ is unique; otherwise, $C$ is uniquely determined on the range $\operatorname{RanF} \times \operatorname{Ran} G \subseteq \mathbb{R}^{2}$. Conversely, if $C$ is a copula and $F$ and $G$ are distribution functions, then the function $H$ defined by (2.3) is a joint distribution function with margins $F$ and $G$.

Lemma 2.5. Let $H$ be a joint distribution function with margins $F$ and $G$. Then there exists a unique subcopula $C^{\prime}$ such that
(1) $\mathrm{DomC}^{\prime}=\operatorname{RanF} \times \operatorname{Ran} G$;
(2) for all $x, y \in \mathbb{R}, H(x, y)=C^{\prime}(F(x), G(y))$.

Definition 2.6. Let $F$ be a distribution function. Then a quasi-inverse of $F$ is any function $F^{(-1)}$ with domain I such that

- if $t$ is in RanF, then $F^{(-1)}(t)$ is any number $x$ in $\mathbb{R}$ such that $F(x)=t$, i.e., for all $t \in$ Ran $F$,

$$
F\left(F^{(-1)}(t)\right)=t
$$

- if $t \notin$ RanF, then

$$
F^{(-1)}(t)=\inf \{x \mid F(x) \geq t\}=\sup \{x \mid F(x) \leq t\}
$$

If $F$ is strictly increasing, then it has but a single quasi-inverse, which is of course the ordinary inverse, for which we use the customary notation $F^{-1}$.

Corollary 2.7. Let $H, F, G$, and $C^{\prime}$ be as in Lemma 2.5, and let $F^{(-1)}$ and $G^{(-1)}$ be quasi-inverses of $F$ and $G$, respectively. Then for any $(u, v)$ in DomC,

$$
C^{\prime}(u, v)=H\left(F^{(-1)}(u), G^{(-1)}(v)\right) .
$$

When $F$ and $G$ are continuous, the above result holds for copulas as well and provides a method of constructing copulas from joint distribution functions.

Lemma 2.8. Let $C^{\prime}$ be a subcopula. Then there exists a copula $C$ such that $C(u, v)=C^{\prime}(u, v)$ for all $(u, v) \in D o m C^{\prime}$; i.e., any subcopula can be extended to a copula. The extension is generally non-unique.

Theorem 2.9. Let $X$ and $Y$ be continuous random variables. Then $X$ and $Y$ are independent if and only if $C_{X Y}=\Pi$.

Theorem 2.10. Let $X$ and $Y$ be continuous random variables with copula $C_{X Y}$. If $a$ and $b$ are strictly increasing on Ran $X$ and RanY, respectively, then $C_{a(X) b(Y)}=C_{X Y}$. Thus $C_{X Y}$ is invariant under strictly increasing transformations of $X$ and $Y$.

Theorem 2.11. Let $X$ and $Y$ be continuous random variables with copula $C_{X Y}$. Let $a$ and $b$ be strictly monotone on RanX and RanY, respectively. Then
(1) if a is strictly increasing and bis strictly decreasing, then

$$
C_{a(X) b(Y)}(u, v)=u-C_{X Y}(u, 1-v) ;
$$

(2) if a is strictly decreasing and $b$ is strictly increasing, then

$$
C_{a(X) b(Y)}(u, v)=v-C_{X Y}(1-u, v) ;
$$

(3) if $a$ and $b$ are both strictly decreasing, then

$$
C_{a(X) b(Y)}(u, v)=u+v-1+C_{X Y}(1-u, 1-v) .
$$

A copula is a continuous function $C:[0,1]^{n} \rightarrow[0,1]$, but is not necessarily absolutely continuous. Any copula $C$ can, in fact, be written as $C(u, v)=A_{C}(u, v)+S_{C}(u, v)$, where

$$
A_{C}(u, v)=\int_{0}^{u} \int_{0}^{v} \frac{\partial^{2}}{\partial s \partial t} C(s, t) d t d s, \quad S_{C}(u, v)=C(u, v)-A_{C}(u, v)
$$

A copula $C$ coinciding with $A_{C}\left(S_{C}=0\right)$ is then absolutely continuous, while if $C=S_{C}\left(A_{C}=0\right)$ the copula is said singular. Otherwise it has a singular component $S_{C}$ and an absolutely continuous one $A_{C}$. The FréchetHoeffding bounds $W$ and $M$ are singular copulas: the mass of $M$ is concentrated on the line $u=v$ while $W$ is distributed on the line $u+v=1$; on the other hand, the independence copula $\Pi$ is absolutely continuous.

In many applications, the random variables of interest represent the lifetimes of individuals or objects in some population. The probability of an individual living or surviving beyond time $x$ is given by the survival function (or reliability function) $\bar{F}(x)=\mathbb{P}(X>x)=1-F(x)$, where as before, $F$ denotes the distribution function of $X$. For a pair $(X, Y)$ of random variables with joint distribution function $H$, the joint survival function is given by $\bar{H}(x, y)=\mathbb{P}(X>x, Y>y)$. The margins of $\bar{H}$ are the functions are the univariate survival functions $\bar{F}$ and $\bar{G}$, respectively. We are going to show the relationship between univariate and joint survival functions. Suppose that $C$ is the copula between the variables $X$ and $Y$. Then

$$
\begin{aligned}
\bar{H}(x, y) & =1-F(x)-G(x)+H(x, y) \\
& =\bar{F}(x)+\bar{G}(x)-1+C(F(x), G(x)) \\
& =\bar{F}(x)+\bar{G}(x)-1+C(1-\bar{F}(x), 1-\bar{G}(x))
\end{aligned}
$$

so we can define $\widehat{C}:[0,1]^{2} \rightarrow[0,1]$ by

$$
\begin{equation*}
\widehat{C}(u, v)=u+v-1+C(1-u, 1-v), \tag{2.4}
\end{equation*}
$$

then we have $\bar{H}(x, y)=\widehat{C}(\bar{F}(x), \bar{G}(x))$.
Two other functions closely related to copulas (and survival copulas) are the dual of a copula and the co-copula (Schweizer and Sklar 1983). The dual of a copula $C$ is the function $\widetilde{C}$ defined by

$$
\begin{equation*}
\widetilde{C}(u, v)=u+v-C(u, v) \tag{2.5}
\end{equation*}
$$

and the co-copula is the function $C^{*}$ defined by

$$
\begin{equation*}
C^{*}(u, v)=1-C(1-u, 1-v) . \tag{2.6}
\end{equation*}
$$

Neither of these is a copula, but when $C$ is the copula of a pair of random variables $X$ and $Y$, the dual of the copula and the co-copula each express a probability of an event involving $X$ and $Y$. More in details we know that

$$
\begin{aligned}
& C(F(x), G(y))=\mathbb{P}(X \leq x, Y \leq y), \\
& \widetilde{C}(\bar{F}(x), \bar{G}(y))=\mathbb{P}(X>x, Y>y),
\end{aligned}
$$

and we also have

$$
\begin{aligned}
\widetilde{C}(F(x), G(y)) & =\mathbb{P}(X \leq x \vee Y \leq y), \\
C^{*}(\bar{F}(x), \bar{G}(y)) & =\mathbb{P}(X>x \vee Y>y) .
\end{aligned}
$$

Extension to generic dimension $n$ can be given as we are going to report below.

DEFINITION 2.12. An $n$-dimensional subcopula (or $n$-subcopula) is a function $C^{\prime}$ with the following properties:
(1) $D o m C^{\prime}=S_{1} \times \ldots \times S_{n}$, where each $S_{i}$ is a subset of $I^{n}$ containing 0 and 1 ;
(2) $C^{\prime}$ is grounded and $n-$ increasing;
(3) $C^{\prime}$ has (one-dimensional) margins $C_{i}^{\prime}, i=1, \ldots, n$, which satisfy $C_{i}^{\prime}(u)=u$ for all $u \in S_{i}$.
Note that for every $\mathbf{u} \in \operatorname{Dom} C^{\prime}, 0 \leq C^{\prime}(\mathbf{u}) \leq 1$, so that RanC $C^{\prime}$ is also a subset of I.

DEFINITION 2.13. An $n$-dimensional copula (or simply an $n$-copula) is an $n$-subcopula $C$ whose domain is $I^{n}$. Equivalently, an $n$-copula is a function $C: I^{n} \rightarrow I$ with the following properties:
(1) for every $\mathbf{u} \in I^{n}, C(\mathbf{u})=0$ if at least one coordinate of $u$ is 0 , and if all coordinates of $u$ are 1 except $u_{k}$, then $C(\mathbf{u})=u_{k}$;
(2) for every $\mathbf{a}, \mathbf{b} \in I^{n}$ such that $\mathbf{a} \leq \mathbf{b}$, the $n-$ volume $V_{C}([\mathbf{a}, \mathbf{b}]) \geq$ 0.

It is easy to show that for any $n$-copula $C$ with $n \geq 3$, each $k$-margin of $C$ is a $k$-copula, $2 \leq k \leq n$.

The main properties of the copulas as well as Sklar's Theorem are still valid in dimension $n$. Any $n$-dimensional copula $C$ satisfy the FréchetHoeffding upper and lower bounds, so takes values between

$$
\begin{equation*}
W\left(u_{1}, \ldots, u_{n}\right)=\max \left(u_{1}+\ldots+u_{n}-n+1,0\right) \tag{2.7}
\end{equation*}
$$

and

$$
M\left(u_{1}, \ldots, u_{n}\right)=\min \left(u_{1}, \ldots, u_{n}\right)
$$

It is important to notice that, for $n>2, W\left(u_{1}, \ldots, u_{n}\right)$ is no longer a copula.

For the 2 -dimensional case, the Fréchet-Hoeffding bounds inequality introduced in (2.2), suggests a partial order on the set of copulas.

DEFInition 2.14. If $C_{1}$ and $C_{2}$ are copulas, we say that $C_{1}$ is smaller than $C_{2}$, and write $C_{1} \prec C_{2}$ (or $C_{2} \succ C_{1}$ ), if $C_{1}(u, v) \leq C_{2}(u, v)$ for all $u, v \in \mathbb{I}$.

Recalling that $W(u, v) \leq C(u, v) \leq M(u, v)$ for every copula $C$ and all $u, v \in \mathbb{I}$, the lower bound copula $W$ is smaller than every copula, and the upper bound copula $M$ is larger than every copula. This point-wise partial ordering of the set of copulas is called the concordance ordering. It is a partial order rather than a total order because not every pair of copulas is comparable. It assumes importance in the study of the dependence of random variables, through the use of their connecting copulas. A similar definition can be given for the multi-dimensional case. We delay it discussion to next Section, in which we introduce the main ideas of dependence among random variables.
1.1. Archimedean Copulas. An important class of copulas is that of Archimedean copulas. This class has a wide range of applications, due to the great variety of copulas belonging to it, the ease with which they can be built and the many properties they enjoy. We encountered the particular case of independence between variables, whose copula is expressed by
the product copula $\Pi$. From a practical point of view, we are interested in similar simple expressions useful for the construction of copulas, like $\phi(C(u, v))=\phi(u)+\phi(v)$, for some function $\phi$. So we need to find an appropriate inverse $\phi^{[-1]}$, with opportune properties, that solves

$$
\begin{equation*}
C(u, v)=\phi^{[-1]}(\phi(u)+\phi(v)) . \tag{2.8}
\end{equation*}
$$

DEFINITION 2.15. Let $\phi: I \rightarrow[0, \infty]$ be continuous, strictly decreasing and with $\phi(1)=0$. The pseudo-inverse of $\phi$ is the function $\phi^{[-1]}:[0, \infty] \rightarrow I$ given by

$$
\phi^{[-1]}(t)= \begin{cases}\phi^{-1}(t), & \text { if } 0 \leq t \leq \phi(0)  \tag{2.9}\\ 0, & \text { if } \phi(0) \leq t \leq \infty\end{cases}
$$

Notice that $\phi\left(\phi^{[-1]}(t)\right)=\min (t, \phi(0))$ and if $\phi(0)=\infty$ then $\phi^{[-1]}(t)=$ $\phi^{-1}(t)$.

A function $C$ defined as in (2.8) is, indeed, a copula, since the following holds.

Lemma 2.16. Let $\phi$ and $\phi^{[-1]}$ be as in Definition 2.15 and also let $C: I^{2} \rightarrow I$ be a function satisfying Eq. (2.8). If $\phi$ is convex, then $C$ is 2 -increasing and satisfies the Fréchet-Hoeffding boundary conditions.

Moreover, it can be given a characterization as follows.
Theorem 2.17. Let $\phi$ and $\phi^{[-1]}$ and $C$ as in the previous Lemma. Then $C$ is a copula if and only if $\phi$ is convex.

Some important properties of Archimedean copulas are the following.
Theorem 2.18. Let $C$ be an Archimedean copula with generator $\phi$. Then:
(1) $C$ is symmetric, i.e. $C(u, v)=C(v, u)$ for all $u, v \in I$;
(2) $C$ is associative, namely $C(C(u, v), w)=C(u, C(v, w))$ for all $u, v, w \in I$
(3) $c \phi$ is a generator of $C$, for any constant $c>0$.

A first simple example of Archimedean copulas is given by the independence copula $\Pi$. Consider $\phi=-\ln t$, so $\phi^{[-1]}=\exp (-t)$ and with straightforward calculation we get, from (2.8),

$$
C(u, v)=\phi^{[-1]}(\phi(u)+\phi(v))=\exp (\ln u+\ln v)=u v=\Pi(u, v)
$$

In a similar way one can prove that also the minimal copula $W$ is Archimedean, while $M$ is not. Other important families of Archimedean copulas the ones attributed to Clayton, Ali-Mikhail-Haq, Frank and Gumbel. These classes of copulas are called one-parameter families, since all the copulas belonging to any of this families can be obtained by changing the value of the generating parameter. Consider, for example, the copulas
from the Ali-Mikhail-Haq family (see Figure 2.2), namely those that can be written as

$$
\begin{equation*}
C_{\theta}(u, v)=\frac{u v}{1-\theta(1-u)(1-v)}, \tag{2.10}
\end{equation*}
$$

with parameter $\theta$ ranging in $[-1,1]$ and generator given by

$$
\ln (1-\theta(1-t) / t)
$$

The independence copula belongs to this family, since can be obtained substituting to $\theta$ the value 0 . Many other examples and interesting properties will not be discussed in this paper, but can be found, for example, in [107].



FIgURE 2.2. Copula from the Ali-Mikhail-Haq family, with parameter $\theta=-0.5$ and its support
1.2. Copulas for capacities. It is interesting to highlight connections between copulas and non-additive measures, especially with capacities. As for additive probabilities, copulas for non-additive measures can be defined, with just some minor requirements.

Consider, for instance, the extended line $\overline{\mathbb{R}}=\mathbb{R} \cup\{-\infty, \infty\}$ and a capacity $\mu$ on $\left(\overline{\mathbb{R}}^{d}, \mathcal{B}\left(\overline{\mathbb{R}}^{d}\right)\right)$. Let $\mu_{i}$ the $i$-th projection of $\mu$ : for $S \in \mathcal{B}(\overline{\mathbb{R}})$,

$$
\mu_{i}(S)=\mu(\overline{\mathbb{R}} \times \overline{\mathbb{R}} \times \ldots \times S \times \ldots \overline{\mathbb{R}})
$$

where $S$ is in the $i$-th coordinate of the vector. It can be defined, as natural, the distribution function $F_{\mu}: \overline{\mathbb{R}}^{d} \rightarrow \mathbb{R}$ associated to $\mu$ as follows:

$$
F_{\mu}\left(x_{1}, \ldots, x_{d}\right)=\mu\left(\left[-\infty, x_{1}\right] \times \ldots \times\left[-\infty, x_{d}\right]\right) .
$$

Marginal components are defined as well, namely $F_{\mu_{i}}: \overline{\mathbb{R}} \rightarrow \mathbb{R}$ such that

$$
F_{\mu_{i}}(x)=\mu_{i}([-\infty, x]) .
$$

It is easy to see that $F_{\mu}$ is increasing, since the capacity $\mu$, for definition, is monotone. In general $F_{\mu}$ is not right continuous and, of course, does not characterize $\mu$ on the whole Borel $\sigma$-field, since even the distribution function of a finitely additive probability measure in general does not have these properties. Some properties can, in any case, be attributed to $\mu$, as the following.

Definition 2.19. Let
$\Delta_{s_{i}=x_{i}}^{y_{i}} f\left(s_{1}, \ldots, s_{i}, \ldots, s_{d}\right)=f\left(s_{1}, \ldots, y_{i}, \ldots, s_{d}\right)-f\left(s_{1}, \ldots, x_{i}, \ldots, s_{d}\right)$.
A function $F: \overline{\mathbb{R}}^{d} \rightarrow \mathbb{R}$ is called $n$-increasing $(n \leq d)$ if

$$
\Delta_{s_{i_{1}}=x_{i_{1}}}^{y_{i_{1}}} \Delta_{s_{i_{n}}=x_{i_{n}}}^{y_{i_{n}}} f\left(\ldots, s_{i_{1}}, \ldots, s_{i_{n}}, \ldots\right) \geq 0
$$

for any possible values of the indices $i_{1}, \ldots, i_{n}$.
Any $d$-variate distribution function associate with a finitely additive probability measure is $n$-increasing for all $n \leq d$. This is true also for $d$-monotone capacities. In the case of probability measures the result is a consequence of the fact that the probability of any $d$-dimensional rectangle in $\overline{\mathbb{R}}^{d}$ is nonnegative and this probability can be expressed as the multiple finite difference of the distribution function. The same procedure cannot be applied for capacities, due to lack of additivity, but the definition of $d$-monotonicity gives the result, resumed as follows.

Lemma 2.20. If $\mu$ is $d$-monotone, then $F_{\mu}$ is $n$-increasing for every $n \leq d$.

This result is due to Scarsini, see [123]. In particular for the case $d=2$, the distribution function of any convex capacity is increasing and $2-$ increasing. Other important properties are the following.

COROLLARY 2.21. If $\mu$ is a d-monotone capacity on $\left(\overline{\mathbb{R}}^{d}, \mathcal{B}\left(\overline{\mathbb{R}}^{d}\right)\right)$, then there exists a finitely additive probability measure $\nu$ on $\left(\overline{\mathbb{R}}^{d}, \mathcal{B}\left(\overline{\mathbb{R}}^{d}\right)\right)$ such that $F_{\mu}=F_{\nu}$.

Theorem 2.22. If $\mu$ is convex then $F_{\mu}$ satisfies the Fréchet-Hoeffding upper and lower bounds (see (2.2)), namely

$$
\max \left(F_{\mu_{1}}\left(x_{1}\right)+F_{\mu_{2}}\left(x_{2}\right)-1,0\right) \leq F_{\mu}\left(x_{1}, x_{2}\right) \leq \min \left(F_{\mu_{1}}\left(x_{1}\right), F_{\mu_{2}}\left(x_{2}\right)\right)
$$

The same result holds for $d$-dimensional bounds, like in (2.7).
These two results allow us to state the following Theorem.
THEOREM 2.23. Let $\mu$ be a convex capacity on $\left(\overline{\mathbb{R}}^{d}, \mathcal{B}\left(\overline{\mathbb{R}}^{d}\right)\right.$ ). Then there exists a function $C_{\mu}: I^{d} \rightarrow I$, called semi-copula, such that
(1) $F_{\mu}\left(x_{1}, \ldots, x_{d}\right)=C_{\mu}\left(F_{\mu_{1}}\left(x_{1}\right), \ldots, F_{\mu_{d}}\left(x_{d}\right)\right)$;
(2) $C_{\mu}\left(x_{1}, \ldots, x_{d}\right)=0$ if $x_{i}=0$ for at least one index $i \in\{1, \ldots, n\}$;
(3) $C_{\mu}\left(1, \ldots, 1, x_{i}, 1, \ldots, 1\right)=x_{i}$;
(4) $C_{\mu}$ is increasing.

The proof of this statement is left to [123]. Notice that, when the underlying measure $\mu$ is a probability measure, then the semi-copula coincide with the usual copula, defined in 2.2. If the measure $\mu$ is $d$-monotone, then the semi-copula $C_{\mu}$ is $n$-increasing for all $n \leq d$. Generally, it is enough to assume convexity of the capacity to establish the existence of a function that
relates the joint distribution function to its margins, but $d$-monotonicity is required for this function to have all the analytic properties of a copula.

## 2. Dependence

The concepts of dependence are needed in the analysis of multivariate models. The literature is rich of such models, so we list some of the most important concept of dependence that we have found useful for our study. These are:

- the positive quadrant dependence (PQD) and the concordance ordering, basic for copulas to determine wherever a multivariate parameter is a dependence parameter;
- the stochastic increasing positive dependence (SI);
- the $T P_{2}$ dependence, necessary for constructing families of closedform copulas with wide range of dependence;
- the tail dependence for extreme values copulas;
- Kendall's tau, Spearman's rho and Gini's gamma, as functions to study concordance among variables from the analysis of their connecting copulas.
We will consider principally dependence concepts for bivariate distributions. For references to this literature see, for example, [10], [76], and [107]. We start with the following

Definition 2.24 (Lehmann [88]). Let $\mathbf{X}=\left(X_{1}, X_{2}\right)$ a bivariate random vector with cdf $F$. We say that $\mathbf{X}$ (or $F$ ) is positive quadrant dependent ( $P Q D$ ) if

$$
\begin{equation*}
\forall x_{1}, x_{2} \in \mathbb{R} \quad \mathbb{P}\left(X_{1}>x_{1}, X_{2}>x_{2}\right) \geq \mathbb{P}\left(X_{1}>x_{1}\right) \mathbb{P}\left(X_{2}>x_{2}\right) \tag{2.11}
\end{equation*}
$$

Condition (2.11) is equivalent to

$$
\begin{equation*}
\forall x_{1}, x_{2} \in \mathbb{R} \quad \mathbb{P}\left(X_{1} \leq x_{1}, X_{2} \leq x_{2}\right) \geq \mathbb{P}\left(X_{1} \leq x_{1}\right) \mathbb{P}\left(X_{2} \leq x_{2}\right) \tag{2.12}
\end{equation*}
$$

The reason why this consists in a positive dependence concept is that $X_{1}$ and $X_{2}$ are more likely to be large (or small) together than two other variables with same marginal laws but independent. If the inequalities in (2.11) and (2.12) are reversed we will talk about negative quadrant dependence (NQD). A similar definition can be given for multidimensional random vectors.

Definition 2.25. Let $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ a multivariate random vector with cdf $F$. We say that $\mathbf{X}$ (or $F$ ) is positive upper orthant dependent (PUOD) if

$$
\begin{equation*}
\forall \mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R} \quad \mathbb{P}\left(X_{1}>x_{1}, \ldots, X_{n}>x_{n}\right) \geq \prod_{i=1}^{n} \mathbb{P}\left(X_{i}>x_{i}\right) \tag{2.13}
\end{equation*}
$$

and that is positive lower orthant dependent (PLOD) if

$$
\begin{equation*}
\mathbb{P}\left(X_{1} \leq x_{1}, \ldots, X_{n} \leq x_{n}\right) \geq \prod_{i=1}^{n} \mathbb{P}\left(X_{i} \leq x_{i}\right) \quad \forall \mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R} \tag{2.14}
\end{equation*}
$$

If both conditions (2.13) and (2.14) hold, then $\mathbf{X}(F)$ is said positive orthant dependent (POD). Notice that, in the multivariate case, these two expressions are not necessarily equivalent.

If the inequality are reversed, we can state, in a similar way, the concepts of negative upper orthant dependence (NUOD), negative lower orthant dependence (NLOD), and negative orthant dependence.

The Definitions given above can be restated in terms of copulas. Consider, for instance, two random variables $X_{1}, X_{2}$ with continuous marginal distributions $G_{1}, G_{2}$, cdf $F$, and connecting copula $C$. Notice that Eq. (2.12) can be also written as

$$
F\left(x_{1}, x_{2}\right) \geq G_{1}\left(x_{1}\right) G_{2}\left(x_{2}\right), \forall\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}
$$

Thus, by means of Sklar's Theorem, we can state the Definition of PDQ for copulas as follows.

DEFInItion 2.26. We say that a copula $C$ is $P Q D$ if

$$
\begin{equation*}
C(u, v) \geq \Pi(u, v), \forall(u, v) \in \mathbb{I}^{2} \tag{2.15}
\end{equation*}
$$

If the inequalities in (2.15) are reversed, then the copula $C$ is said NQD.
Similar arguments can be used to define PLOD, PUOD, and POD conditions in terms of multivariate copulas (and NLOD, NUOD, and NOD too). According to the definition of concordance ordering for copulas, given in 2.14, we can make comparisons between couples of random variables to establish their degree of concordance on the basis of the degree of concordance expressed by their connecting copulas respectively. For example a 2 -copula $C_{1}$ is more PQD than another $2-$ copula $C_{2}$ if $C_{1}(u, v) \geq$ $C_{2}(u, v)$ for all $(u, v) \in[0,1]^{2}$. In dimension $n, C_{1}$ will be more PLOD than $C_{2}$ if $C_{1}(\mathbf{u}) \geq C_{2}(\mathbf{u})$, and more PUOD if $\bar{C}_{1}(\mathbf{u}) \geq \bar{C}_{2}(\mathbf{u})$, for every $\mathbf{u} \in[0,1]^{n}$ (then POD if both hold).

A further concept of dependence is the following, regarding tail monotonicity of copulas.

Definition 2.27. Let $\mathbf{X}=\left(X_{1}, X_{2}\right)$ a bivariate random vector with $c d f F$. We say that $X_{2}$ is stochastically increasing in $X_{1}$, or the conditional distribution $F_{2 \mid 1}$ is stochastically increasing $\operatorname{SI}\left(X_{2} \mid X_{1}\right)$, if

$$
\begin{equation*}
\mathbb{P}\left(X_{2}>x_{2} \mid X_{1}=x_{1}\right)=1-F_{2 \mid 1}\left(x_{2} \mid x_{1}\right) \tag{2.16}
\end{equation*}
$$

is an increasing function of $x_{1}$, for all $x_{2} \in \mathbb{R}$. By reversing the direction of the monotonicity in (2.16), the stochastically decreasing (SD) condition results.

In terms of copulas, this result can be restated as follows.

DEFINITION 2.28. Let $X_{1}$ and $X_{2}$ be continuous random variables with copula $C$. Then $S I\left(X_{2} \mid X_{1}\right)$ holds if and only if for any $v \in[0,1]$ and for almost all $u, \partial_{1} C(u, v)$ is non-increasing in $u$ or, equivalently, if $C$ is a concave function of $u$.

Other important definitions are that ones of right tail increasing (RTI), right tail decreasing (RTD) or totally positivity of order 2 (TP2), with some properties defining connections among them, can be found in [107].

Dependence is also modeled by some concept better known as measure of association between random variables. Given a pair of random variables $(X, Y)$, we say that two observation $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ from the pair are concordant if $\left(x_{1}-x_{2}\right)\left(y_{1}-y_{2}\right)>0$, discordant if the inequality is reversed. This means that the values of one of the random variables tends to be big or small in the same way as the values of the other variable do. We show now some examples in this direction.

DEFInition 2.29. Let $\left(X_{1}, Y_{1}\right)$ and $\left(X_{2}, Y_{2}\right)$ be independent and identically distributed random vectors with joint distribution $F$. Kendall's tau measure of association is defined as

$$
\begin{equation*}
\tau_{X, Y}=\mathbb{P}\left[\left(X_{1}-X_{2}\right)\left(Y_{1}-Y_{2}\right)>0\right]-\mathbb{P}\left[\left(X_{1}-X_{2}\right)\left(Y_{1}-Y_{2}\right)<0\right] . \tag{2.1.}
\end{equation*}
$$

For independent vectors of random variables not sharing the same joint distributions, one can define a "concordance function" $Q$ as follows. If $C_{1}, C_{2}$ are the connecting copulas for the couples $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right)$ then we can write

$$
Q=\mathbb{P}\left[\left(X_{1}-X_{2}\right)\left(Y_{1}-Y_{2}\right)>0\right]-\mathbb{P}\left[\left(X_{1}-X_{2}\right)\left(Y_{1}-Y_{2}\right)<0\right]
$$

and obtain the following integral representation for $Q$ :

$$
\begin{equation*}
Q=Q\left(C_{1}, C_{2}\right)=4 \int_{\mathbb{I}^{2}} C_{2}(u, v) d C_{1}(u, v)-1 \tag{2.18}
\end{equation*}
$$

Such a representation can be used to express Kendall's tau by means of the copula $C$ :

$$
\begin{equation*}
\tau_{X, Y}=\tau_{C}=Q(C, C)=4 \int_{\mathbb{I}^{2}} C(u, v) d C(u, v)-1 \tag{2.19}
\end{equation*}
$$

It is interesting to notice that this value, although expressed in terms of integrals, can be used to compute dependence also for copulas that contains a singular component. To do this we just need to rewrite the integral in (2.19) as

$$
\begin{equation*}
\tau_{C}=1-4 \int_{\mathbb{I}^{2}} \frac{\partial}{\partial u} C(u, v) \frac{\partial}{\partial v} C(u, v) d u d v \tag{2.20}
\end{equation*}
$$

The proof of this result rises from an application of integration by parts. An interesting example of Kendall's tau for the copulas of Marshall-Olkin family is given in [107] (see also section 5). In this particular case the measure of association coincides with the measure of the singular component of the copula.

Other useful measures are given by Spearman's rho and Gini's Gamma. Both of them can be defined by means of function $Q$. Namely $\rho=3 Q(C, \Pi)$ while $\gamma=Q(C, M)+Q(C, W)$. In a sense, Spearman's rho measures a concordance relationship or "distance" between the distribution of $X$ and $Y$ as represented by their copula $C$ and independence as represented by the copula $\Pi$. On the other hand, Gini's gamma measures a concordance relationship or "distance" between $C$ and monotone dependence, as represented by the copulas $M$ and $W$.

Notice that, for Archimedean copulas, this expressions can be written by means of their generators, and assume a simpler form. For example, given an Archimedean copula $C$ with generator $\phi$, Kendall's Tau can be written as

$$
\begin{equation*}
T_{C}=1+4 \int_{0}^{1} \frac{\phi(t)}{\phi^{\prime}(t)} d t \tag{2.21}
\end{equation*}
$$

Any set of desirable properties for a "measure of concordance" would include those in the following definition, see [121].

DEFINITION 2.30. A numeric measure $k$ of association between two continuous random variables $X$ and $Y$ whose copula is $C$ is a measure of concordance if it satisfies the following properties (we write $k_{X, Y}$ or $k_{C}$ ):

- $k$ is defined for every pair of continuous random variables;
- $1 \leq k_{X, Y} \leq 1, k_{X, X}=1$, and $k_{X,-X}=1$;
- $k_{X, Y}=k_{Y, X}$;
- if $X, Y$ are independent then $k_{X, Y}=k_{\Pi}=0$;
- $k_{-X, Y}=k_{X,-Y}=-k_{X, Y}$;
- if $C_{1} \prec C_{2}$ then $k_{C_{1}} \leq k_{C_{2}}$;
- if $\left\{\left(X_{n}, Y_{n}\right)\right\}$ is a sequence of continuous random variables with copulas $C_{n}$, and if $\left\{C_{n}\right\}$ converges pointwise to $C$, then we have that $\lim _{n \rightarrow \infty} k_{C_{n}}=k_{C}$.

It is proved that Kendall's Tau, Spearman's Rho and Gini's Gamma are measures of concordance, since they satisfy conditions given in Definition 2.30. For further details and properties of dependence measures see [107].

## 3. Methods of constructing copulas

Nelsen in [107] presents several general methods of constructing bivariate copulas. By means of Sklar's theorem one can produce copulas directly from joint distribution functions. Using geometric methods, one may construct singular copulas whose support lies in a specified set and copulas with sections given by simple functions such as polynomials. He also discusses some geometrical procedures that produce copulas known as ordinal sums, shuffles of $M$, and convex sums. In the algebraic method, he constructs copulas from relationships involving the bivariate and marginal distributions functions. In this Section we briefly report some of these methods and provide examples for them.

We start introducing the "inversion method", based on Sklar's inversion theorem presented in 2.7. Given a bivariate distribution function $H$ with continuous margins $G_{1}$ and $G_{2}$, we can obtain a copula by "inverting" via the expression 2.7:

$$
C(u, v)=H\left(G_{1}^{(-1)}(u), G_{2}^{(-1)}(v)\right)
$$

With this copula, we can construct new bivariate distributions with arbitrary margins, say

$$
H^{\prime}(x, y)=C\left(G_{1}^{\prime}(x), G_{2}^{\prime}(y)\right)
$$

Of course, this can be done equally as well using survival functions: by recalling 2.4

$$
\widehat{C}(u, v)=\bar{H}\left(\bar{G}_{1}^{(-1)}(u), \bar{G}_{2}^{(-1)}(v)\right)
$$

where $\bar{G}^{(-1)}$ denotes a quasi-inverse of $\bar{G}$, defined analogously to $G^{(-1)}$ in (2.6), like

$$
\bar{G}^{(-1)}(t)=\bar{G}^{(-1)}(1-t)
$$

An example of a family of copulas built in this way is given by the MarshallOlkin system of bivariate exponential distributions (see e.g [76, 103, 107]). This family is modeled by two parameter, say $\alpha_{1}, \alpha_{2}$, with values in $[0,1]$, and its expression reads

$$
\begin{equation*}
\widehat{C}^{\left(\alpha_{1}, \alpha_{2}\right)}(u, v):=u v \min \left\{u^{-\alpha_{1}}, v^{-\alpha_{2}}\right\} . \tag{2.22}
\end{equation*}
$$

This model is suitable to describe the lifetime a system with two components, which are subject to shocks that are fatal to one or both of them. For this reason it is a model that fits well with reliability problems and finds many applications in such field. We discuss its construction in Chapter 5, also giving some of its properties, useful for our purposes.


Figure 2.3. Copulas from the Marshall-Olkin family with parameters $\left(\alpha_{1}, \alpha_{2}\right)$ respectively $(0.3,0.6),(0.5,0.5)$ and $(0.9,0.3)$

Other examples of copulas constructed by using the inversion method can be found in [107].

Another kind of approach in building copulas arise for geometric-type methods. One can, indeed, construct grounded 2 -increasing functions on $\mathbb{I}^{2}$ with uniform margins, by using some information of a geometric nature, such as the shape of the graphs of horizontal, vertical, or diagonal sections.

Nelsen in [107] examines ordinal sum construction, wherein the members of a set of copulas are scaled and translated in order to construct a new copula; the shuffles of $M$, which are constructed from the Fréchet-Hoeffding upper bound; and the convex sum construction, a continuous analog of convex linear combinations. For our purposes we will discuss the second kind of geometric method mentioned, the shuffles of $M$, the maximal copula.

It is known that $M$ and $W$ are singular copulas, whose support consists in a single segment. For $M$ it consists of the line connecting $(0,0)$ with $(1,1)$, with slope 1 , while $W$ is supported by the line connecting $(0,1)$ to $(1,0)$, with slope -1 . The shuffles of $M$ have then support consisting in segments of slope -1 and 1 .

Informally speaking, we can say that such functions are obtained by cutting the support of $M$ in small parts and rearranging into the unit square by translating and flipping them.

More formally, a shuffle of $M$ is determined by a positive integer $n$, a finite partition $\left\{J_{i}\right\}_{i=1, \ldots, n}$ of $\mathbb{I}$ into $n$ closed subintervals, a permutation $\sigma$ on $N=\{1,2, \ldots, n\}$, and a function $\omega: N \rightarrow\{-1,1\}$ where $\omega(i)$ is -1 or 1 according to whether or not the strip $J_{i} \times \mathbb{I}$ is flipped. The shuffle of $M$ resulting from a permutation $\sigma$ will be denoted by $M\left(n,\left\{J_{i}\right\}, \sigma, \omega\right)$. A shuffle of $M$ with $\omega=1$, i.e., for which none of the strips is flipped, is a straight shuffle, and a shuffle of $M$ with $\omega=-1$ is called a flipped shuffle. We will also write $I_{n}$ for $\left\{J_{i}\right\}$ when it is a regular partition of $\mathbb{I}$, i.e., when the width of each subinterval $J_{i}$ is $1 / n$.

As an example of shuffle consider the following copula $C_{\gamma}$, described by a parameter $\gamma \in(0,1)$.

$$
C_{\gamma}(u, v)= \begin{cases}\min (u, v-\gamma), & \text { if }(u, v) \in[0,1-\gamma] \times[\gamma, 1]  \tag{2.23}\\ \min (u+\gamma-1, v), & \text { if }(u, v) \in[1-\gamma, 1] \times[0, \gamma] \\ W(u, v), & \text { otherwise } .\end{cases}
$$

This copulas are built by one single cut at $\gamma$ and represents a straight shuffle of $M$, since no strip is flipped. The graph of the support consists in two lines with slope 1 connecting $(0, \gamma)$ to $(1-\gamma, 1)$ and $(1-\gamma, 0)$ to $(1, \gamma)$. This example arise when considering two uniform random variables $U$ and $V$, with $V=U \oplus \gamma$, with the meaning that the value of $V$ is given by the fractional part of the sum $U+\gamma$. Then one can see that the joint behavior of $U$ and $V$ is expressed in terms of the copula $C_{\gamma}$. We make a deeper investigation of this copula in Section 5, see Proposition 5.10.

Many other methods of constructing copulas exist in literature, as the algebraic methods, involving both bivariate and marginal distributions of the random variables considered. Some examples of copulas built with these methods are given by the Plackett family and the Ali-Mikhail-Haq family of distributions. These and other examples are studied accurately in [107].

## 4. Symmetry and exchangeability

An important concept in the study of copulas is due to its property of symmetry. Symmetry of copulas is strictly liked with the concept of exchangeability of the random variables described by them. The first to introduce the concept of exchangeability was De Finetti in [36].

Definition 2.31. We say that two random variables $X_{1}$ and $X_{2}$, with marginal laws $G_{1}$ and $G_{2}$ and joint law $F_{1,2}$, are exchangeable if and only if $G_{1}=G_{2}$ and $F_{1,2}=F_{2,1}$.

A similar definition can be given for groups of random variables. If we consider $n$ identically distributed random variables $X_{1}, \ldots, X_{n}$, they are exchangeable if $F_{1, \ldots, n}=F_{\sigma(1), \ldots, \sigma(n)}$, for any permutation $\sigma$ of the indices $1, \ldots, n$.

It is immediate to think to, when two random variables are not exchangeable, how to measure they degree of non-exchangeability.

DEFinition 2.32. Let $H(F)$ be the class of all random pairs $\left(X_{1}, X_{2}\right)$ such that $X_{1}$ and $X_{2}$ are identically distributed with continuous d.f. $F$. A function $\widehat{\mu}: H(F) \rightarrow \mathbb{R}_{+}$is a measure of non-exchangeability for $H(F)$ if it satisfies the following properties:

A1: $\widehat{\mu}$ is bounded, viz. there exists $K \in \mathbb{R}_{+}$such that, for all $\left(X_{1}, X_{2}\right) \in H(F), \widehat{\mu}\left(X_{1}, X_{2}\right) \leq K$;
A2: $\widehat{\mu}\left(X_{1}, X_{2}\right)=0$ if, and only if, $\left(X_{1}, X_{2}\right)$ is exchangeable;
A3: $\widehat{\mu}\left(X_{1}, X_{2}\right)$ is symmetric, i.e., for all $\left(X_{1}, X_{2}\right) \in H(F)$, one has $\widehat{\mu}\left(X_{1}, X_{2}\right)=\widehat{\mu}\left(X_{2}, X_{1}\right)$;
A4: $\widehat{\mu}\left(X_{1}, X_{2}\right)=\widehat{\mu}\left(f\left(X_{1}\right), f\left(X_{2}\right)\right)$ for every strictly monotone function $f$ and for all $\left(X_{1}, X_{2}\right) \in H(F)$;
A5: if $\left(X_{1}^{n}, X_{2}^{n}\right)$ and $\left(X_{1}, X_{2}\right)$ are pairs of random variables with joint distribution functions $H_{n}$ and $H$, respectively, and if $H_{n}$ converges weakly to $H$ as $n$ tends to $\infty$, then $\widehat{\mu}\left(X_{1}^{n}, X_{2}^{n}\right)$ converges to $\widehat{\mu}\left(X_{1}, X_{2}\right)$ as $n$ tends to $\infty$.
Axioms $\mathbf{A 1}$ and $\mathbf{A 2}$ ensures that the measure is bounded and not always equal to 0 . The other axioms state that the measure must be invariant under permutation of components, strictly monotone transformations and distributional limit. This Definition is due to Durante et al. (see [49]), where they showed in addition that, by means of Sklar's Theorem, an equivalent formulation of measure of non-exchangeability can be given w.r.t. the connecting copula of the random variables $X_{1}$ and $X_{2}$.

Proposition 2.33. Let $X_{1}, X_{2}$ be continuous r.v.s and let $C_{X_{1}, X_{2}}$ be their connecting copula. The random variables $X_{1}$ and $X_{2}$ are exchangeable if, and only if, they are identically distributed, i.e. $F_{X_{1}}=F_{X_{2}}$, and $C_{X_{1}, X_{2}}$ is symmetric, viz. $C_{X_{1}, X_{2}}(u, v)=C_{X_{1}, X_{2}}(v, u)$ for every $u, v \in$ $[0,1]$.

In this view one can rewrite Definition 2.32 by

DEFINITION 2.34. Let $\mathcal{C}$ the class of all copulas. A function $\mu: \mathcal{C} \rightarrow$ $\mathbb{R}_{+}$is a measure of non-exchangeability for $\mathcal{C}$ if it satisfies the following properties:

B1: $\mu$ is bounded, viz. there exists $K \in \mathbb{R}_{+}$such that, for all $C \in \mathcal{C}$, $\mu(C) \leq K$;
B2: $\mu(C)=0$ if, and only if, $C$ is symmetric;
B3: $\mu(C)=\mu\left(C^{t}\right)$ for every $C \in \mathcal{C}$;
B4: $\mu(C)=\mu(\widehat{C})$ for every $C \in \mathcal{C}$;
B5: if $\left(C_{n}\right)$ and $C$ are in $\mathcal{C}$ and if $C_{n}$ converges uniformly to $C$, then $\mu\left(C_{n}\right)$ converges to $\mu(C)$ as $n$ tends to $\infty$.

Several measures of non-exchangeability, that satisfy $B 1-B 5$, have been presented in [49]. Consider, for example, $d_{p}$, the classical $L_{p}$ distance in $\mathcal{C}$ (with $p \in[1, \infty]$ ). For all $A, B \in \mathcal{C}$ one has

$$
\begin{equation*}
d_{p}(A, B):=\left(\int_{0}^{1} \int_{0}^{1}|A(u, v)-B(u, v)|^{p} d u d v\right)^{1 / p} \tag{2.24}
\end{equation*}
$$

for $p$ finite and, for $p=\infty$,

$$
\begin{equation*}
d_{\infty}(A, B):=\max _{(u, v) \in I^{2}}|A(u, v)-B(u, v)| . \tag{2.25}
\end{equation*}
$$

It has been showed in [49] that $\mu_{p}: \mathcal{C} \rightarrow \mathbb{R}_{+}$is a measure of non-exchangeability for every $p \in[1, \infty]$. Klement and Mesiar in [83] and Nelsen in [108] showed that, for every copula $C, \mu_{\infty}(C) \leq 1 / 3$ and that the upper bound is attained. More in particular two copulas are considered for this purpose, namely

$$
\begin{aligned}
& C_{1}(u, v)=\min \left(u, v, \max \left(u-\frac{2}{3}, 0\right)+\max \left(v-\frac{1}{3}, 0\right)\right) \\
& C_{2}(u, v)=\max \left(u+v-1, \frac{1}{3}-\max \left(\frac{1}{3}-u, 0\right)-\max \left(\frac{2}{3}-v, 0\right), 0\right),
\end{aligned}
$$

whose support are described by Figure 2.4.


Figure 2.4. The supports of $C_{1}$ and $C_{2}$

Notice that copula $C_{1}$ is part of the one-parameter family $C_{\gamma}$ introduced in (2.23) (in particular, it corresponds to the value $\gamma=1 / 3$ ). In Chapter 5 we will investigate, among other things, some properties of symmetry and dependence of copulas, also by means of the family $C_{\gamma}$ cited above (see Proposition 5.10).

## CHAPTER 3

## Decisions under Risk and Utility Theory

The field of decision theory under risk and uncertainty represents a very important area of interest in economics and finance. Conditions of uncertainty are typically considered in situations involving a Decision Maker (from now on, a DM ) that is facing a choice among different opportunities, or acts, whose consequences are not deterministic. These choices may involve investments in financial assets or insurances as well as bets in gambles or lotteries, and so on. All these situations involve objective facts (known or unknown), regarding the possible choices and its consequences, and subjective matters, as the will of the DM when facing risky or uncertain situations, as well.

Utility theory had arisen and developed in time, to describe diversities among DMs and their attitudes toward risk and uncertainty. The main practical argument studied in this Chapter is the one of utility functions, that are used to describe the behavior of the DM by attempting to order the set of consequences corresponding to her choices.

## 1. Choice under Uncertainty

The modern analysis of decisions under uncertainty has seen its first formalization in 1944 [145], when Von Neumann and Morgenstern (NM) laid the foundations of what is known as the axiomatic theory of expected utility. Their starting point is the study of people's preferences with regard to choices that have uncertain outcomes, namely gambles. Their hypothesis states that if certain axioms are satisfied, the subjective value associated with a gamble by an individual is the expectation of that individual's valuations of the outcomes of that gamble. According to the principle of maximization of the utility, Decision Makers make use of their (subjective) utility functions to evaluate gambles and then they try to maximize their expected outcome.

In their work, Von Neumann and Morgenstern also payed attention to the attitude of investors towards risk. Decision Makers can be, in particular, classified according to three categories of behavior: risk neutral, risk averse and risk seeker. The first one represents people that, when facing two risky prospects with the same expected value, will feel indifferent in the choice between them. The second one is the attitude of DMs that, when asked to choose between two such prospects, will prefer the less risky one, in contraposition to the risk seeker people that will behave in the completely opposite way.

Consider, for instance, the set of random variables taking values in the finite set $\mathcal{Z}$. Since variables are characterized by their probability laws, we are led to consider a preference relation $\succ$ on $\mathcal{P}(\mathcal{Z})$, the set of all probability measures on $\mathcal{Z}$ or on the $\sigma$-algebra $\sigma(\mathcal{Z})$; by abuse of language, each element $p \in \mathcal{P}(\mathcal{Z})$ will be called a lottery. The representation of the expected utility according to NM principles for the preference relations consists now in establishing a utility function $U: \mathcal{P}(\mathcal{Z}) \rightarrow \mathbb{R}$ built from a function $u: \mathcal{Z} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
U(p)=\mathbb{E}(u(X))=\sum_{z \in \mathcal{Z}} p(z) u(z) \tag{3.1}
\end{equation*}
$$

for any random variable $X \in \mathcal{Z}$ with law $p, \mathbb{E}$ being the expected value evaluated over $u(X)$.

Let now recall some basic properties that are required for preference relations.

Asymmetry: $x \succ y$ implies $y \nsucc x$;
Negative transitivity: $x \nsucc y$ and $y \nsucc z$ imply $x \nsucc z$.
From a strict preference relation we can immediately define some related ones: the equivalence $\sim$, the weak relation $\succeq$, and the reverse relation $\prec$, with the same characteristics of $\succ$. Concerning the first one, we write $x \sim y$ when $x \nsucc y$ and $y \nsucc x$ simultaneously. This is an indifference relation (or equivalence relation), as it is reflexive, symmetric and transitive. On the other hand, we write $x \succeq y$ when $y \nsucc x$ or, equivalently, when both $x \succ y$ or $x \sim y$ may occur: the weak relation is a complete and transitive relation. We now focus on the relation $\succ$ and give some of its basic properties in what follows.

DEFINITION 3.1. The preference relation $\succ$ is said to be rational if it satisfies the following two axioms:

Continuity or Archimedean: For all $p, q, r \in \mathcal{P}(\mathcal{Z})$, if $p \succ q \succ r$, then there exist $\alpha, \beta \in(0,1)$ such that

$$
\begin{equation*}
\alpha p+(1-\alpha) r \succ q \succ \beta p+(1-\beta) r \tag{3.2}
\end{equation*}
$$

Independence: For all $p, q, r \in \mathcal{P}(\mathcal{Z})$ and $\alpha \in(0,1]$, if $p \succ q$ then

$$
\begin{equation*}
\alpha p+(1-\alpha) r \succ \alpha q+(1-\alpha) r . \tag{3.3}
\end{equation*}
$$

Furthermore we recall the following two lemmas.
Lemma 3.2. If the preference relation $\succ$ is rational, then the following hold:
(1) for two given real numbers $a, b \in[0,1]$, with $a<b$, one has

$$
p \succ q \Rightarrow b p+(1-b) q \succ a p+(1-a) q ;
$$

(2) the conditions $p \succeq q \succeq r$ and $p \succ r$ implies that there exist an unique $a^{*} \in[0,1]$ such that

$$
q \sim a^{*} p+\left(1-a^{*}\right) r ;
$$

(3) for $a \in[0,1], p \sim q$ imply, for any $r \in \mathcal{P}(\mathcal{Z})$

$$
a p+(1-a) r \sim a q+(1-a) r .
$$

In the following we indicate, with the symbol $\delta_{z}(A)$, Dirac's delta for the element $z$ into set $A$, as a quantity equal to 1 if $z \in A$ and 0 otherwise.

LEMMA 3.3. If $\succ$ satisfies the axioms of Definition 3.1, then there exist $z_{0}$ and $z^{0}$ in $\mathcal{Z}$ such that $\delta_{z^{0}} \succeq p \succeq \delta_{z_{0}}$ for any $p \in \mathcal{P}(\mathcal{Z})$.

Finally, we can state the following
THEOREM 3.4. Any rational preference relation $\succ$ can be uniquely represented by a function $u$ up to a positive linear transformation, i.e., if $u: \mathcal{Z} \rightarrow \mathbb{R}$ is such that

$$
p \succ q \Leftrightarrow \sum_{z \in \mathcal{Z}} p(z) u(z)>\sum_{z \in \mathcal{Z}} q(z) u(z)
$$

then the same holds with $u$ being replaced by $v(\cdot)=a u(\cdot)+b$, for any two real numbers $a, b$ with $a>0$.

Proofs of the two lemmas together with Theorem 3.4 can be found in [133].

We turn now to consider more realistic random quantities with the meaning of economic tools, as possible losses in investment portfolios. Consider $\mathcal{Z}$ as a possibly infinite set of random variables, with range $\mathbb{R}$. Let $\mathcal{Z}$ be a complete and separable metric space with its Borel sigma-algebra $\sigma(\mathcal{Z})$. As a generalization of the finite case, the numerical representation of a preference relation $\succ$ on a class of random variables $\mathcal{X}$, according to the NM-principles, is the following. For any DM with preference relation $\succ$ there exists a unique (or unique up to positive linear transformations) utility function $u: \mathcal{Z} \rightarrow \mathbb{R}$ such that

$$
X \succ Y \Leftrightarrow \mathbb{E}(u(X))>\mathbb{E}(u(Y)),
$$

for any $X, Y \in \mathcal{X}$, provided the expectations exist. This is known as the von Neumann-Morgenstern expected utility representation of preference relations (for references, see [145]).

Let now $\mathcal{Z}=\mathbb{R}$ for simplicity, with its usual topology generated by open intervals; the Borel $\sigma$-field of $\mathbb{R}$ is denoted as $\mathcal{B}(\mathbb{R})$. So $\mathcal{P}(\mathcal{Z})(\mathcal{P}(\mathbb{R}))$ will be the set of all probability measures defined on $\mathcal{B}(\mathbb{R})$. A topology on $\mathcal{P}(\mathbb{R})$ is defined by specifying a concept of convergence in it. Here we say that $p_{n}$ converges weakly to $p$ in $\mathcal{P}(\mathbb{R})$ if, for any $f \in C_{b}(\mathbb{R})$ (bounded continuous functions with support $\mathbb{R}$ ),

$$
\begin{equation*}
\int_{\mathbb{R}} f(x) d p_{n}(x) \rightarrow \int_{\mathbb{R}} f(x) d p(x) \tag{3.4}
\end{equation*}
$$

The associated topology, generated by the neighborhoods of each $p$, will be called the weak topology on $\mathcal{P}(\mathbb{R})$.

We now need to extend the axiom of continuity defined in (3.2).

PRoposition 3.5. Given a separable and complete metric space $\mathcal{P}(\mathcal{Z})$, for any $p_{n}, p \in \mathcal{P}(\mathcal{Z})$ with $p_{n} \rightarrow p$ in the weak topology, the following hold:
(1) if $p \succ q$ for some $q \in \mathcal{P}(\mathcal{Z})$, then $p_{n} \succ q$ for sufficiently large $n$;
(2) if $q \succ p$, then $q \succ p_{n}$ for all sufficiently large $n$.

By means of this result about weak continuity, we can extend result given in Theorem 3.4 to $\mathcal{P}(\mathbb{R})$.

Theorem 3.6. Let $X, Y$ random variables in $\mathcal{X}$ with probability laws $p, q \in \mathcal{P}(\mathbb{R})$ respectively. A preference relation $\succ$ on $\mathcal{P}(\mathbb{R})$ satisfies the independence and the weak continuity axioms if and only if there exists a bounded and continuous utility function $u: \mathbb{R} \rightarrow \mathbb{R}\left(u \in C_{b}(\mathbb{R})\right)$ such that

$$
\begin{equation*}
p \succ q \Leftrightarrow \mathbb{E}_{p}(u(X))=\int_{\mathcal{Z}} u(z) d p(z)>\int_{\mathcal{Z}} u(z) d q(z)=\mathbb{E}_{q}(u(Y)) . \tag{3.5}
\end{equation*}
$$

Moreover this representation is unique up to positive affine transformations.

## 2. The Expected Utility Principle and Risk Attitudes

In this Section we sketch the basics of the attitudes of Decision Makers facing risky or uncertain situations. From a qualitative point of view, we can say that there are essentially three types of risk attitudes (or three kind of people), namely risk neutral, risk averse and risk seeker. As we said in the previous Section, the former are indifferent in choosing between two risky prospects, but with the same expected value; risk-averse ones, among prospects with the same expected value, prefer the less risky (it can be seen that they make use of a concave utility function); those risk seeker, finally, share the opposite attitude (and hence make use of a convex $u$ ).

For example, suppose that our DM is asked to choose between accepting $100 €$ or playing the following game. The DM flips a coin, if head occur she gets $200 €$, otherwise nothing. The expected value of both prospects is the same, $100 €$, but DMs with different concepts of risk will act differently in deciding what to do. A risk neutral DM will be indifferent in the choice of prospect, maybe she will decide to toss the coin at first to decide whether accepting money or playing the lottery. A risk averse DM will instead accept the money (as a risk seeker will try to win the best possible prize).

To be more precise we restate the problem in the following way. Let $X$ be a random variable taking values 0 or 200, both with probability $1 / 2$. So we have that the expected value of the lottery is given by $\mathbb{E}(X)=100$. Now the three conditions of neutrality, aversion, and propensity to risk can be restated as follows. A DM is

Risk Neutral: when the utility function $u$ is such that $u(\mathbb{E}(X))=$ $\mathbb{E}(u(X))$;
Risk Averse: when she prefers $u(100)$ to $\mathbb{E}(u(X))$, so if she chooses $100 €$ instead of flipping the coin;

Risk Seeker: when $u(100)<\mathbb{E}(u(X))$.
Let us consider a utility function $u \in C^{2}(\mathbb{R})$, the space of differentiable functions with continuous derivatives until order 2. It is intuitive to notice, for first, that when considering monetary incomes or any kind of profitable goods as prospects, the satisfaction in receiving them shall grow as the amount of the prospect grows. This is the reason for which it is generally assumed (as we do in this work) that the utility function must be nondecreasing. Namely, for a given utility $u$, its first derivative $u^{\prime}$ is supposed to be greater than or equal to zero. Moreover the sign of the second derivative plays an important role, since it univocally determines the behavior of the DM towards risk, placing her in one of the three categories of risk listed above. We can claim that

THEOREM 3.7. A DM with nondecreasing utility $u$ is risk averse if and only if $u$ is concave, risk seeker if and only if $u$ is convex.

The proof of this Theorem mainly follows from a direct application of Jensen's inequality.

Let us now focus our attention on comparisons between risk and risk aversion. Risk aversion is the attitude to avoid uncertainty as well as to insure oneself against unpredictable events. So, up to von Neumann-Morgenstern principles of utility maximization, a risk averse DM will behave as follows.

Suppose that our DM has an initial capital $x$, that is a deterministic (positive) amount of money. Suppose that she is also risk averse, so that her utility function $u$ will be nondecreasing and concave. The DM is now going to make an investment whose uncertain profit consists of a random variable $Z$ (that is not necessarily nonnegative). In these terms, she will be ready to pay a premium $\pi$ in order to replace $Z$ by its expected value $\mathbb{E}(Z)$. This premium will depend on both the initial capital $x$ and the law of the random profit $Z$, so $\pi=\pi\left(x, F_{Z}\right)$. So we can uniquely define it as the value satisfying

$$
\begin{equation*}
u\left(x+\mathbb{E}(Z)-\pi\left(x, F_{Z}\right)\right)=\mathbb{E}(u(x+Z)) \tag{3.6}
\end{equation*}
$$

DEFINITION 3.8. Given an initial capital $x$ and a random profit $Z$, the quantity $\pi\left(x, F_{Z}\right)$ satisfying equation (3.6) is called risk premium.

For the sake of simplicity, let $\mathbb{E}(Z)=0$ and indicate with $\sigma_{Z}^{2}$ the variance of $Z$. By Taylor expansion we have

$$
\begin{align*}
u(x-\pi) & =u(x)-\pi u^{\prime}(x)+\mathcal{O}\left(\pi^{2}\right)  \tag{3.7}\\
\mathbb{E}(u(x+Z)) & =\mathbb{E}\left(u(x)+Z u^{\prime}(x)+\frac{1}{2} Z^{2} u^{\prime \prime}(x)+\mathcal{O}\left(Z^{3}\right)\right) \\
& =u(x)+\frac{1}{2} \sigma_{Z}^{2} u^{\prime \prime}(x)+o\left(\sigma_{Z}^{2}\right) \tag{3.8}
\end{align*}
$$

Thus, rearranging the terms in (3.7) and (3.8) we obtain

$$
\begin{equation*}
\pi\left(x, F_{Z}\right)=\frac{1}{2} \sigma_{Z}^{2} A(x)+o\left(\sigma_{Z}^{2}\right) \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
A(x)=-\frac{u^{\prime \prime}(x)}{u^{\prime}(x)}=-\frac{d}{d x} \log u^{\prime}(x) \tag{3.10}
\end{equation*}
$$

DEFInition 3.9. The function $A(x)$ introduced in (3.10) is called absolute local measure of risk aversion, and represents the local propensity to insure at point $x$ under the utility function $u$.

If $Z$ is not actuarially neutral, namely if $\mathbb{E}(Z) \neq 0$, the expression for the risk premium will take the form

$$
\begin{equation*}
\pi\left(x, F_{Z}\right)=\frac{1}{2} \sigma_{Z}^{2} A(x+\mathbb{E}(Z))+o\left(\sigma_{Z}^{2}\right) . \tag{3.11}
\end{equation*}
$$

If the profit of the investment is expressed by a multiplicative utility, the proportional risk premium $\pi^{*}$ will be defined as the value that satisfies

$$
\begin{equation*}
u\left(x \mathbb{E}(Z)-x \pi^{*}\left(x, F_{Z}\right)\right)=\mathbb{E}(u(x Z)) . \tag{3.12}
\end{equation*}
$$

In case that $\mathbb{E}(Z)=0$, the expression for $\pi^{*}$ will be

$$
\begin{equation*}
\pi^{*}\left(x, F_{Z}\right)=\frac{1}{2} \sigma_{Z}^{2} R(x)+o\left(\sigma_{Z}^{2}\right) \tag{3.13}
\end{equation*}
$$

where $R(x)=x A(x)$.
DEFINITION 3.10. The function $R(x)$ satisfying (3.13) is called relative local measure of risk aversion.

One can notice that there is a relationship linking the two risk premiums, that is expressed by

$$
\pi\left(x, F_{x Z}\right)=x \pi^{*}\left(x, F_{Z}\right)
$$

Notice furthermore that the above representations of risk premium are "local" representations, since they describe DM's behavior towards small (infinitesimal) risks. The following Theorem shows that there is an analogy between local and global behaviors in terms of risk aversion.

Theorem 3.11 (Arrow, Pratt). Let $u_{1}, u_{2}$ be two utility functions with absolute local measures of risk aversion $A_{1}, A_{2}$ and risk premiums $\pi_{1}, \pi_{2}$ respectively. Then, for any choice of $x$ and $Z$, the following conditions are equivalent:
(1) $A_{1}(x) \geq A_{2}(x)$;
(2) $\pi_{1}\left(x, F_{Z}\right) \geq \pi_{2}\left(x, F_{Z}\right)$;
(3) $u_{1}(\cdot)=k\left(u_{2}(\cdot)\right)$, with $k$ increasing and concave.

See [8] and [111] for further details.
Definition 3.12. If the hypotheses of Theorem 3.11 are satisfied, then a DM with utility function $u_{1}$ is said more risk averse than a DM preferring $u_{2}$.

Connections between small risks and measures of risk aversion have been noticed for first by De Finetti (see [37]).

Another important property is given by the following result.

Theorem 3.13. The following conditions hold: $A(x)$ is decreasing in $x$ if and only if $\pi\left(x, F_{Z}\right)$ is decreasing in $x$ for all $Z$. Analogously, $R(x)$ is decreasing in $x$ if and only if $\pi^{*}\left(x, F_{Z}\right)$ is decreasing in $x$ for all $Z$.

If the conditions of Theorem 3.13 are met we say that $u$ exhibits decreasing (absolute or relative) risk aversion.

## 3. Multi-attribute utilities and related properties

Recent years witnessed numerous attempts to generalize various aspects of these notions to the case of multivariate risk (see, for example, the works by Duncan [48], Karni [79], Kihlstrom and Mirman [82], and Stiglitz [136]). The univariate case is qualitatively different from the multivariate one: in the first case the ordinal preferences of all decision makers are identical, whereas in the latter the preference orderings may differ among them.

Let $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ be the (deterministic) commodity vector of an investor facing a risk $\mathbf{Z}$, that is expressed, in turn, by a $n$-dimensional (random) vector ( $Z_{1}, \ldots, Z_{n}$ ). Let $u$ any real-valued function which is in the equivalence class of von Neumann-Morgenstern utility functions consistent with the individual's preferences. We assume that $u$ is strictly increasing in each component and that $\mathbb{E} u(\mathbf{x}+\mathbf{Z})$ is finite.

We define a family of risk premium functions $\boldsymbol{\pi}(\mathbf{x}, \mathbf{Z})$ in the following way. For a given risk vector $\mathbf{Z}$, with $\mathbb{E}(\mathbf{Z})=0$, the vector $\boldsymbol{\pi}=\left(\pi_{1}, \ldots, \pi_{n}\right)$ must satisfy

$$
\begin{equation*}
u(\mathbf{x}-\boldsymbol{\pi})=\mathbb{E} u(\mathbf{x}+\mathbf{Z}) \tag{3.14}
\end{equation*}
$$

Note that the risk premium is unique in the univariate case while in the multivariate case the existence of a vector $\boldsymbol{\pi}$ is granted but uniqueness does not necessarily hold. A simple example of this situation is given by the following utility function: $u\left(x_{1}, x_{2}\right)=x_{1} x_{2}$. Equation (3.14) is satisfied if $\pi_{1} \pi_{2}-\pi_{1} x_{2}-\pi_{2} x_{1}=\sigma_{12}$.

A matrix measure of multivariate local risk aversion, which is directly related to the multivariate risk premiums, can be given as follows. Consider the Taylor series expansion of both members of equation (3.14). At first consider $u_{i j}(\mathbf{x})=\partial^{2} u(\mathbf{x}) / \partial x_{i} \partial x_{j}$ to be continuous; we obtain

$$
u(\mathbf{x}-\boldsymbol{\pi})=u(\mathbf{x})-\sum_{i=1}^{n} \pi_{i} u_{i}(\mathbf{x})+\frac{1}{2} \sum_{i, j=1}^{n} \pi_{i} \pi_{j} u_{i j}(\mathbf{x}-\theta \boldsymbol{\pi})
$$

with $\theta \in[0,1]$. Secondly, if $\operatorname{Var}(\mathbf{Z})=\Sigma=\left[\sigma_{i j}\right]$ exists,

$$
\mathbb{E} u(\mathbf{x}+\mathbf{Z})=u(\mathbf{x})+\frac{1}{2} \sum_{i, j=1}^{n} \sigma_{i j} u_{i j}(\mathbf{x})+o(\operatorname{tr} \Sigma)
$$

where $\operatorname{tr} \Sigma=\sum_{i=1}^{n} \sigma_{i i}$. Combining these two approximation one gets to

$$
\begin{equation*}
\mathbf{u}^{\prime} \boldsymbol{\pi}=-\frac{1}{2} \operatorname{tr} \mathbf{U} \Sigma \tag{3.15}
\end{equation*}
$$

where the $n \times n$ Hessian matrix $\mathbf{U}=\left[u_{i j}(\mathbf{x})\right]$ and the $n$-vector $\mathbf{u}=$ $\left(u_{i}(\mathbf{x})\right)$. Any approximate solution of (3.15) will be of the form

$$
\begin{equation*}
\widehat{\boldsymbol{\pi}}=\frac{1}{2} d g \mathbf{A} \Sigma \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}=\left[a^{i j}\right]=\left[-\frac{u_{i j}}{u_{i}}\right]=[\operatorname{diag} \mathbf{u}]^{-1} \mathbf{U} \tag{3.17}
\end{equation*}
$$

Reducing the problem to one dimensional case, A coincides with the absolute measure $A$ presented in (3.10), so we can call A absolute risk aversion matrix. The importance of off-diagonal elements is given by the following two results (proofs are in [48]).

Proposition 3.14. The matrix $\mathbf{A}$ is diagonal if and only if $u$ is additive. In this case the commodities are mutually risk independent.

Proposition 3.15. If there exists a nonnegative risk premium vector $\boldsymbol{\pi}$ for all two-point gambles $\mathbf{Z}$, then $u$ is concave. The viceversa also holds true.

In this direction, it is clear that interactions among acts play a fundamental role in assessing risk and defining aversion to it. Comparisons among risk between risk averse DMs can be made by the comparison of their risk premiums, but one can see that this model is suitable only when dealing with small risks. Kihlstrom and Mirman, in fact, showed in [82] that under these hypotheses, a DM that is more risk averse than another DM in one direction will be more risk averse in any direction. This is due to the strong hypothesis that two utility functions represent the same preference ordering.

Extensions of the Arrow-Pratt concept of risk aversion to the multivariate case are somehow problematic. A more precise concept of multivariate aversion is that one of correlation aversion (CAV), introduced by Epstein and Tanny in [53]. For the sake of simplicity we restrict ourselves, for the moment, to the $2-$ dimensional case.

Consider two vectors of outcomes $\left(x_{1}, x_{2}\right)$ and $\left(y_{1}, y_{2}\right)$, with $x_{1}<y_{1}$, $x_{2}<y_{2}$, and two lotteries $L_{1}, L_{2}$ such that

$$
L_{1}=\left\{\begin{array}{ll}
\left(x_{1}, x_{2}\right), & \text { w.p. } 1 / 2 ; \\
\left(y_{1}, y_{2}\right), & \text { w.p. } 1 / 2 ;
\end{array} \quad L_{2}= \begin{cases}\left(x_{1}, y_{2}\right), & \text { w.p. } 1 / 2 ; \\
\left(y_{1}, x_{2}\right), & \text { w.p. } 1 / 2\end{cases}\right.
$$

In this respect, we can say that x is the vector of "bad" outcomes, while $\mathbf{y}$ is the "good" one (see $[\mathbf{4 5}, \mathbf{5 1}]$ ). So lottery $L_{2}$ associates bad with good outcomes while $L_{1}$ is some kind of "all or nothing". Since the marginal outcomes of the two lotteries are the same, intuitively a DM preferring $L_{2}$ to $L_{1}$ will manifest a form of bivariate risk aversion. The above preference holds for all $\mathbf{x} \leq \mathbf{y}$ if and only if DM's utility function $u$ satisfies

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)+u\left(y_{1}, y_{2}\right) \leq u\left(x_{1}, y_{2}\right)+u\left(y_{1}, x_{2}\right), \tag{3.18}
\end{equation*}
$$

condition that corresponds to submodularity of the function $u$ (compare with equation (1.10) in Definition 1.11). Furthermore, if $u$ is twice differentiable, condition (3.18) can be simply rewritten as

$$
\begin{equation*}
u_{12} \leq 0 \tag{3.19}
\end{equation*}
$$

Notice that, in dimension 2 , such a formulation follows the one of multivariate local risk aversion introduced above. A deeper analysis of risk attitudes has been made in this direction, based on the sign of higher order derivatives of the utility function. This led to the introduction of properties like prudence and temperance (and cross-prudence, cross-temperance for multivariate case) and other general properties, that can be found, for example, in $[45,46,51,143]$.

## 4. Non-Expected Utility Theory

Decision Makers, intending to be rational in the sense of Theorem 3.4, usually try to maximize their expected utility according to the so-called expected utility maximization principle. But in the real world, assuming that everybody is rational is pure utopia. In fact, many objections to this principle have been formulated, by means of paradoxical examples. First of all Allais, in 1953, proposed a paradox in contrast to the theory proposed by von Neumann and Morgenstern; Ellsberg (1961) doubted the axiomatic formulation of Savage (1954), subsequently giving rise to an alternative expected utility theory based on generalized Choquet integrals (1965).

Actually, the very first example of this contradiction was proposed by Daniel Bernoulli over the $18^{\text {th }}$ century, which became over the years the well-known St. Petersburg paradox. This example presents a casino that offers a lottery for a single player, described as follows.

At each stage a fair coin is tossed. The pot starts at 2 dollars and is doubled every time a head appears. The first time a tail appears, the game ends and the player wins whatever is in the pot. Thus the player wins 2 dollars if a tail appears on the first toss, 4 dollars if a head appears on the first toss and a tail on the second, and so on. In short, the player wins $2^{k}$ dollars, where $k$ equals the number of tosses. These events may appear with probability, respectively, $1 / 2,1 / 4, \ldots, 2^{-k}$. To evaluate the expected value of the gamble, on just need to evaluate the quantity

$$
\begin{equation*}
E=\sum_{i=1}^{\infty} 2^{i} \cdot\left(\frac{1}{2}\right)^{i}=\sum_{i=1}^{\infty} 1=\infty \tag{3.20}
\end{equation*}
$$

Assuming that the game can continue as long as the gambler likes, and that both gambler and casino have an infinite amount of money, the game turns out to have infinite expected utility, as the expected win seems not finite. Under this viewpoint any gambler should be willing to pay any amount of money to have the chance of participating to such a game. But this situation is obviously unfeasible. The paradox is then in the discrepancy between
what people seem willing to pay to enter the game and its infinite expected value.

Another interesting example is the one of Allais's paradox (1953), that describes inconsistencies in choices when people are deciding between options in two gambling games, one of which involves a certain outcome.

Gamble $A$ consists in a choice between $A_{1}$ and $A_{2}$, with

- $A_{1}: 1$ million $€$ with certainty;
- $A_{2}$ : $1 \%$ chance of zero, $89 \%$ chance of 1 million $€$, and $10 \%$ chance of 5 million $€$.
Gamble $B$ is the following
- $B_{1}: 89 \%$ chance of zero, $11 \%$ chance of 1 million $€$;
- $B_{2}: 90 \%$ chance of zero and $10 \%$ chance of 5 million $€$.

Standard economic theory predicts that a person with consistent preferences will chose $B_{1}$ in the second gamble if prefers $A_{1}$ in the first (or $B_{2}$ if $A_{2}$ ). The expected value for $A_{1}$ and for $B_{1}$ are, respectively, smaller than the ones for $A_{2}$ and $B_{2}$, but chances to get zero are diminished (or completely eliminated). However, experimental evidence shows that real people commonly choose the inconsistent combinations $\left(A_{1}, B_{2}\right)$ and $\left(A_{2}, B_{1}\right)$. Kahneman and Tversky attributed this violation of expected utility principles to a "certainty effect", as they explain in [77], introducing the formulation of the so called "Prospect Theory". This new concept was mainly based on two principles, such as the effect of context in which decisions are assumed and the investor's aversion to losses. According to the former one has to consider that an investor usually makes different choices for a same decisional problem depending on the context in which such problem is presented; the latter makes the investor more risk seeker than she would have been risk averse in case of gain.

Ellsberg paradox (1961) can be illustrated by an urn game. An urn contains 90 balls, 30 of which are red, and the remaining 60 are divided into black and yellow balls, with unknown proportion. Subjects playing the game are asked for their preferences over two gambles. In both gambles one ball is drawn from the urn and players have to guess its color.

Gamble $C$ is given by

- $C_{1}$ : the ball is red;
- $C_{2}$ : the ball is black.

Gamble $D$ is divided into

- $D_{1}$ : the ball is red or yellow;
- $D_{2}$ : the ball is black or yellow.

Ellsberg found that many people prefer to bet on gambles $C_{1}$ and $D_{2}$, violating the "sure thing principle", which requires that if $C_{1}$ is preferred to $C_{2}$, than $D_{1}$ should be preferred to $D_{2}$. Ellsberg attributed this inconsistency to ambiguity aversion in the face of Knightian uncertainty. As defined by Knight in 1921 (see [85]), it describes fundamental uncertainty and unknowable probabilities. Knightian risk describes probabilities that can be
quantified because they capture observable, repeatable events, which can be measured or which are given as prior information about proportion. With this example Ellsberg showed that the expected utility model fails in situations in which uncertain events are associated with probabilities that cannot be quantified, subsequently giving rise to an alternative expected utility theory based on generalized Choquet integrals (1965).

Other alternative theories have been proposed since the early ' 80 s, like the ones from Machina (1982), Karni (1985), Yaari (1987) and other authors.

## CHAPTER 4

## The target Based Model for utility

We introduce a formal description of the Target-Based approach to utility theory for the case of $n>1$ attributes and point out the connections with aggregation-based extensions of capacities on finite sets. Although capacities have been used in the literature to go beyond the classical principle of maximization of expected utility, we show how such measures emerge in a natural way in the frame of the target-based approach to classical utility theory, when considering the multi-attribute case. Our discussion provides economic interpretations of different concepts of the theory of capacities. In particular, we analyze the meaning of extensions of capacities based on $n$ dimensional copulas. The latter describe stochastic dependence for random vectors of interest in the problem. We also trace the connections between the case of $\{0,1\}$-valued capacities and the analysis of "coherent" reliability systems.

## 1. Introduction to Target Based model

A rich literature has been devoted in the last decade to the Target-Based Approach (TBA) to utility functions and economic decisions (see [19, 20, $\mathbf{2 8}, \mathbf{2 9}, \mathbf{1 4 1}, 142]$ ). This literature is still growing, with a main focus on applied aspects (see, for example, $[\mathbf{1 3}, \mathbf{1 4 9}, 150]$ ).

Even from a theoretical point of view, however, some issues of interest demand further analysis. In this direction, the present Chapter will consider some aspects that emerge in the analysis of the multi-attribute case. Generally TBA can provide probabilistic interpretations of different notions of utility theory. Here we will in particular interpret in terms of stochastic dependence the differences among copula-based extensions of a same fuzzy measure.

In order to explain the basic concepts of the TBA it is, in any case, convenient to start by recalling the single-attribute case. Let $\Xi:=\left\{X_{\alpha}\right\}_{\alpha \in A}$ be a family of real-valued random variables, that are distributed according to probability distribution functions $F_{\alpha}$ respectively. Each element $X_{\alpha} \in \Xi$ is seen as a prospect or a lottery and a Decision Maker is expected to conveniently select one element out of $\Xi$ (or, equivalently, $\alpha \in A$ ). Let $U: \mathbb{R} \rightarrow \mathbb{R}$ be a (non-decreasing) utility function, that describes the Decision Maker's attitude toward risk. Thus, according to the Expected Utility

Principle (see [145]), the DM's choice is performed by maximizing the integral

$$
\begin{equation*}
\mathbb{E}\left[U\left(X_{\alpha}\right)\right]=\int_{\mathbb{R}} U(x) d F_{\alpha}(x) . \tag{4.1}
\end{equation*}
$$

In the Target-Based approach one in addition assumes $U$ to be right-continuous and bounded so that, by means of normalization, it can be seen as a probability distribution function over the real line. This approach suggests looking at $U$ as at the distribution function $F_{T}$ of a random variable $T$. This variable will be considered as a target, stochastically independent of all the prospects $X_{\alpha}$. If $T$ is a (real-valued) random variable stochastically independent of $X_{\alpha}$ in fact, one has

$$
\begin{equation*}
\mathbb{E}\left(F_{T}\left(X_{\alpha}\right)\right)=\int \mathbb{P}(T \leq x) F_{\alpha}(d x)=\mathbb{P}\left(T \leq X_{\alpha}\right), \tag{4.2}
\end{equation*}
$$

and then, by setting $U=F_{T}$, the Expected Utility Principle prescribes a choice of $\alpha \in A$ which maximizes the quantity $\mathbb{E}\left[U\left(X_{\alpha}\right)\right]=\mathbb{P}\left(T \leq X_{\alpha}\right)$.

The conceptual organization and formalization of basic ideas have been proposed at the end of nineties of last century by Castagnoli, Li Calzi, and Bordley. Some arguments, that can be regarded nowadays as related with the origins of TBA, had been around however in the economic literature for a long time (see $[\mathbf{1 9 , 2 8}]$ and references therein).

After the publication of these papers, several developments appeared in the subsequent years concerning the appropriate way to generalize the TBA to the case of multi-attribute utility functions, see in particular [20, $\mathbf{1 4 1}, 142$ ]. As already mentioned such an approach, when applicable, offers probabilistic interpretations of notions of utility theory, and this is accomplished in terms of properties of the probability distribution of a random target. Such interpretations, in their turn, are easily understandable and practically useful. In particular, they can help a Decision Maker in the process of assessing her/his own utility function.

A natural extension of the concept of Target-Based utility from the case $n=1$ to the case of $n>1$ attributes is based on a specific principle of individual choice pointed out in [20]. In this Chapter, we formalize such a principle in terms of the concept of capacity and analyze a TBA multiattribute utility as a pair $(m, F)$ where $m$ is a capacity over $N=\{1, \ldots, n\}$ and $F$ is an $n$-dimensional probability distribution function. For our purposes it is convenient to use the Sklar decomposition of $F$ in terms of its one-dimensional margins and of its connecting copula. In such a frame, some aspects of aggregation functions and of copula-based extensions of capacities emerge in a straightforward way.

More precisely, the Chapter will present the following structure. In the next section, we will introduce the appropriate notation and detail the basic aspects of the multi-criteria Target-Based approach. Starting from the arguments presented in [20], we show how every Target-Based $n$-criteria utility
is basically determined by a couple of objects: an $n$-dimensional probability distribution function and a fuzzy measure over $N:=\{1, \ldots, n\}$. This discussion will allow us to point out, in Section 3, that some of the results presented by Kolesárová et al. in [87] admit, in a completely direct way, probabilistic interpretations and applications in terms of the TBA. It will in particular turn out that $n$-dimensional copulas, which can be used for the extension of fuzzy measures, describe stochastic dependence among the components of random vectors relevant in the problem. Section 4 will be devoted to the special case of $\{0,1\}$-valued capacities. We shall see how, under such a specific condition, our arguments are directly related to the field of reliability and of lattice polynomial functions. Some final remarks concerning the relations between the parameters of TBA utilities and economic attitudes of a Decision Maker will be presented in Section 5. The notation we used is motivated by our effort to set a bridge between the two different settings. The term "attribute", as used in the present Chapter, is substantially a synonymous of "criteria".

## 2. Multi-Attribute Target-Based Utilities

In this section we deal with the TBA form of utility functions with $n>1$ attributes. As recalled in the introduction, in the single-attribute case, $n=1$, a TBA utility is essentially a non-decreasing, right-continuous, bounded function that, after suitable normalization, is regarded as the distribution function of a scalar random variable $T$ with the meaning of a target. Actually even more general, non-necessarily increasing, "utilities" can be considered in the TBA when possibility of stochastic dependence is admitted between the target and the prospect (see [19], see also [38]), but our interest here is limited to the case of independence between such two objects.

At a first glance, one could consider the functions $F\left(x_{1}, \ldots, x_{n}\right)$ as the appropriate objects for a straightforward generalization of the definition of the TBA utilities to the $n$-attributes case. A given $F$ should be interpreted as the joint distribution function of a target vector $\mathbf{T}:=\left(T_{1}, \ldots, T_{n}\right)$. But such a choice would be extremely restrictive, however. A more convincing definition, on the contrary, can be based on the following principle: in the cases when a single deterministic target $t_{i}(i=1, \ldots, n)$ has been assessed for any attribute $i$ by the Decision Maker, the utility $U_{m, \mathbf{t}}(\mathbf{x})$ corresponding to an outcome $\mathbf{x}:=\left(x_{1}, \ldots, x_{n}\right)$ depends only on the subset of those targets that are met by $\mathbf{x}$ (as in [20], Definition 1). More precisely, we assume the existence of a set function $m: 2^{N} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{equation*}
U_{m, \mathbf{t}}(\mathbf{x})=m(Q(\mathbf{t}, \mathbf{x})), \tag{4.3}
\end{equation*}
$$

where $Q(\mathbf{t}, \mathbf{x})$ is the subset of $N$ defined by

$$
\begin{equation*}
Q(\mathbf{t}, \mathbf{x}):=\left\{i \in N \mid t_{i} \leq x_{i}\right\} . \tag{4.4}
\end{equation*}
$$

It is natural to require that the function $m$ is finite, non-negative, and non-decreasing, namely such that

$$
0=m(\emptyset) \leq m(I) \leq m(N)<\infty
$$

Without loss of generality one can also assume that $m$ is scaled, in such a way that

$$
\begin{equation*}
m(N)=1 \tag{4.5}
\end{equation*}
$$

In other words, we are dealing with a capacity or a fuzzy measure $m: 2^{N}$ $\rightarrow[0,1]$.

Rather than deterministic targets however, it is generally interesting to admit the possibility that the vector $\mathbf{T}$ of the targets is random, as it happens in the single-attribute case. Denoting by $F_{\mathbf{T}}$ the joint distribution function of $\mathbf{T}$, we replace the definition of a multi-attribute utility function given in (4.3) by the following more general

Definition 4.1. A multi-attribute target-based utility function, with capacity $m$ and with a random target $T$ has the form

$$
\begin{equation*}
U_{m, F}(\mathbf{x})=\sum_{I \subseteq N} m(I) \mathbb{P}\left(\bigcap_{i \in I}\left\{T_{i} \leq x_{i}\right\} \cap \bigcap_{i \notin I}\left\{T_{i}>x_{i}\right\}\right) . \tag{4.6}
\end{equation*}
$$

It is clear that $U_{m, F}(\mathbf{x})=U_{m, \mathbf{t}}(\mathbf{x})$ when the probability distribution described by $F_{\mathbf{T}}$ is degenerate over the point $\mathbf{t} \in \mathbb{R}^{\mathbf{n}}$. On the other hand the special choice $U_{m, F}(\mathbf{x})=F_{\mathbf{T}}(\mathbf{x})$, mentioned above, is obtained by imposing the condition (4.5) together with

$$
\begin{equation*}
m(I)=0 \text { for all } I \subset N \tag{4.7}
\end{equation*}
$$

This position corresponds then to a Decision Maker who is only satisfied when all the $n$ targets are achieved.

The class of $n$-attributes utilities is of course much wider than the one constituted by the functions of the form (4.6). The latter class is however wide enough and the choice of a utility function within it is rather flexible, since a single function is determined by the pair $\left(m(\cdot), F_{\mathbf{T}}\right)$. Sufficient or necessary conditions, under which a utility function is of the form (4.6), have been studied by Bordley and Kirkwood in [20]. Several situations, where such utilities can emerge as natural, have also been discussed.

For our purposes, the following notation will be useful. We denote by $M_{m}:[0,1] \rightarrow \mathbb{R}$ the set-function obtained by letting, for $I \in 2^{N}$,

$$
\begin{equation*}
M_{m}(I):=\sum_{J \subseteq I}(-1)^{|I \backslash J|} m(J) \tag{4.8}
\end{equation*}
$$

where $|I|$ indicates the cardinality of the set $I$. The function $M_{m}(\cdot)$ is the Möbius Transform of $m(\cdot)$ and, as a formula of the inverse Möbius Transform, we also have $m(I)=\sum_{J \subseteq I} M_{m}(J)$ (see e.g. [116]). For $\mathbf{x} \in \mathbb{R}^{n}$ and $I \subseteq N$, we set

$$
\mathbf{x}_{I}:=\left\{u_{1}, \ldots, u_{n}\right\} \quad \text { where } u_{j}= \begin{cases}x_{j} & j \in I  \tag{4.9}\\ +\infty & \text { otherwise }\end{cases}
$$

If $F(\mathbf{x})$ is a probability distribution function over $\mathbb{R}^{n}, F^{(I)}\left(x_{j_{1}}, \ldots, x_{j_{|I|}}\right)=$ $F\left(\mathbf{x}_{I}\right)$ will be its $|I|$-dimensional marginal. Now we denote by $G_{i}(\cdot)$ the marginal distribution of $F$ for $i=1, \ldots, n$ and we assume it to be continuous and strictly increasing. Furthermore we will denote by $C$ the connecting copula of $F$ :

$$
\begin{equation*}
C(\mathbf{y}):=F\left(G_{1}^{-1}\left(y_{1}\right), \ldots, G_{n}^{-1}\left(y_{n}\right)\right) . \tag{4.10}
\end{equation*}
$$

Using a notation similar to (4.9), for $\mathbf{y} \in[0,1]^{n}$ we set

$$
\mathbf{y}_{I}:=\left\{v_{1}, \ldots, v_{n}\right\} \quad \text { where } v_{j}=\left\{\begin{array}{cl}
y_{j} & j \in I \\
1 & \text { otherwise. }
\end{array}\right.
$$

In this way for the connecting copula $C_{F}^{(I)}$ of $F^{(I)}$ we can write

$$
\begin{equation*}
C_{F}^{(I)}\left(y_{j_{1}}, \ldots, y_{j_{|I|}}\right)=C\left(\mathbf{y}_{I}\right) . \tag{4.11}
\end{equation*}
$$

The following result can be seen as an analogue of several results presented in different settings (see in particular [87] and [94]).

Proposition 4.2. The utility function $U_{m, F}$ can be written in the equivalent form

$$
\begin{equation*}
U_{m, F}(\mathbf{x})=\sum_{I \subseteq N} M_{m}(I) \mathbb{P}\left(\mathbf{T} \leq \mathbf{x}_{I}\right) \tag{4.12}
\end{equation*}
$$

Proof. The proof amounts to a direct application of the inclusionexclusion principle. Set $A_{i}=\left\{T_{i} \leq x_{i}\right\}$ and we denote its complement by $A_{i}^{c}$; we also set $A_{I}=\cap_{i \in I} A_{i}$ and $\hat{A}_{I}=\cap_{i \notin I} A_{i}^{c}$. Then Equation (4.6) can be rewritten as

$$
U_{m, F}(\mathbf{x})=\sum_{I \subseteq N} m(I) \mathbb{P}\left(A_{I} \cap \hat{A}_{I}\right)
$$

By a direct application of the inclusion-exclusion principle we have

$$
U_{m, F}(\mathbf{x})=\sum_{I \subseteq N} m(I) \sum_{J \subseteq N \backslash I}(-1)^{|J|} \mathbb{P}\left(A_{I} \cap A_{J}\right),
$$

then

$$
U_{m, F}(\mathbf{x})=\sum_{I \subseteq N} \sum_{H \subseteq I}(-1)^{|H|} m(H) \mathbb{P}\left(A_{I}\right)=\sum_{I \subseteq N} M_{m}(I) \mathbb{P}\left(A_{I}\right),
$$

which is the right hand side of (4.12).
We now consider the function $U_{m, F}\left(G_{1}^{-1}\left(y_{1}\right), \ldots, G_{n}^{-1}\left(y_{n}\right)\right)$. In view of (4.10) we see that this function depends on $F$ only through the connecting copula $C$ and it will be denoted by $\widehat{U}_{m, C}$. Furthermore, the quantities $G_{1}\left(x_{1}\right), \ldots, G_{n}\left(x_{n}\right)$ can be given the meaning of utilities, thus $\widehat{U}_{m, C}$ becomes the aggregation function of the marginal utilities $y_{1}, \ldots, y_{n}$.

COROLLARY 4.3. In the case in which the one-dimensional distributions $G_{1}\left(x_{1}\right), \ldots, G_{n}\left(x_{n}\right)$ of $F$ are continuous and strictly increasing, one can also write

$$
\begin{equation*}
\widehat{U}_{m, C}(\mathbf{y})=\sum_{I \subseteq N} M_{m}(I) C\left(\mathbf{y}_{I}\right) \tag{4.13}
\end{equation*}
$$

For any fixed pair $(m, F)$, we now turn to considering the expected utility corresponding to the choice of a prospect $\mathbf{X}:=\left(X_{1}, \ldots, X_{n}\right)$ distributed according to $F_{\mathbf{X}}$ :

$$
\begin{align*}
\mathbb{E}_{\mathbf{X}}\left(U_{m, F}(\mathbf{X})\right) & =\int_{\mathbb{R}^{n}} U_{m, F}(\mathbf{x}) d F_{\mathbf{X}}(\mathbf{x}) \\
& =\sum_{I \subseteq N} M_{m}(I) \mathbb{P}\left(\mathbf{T}_{I} \leq \mathbf{X}_{I}\right) \tag{4.14}
\end{align*}
$$

By taking into account (4.14) and by interchanging the integration order, we can also write

$$
\begin{align*}
\mathbb{E}_{\mathbf{X}}\left(U_{m, F}(\mathbf{X})\right) & =\mathbb{E}_{\mathbf{X}}\left[\mathbb{E}_{\mathbf{T}}\left(U_{m, \mathbf{T}}(\mathbf{X})\right)\right] \\
& =\int_{\mathbb{R}^{n}}\left[\int_{\mathbb{R}^{n}} M_{m}(I(\mathbf{t}, \mathbf{x})) d F_{\mathbf{X}}(\mathbf{x})\right] d F_{\mathbf{T}}(\mathbf{t}) \tag{4.15}
\end{align*}
$$

See also the logic scheme of Figure 4.1.


Figure 4.1. TB Utility Scheme
The formula (4.14) points out that, when evaluating the choice of a prospect $\mathbf{X}$, the random vector of interest is $\mathbf{D}=\mathbf{T}-\mathbf{X}$. Let us assume that the marginal distribution function of $D_{i}$, denoted by $H_{i}(\xi)$, is continuous and strictly increasing in $\xi=0$ for $i=1, \ldots, n$, and put $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ with

$$
\begin{equation*}
\gamma_{i}=H_{i}(0) \tag{4.16}
\end{equation*}
$$

Similarly to (4.11), let us furthermore denote by $C_{F_{D}}^{(I)}$ the connecting copula of the marginal distribution corresponding to the coordinates subset $I \subseteq N$. Then (4.14) becomes

$$
\begin{align*}
\widetilde{U}_{m, F}(\gamma) & :=\mathbb{E}_{\mathbf{X}}\left(U_{m, F}(\mathbf{X})\right)=\sum_{I \subseteq N} M_{m}(I) C_{F_{D}}^{(I)}(\boldsymbol{\gamma}) \\
& =\sum_{I \subseteq N} M_{m}(I) C_{F_{D}}\left(\boldsymbol{\gamma}_{I}\right) \tag{4.17}
\end{align*}
$$

This formula highlights that, concerning the joint distribution of $\mathbf{D}$, we only need to specify the vector $\gamma$ and $C_{F_{D}}=C_{F_{D}}^{(N)}$, the connecting copula of $\mathbf{D}$. From $C_{F_{D}}$, we can derive in fact the family of all marginal copulas $C_{F_{D}}^{(I)}$ by means of the formula (4.11) above.

## 3. Multi-Attribute TBA and Extensions of Fuzzy Measures

Let a capacity $m(\cdot)$ over $2^{N}$ and a $n$-dimensional copula $C:[0,1]^{n} \rightarrow$ $[0,1]$ be given. For $\mathbf{y} \in[0,1]^{n}$, we can consider the aggregation function

$$
\begin{equation*}
V_{m, C}(\mathbf{y})=\sum_{I \subseteq N} M_{m}(I) C\left(\mathbf{y}_{I}\right), \tag{4.18}
\end{equation*}
$$

where $M_{m}(\cdot)$ denotes the Möbius transform of $m(\cdot)$ and $C\left(\mathbf{y}_{I}\right)$ is the connecting copula of $F^{(I)}$, see (4.11). We remind

Definition 4.4. An aggregation function $A:[0,1]^{n} \rightarrow[0,1]$ is a function non-decreasing in each component and satisfy the boundary conditions $A(\mathbf{0})=0$ and $A(\mathbf{1})=1$.
(see e.g. [24]). By the usual identification of $\{0,1\}^{n}$ with $2^{N}$ (where a subset $I \subseteq N$ is identified with its indicator function) one has, for $\overline{\mathbf{y}} \in$ $\{0,1\}^{n}$ and for any copula $C$,

$$
\begin{equation*}
V_{m, C}(\overline{\mathbf{y}})=m(I), \tag{4.19}
\end{equation*}
$$

where $I=\left\{i \mid y_{i}=1\right\}$. Thus any aggregation function of the form (4.18) can be seen as the extension to $[0,1]^{n}$ of the capacity $m(\cdot)$ defined over $\{0,1\}^{n}$. Extensions of a capacity over $\{0,1\}^{n}$ have been of interest in the fuzzy sets literature. Several properties of these extensions have been in particular studied by Kolesárová et al in [87]. In that paper the authors consider extensions of the form (4.18), where $C$ is replaced by a more general aggregation function $A$. As corollaries of their general results, it follows that - in the special cases when $A$ coincides with a copula $C-V_{m, C}$ is actually an aggregation function, and special properties of it are analyzed therein.

It is in particular noticed that, when $C$ is the product copula one obtains the Owen extension and, when $C$ is the copula of comonotonicity, namely

$$
\begin{equation*}
C\left(u_{1}, \ldots, u_{n}\right)=\min \left\{u_{1}, \ldots, u_{n}\right\} \tag{4.20}
\end{equation*}
$$

then one obtains the Lovász extension, or the Choquet integral of $\mathbf{y}$.

In the present framework, it is useful to give the aggregation function in (4.18) the form of a Riemann-Stiltjes in integral over $[0,1]^{n}$ as follows.

Theorem 4.5. Let $m$ be a capacity over $2^{N}$ and $C$ an n-dimensional copula. For $\mathbf{y} \in[0,1]^{n}$ one has

$$
\begin{equation*}
V_{m, C}(\mathbf{y})=\int_{[0,1]^{n}} m[Q(\mathbf{z}, \mathbf{y})] d C(\mathbf{z}) \tag{4.21}
\end{equation*}
$$

where $Q(\mathbf{z}, \mathbf{y})$ is the set defined as in (4.4).
Proof. Let $I \subseteq N$. By definition of $Q$ we have that $Q(\mathbf{z}, \mathbf{y})=I$ holds if and only if $z_{i} \leq y_{i}$ for $i \in I$ and $z_{i}>y_{i}$ for $i \notin I$. Hence

$$
\begin{aligned}
m[Q(\mathbf{z}, \mathbf{y})] & =\sum_{I \subseteq N} m(I) \prod_{j \in I} \mathbb{1}_{\left\{z_{j} \leq y_{j}\right\}} \prod_{j \notin I} \mathbb{1}_{\left\{z_{j}>y_{j}\right\}} \\
& =\sum_{I \subseteq N} M_{m}(I) \prod_{j \in I} \mathbb{1}_{\left\{z_{j} \leq y_{j}\right\}} .
\end{aligned}
$$

By integrating this function over $[0,1]^{n}$ w.r.t. the probability measure associated to $C$, one has

$$
\begin{align*}
\int_{[0,1]^{n}} m[Q(\mathbf{z}, \mathbf{y})] d C(\mathbf{z}) & =\int_{[0,1]^{n}} \sum_{I \subseteq N} M_{m}(I) \prod_{j \in I} \mathbb{1}_{\left\{z_{j} \leq y_{j}\right\}} d C(\mathbf{z}) \\
& =\sum_{I \subseteq N} M_{m}(I) \int_{[0,1]^{n}} \prod_{j \in I} \mathbb{1}_{\left\{z_{j} \leq y_{j}\right\}} d C(\mathbf{z}) \\
& =\sum_{I \subseteq N} M_{m}(I) C\left(\mathbf{y}_{I}\right) \tag{4.22}
\end{align*}
$$

REMARK 4.6. Theorem 4.5 shows in which sense $V_{m, C}$ can be seen as a generalization of the Choquet integral. In fact $V_{m, C}$ reduces to a Choquet integral when $C$ is the copula of comonotonicity.

Remark 4.7. Consider now the case when $C_{\overline{\mathbf{z}}}$ is the probability distribution function degenerate over $\overline{\mathbf{z}} \in[0,1]^{n}$. In this case, as shown by (4.21), $V_{m, C_{\overline{\mathbf{z}}}}$ reduces to

$$
\begin{equation*}
V_{m, C_{\mathbf{z}}}(\mathbf{y})=m[Q(\overline{\mathbf{z}}, \mathbf{y})] . \tag{4.23}
\end{equation*}
$$

One can notice that, for any copula $C, V_{m, C_{\overline{\mathbf{z}}}}(\mathbf{y})=V_{m, C}(\mathbf{w})$, where $\mathbf{w} \in$ $\{0,1\}^{n}$ is defined by

$$
w_{i}=\left\{\begin{array}{lll}
1 & \text { if } & z_{i} \leq y_{i} \\
0 & \text { if } & z_{i}>y_{i}
\end{array}\right.
$$

Notice also that Equation (4.23) is just a different way to read the principle that led us to the Definition (4.1) of a TB multi-attribute utility function.

As seen in the previous section, aggregation functions of the form (4.18) emerge in a natural way in the frame of TBA utilities. In such a frame the copula $C$ takes a specific meaning as the copula that describes stochastic dependence properties of random vectors relevant in the decision problem at hand.

Let us consider the expected utility, associated to a multi-attribute prospect $\mathbf{X}$, of the target-based utility with target $\mathbf{T}$. As shown by expression (4.17), such an expected utility has the form (4.18), when it is seen as a function of the quantities $\gamma_{i}=H_{i}(0), i=1, \ldots, n$, introduced in (4.16). In this case, $C$ has then the meaning of the connecting copula of the vector $\mathbf{D} \equiv\left(T_{1}-X_{1}, \ldots, T_{n}-X_{n}\right)$.

Let furthermore $G_{1}, \ldots, G_{n}$, the one-dimensional marginal distributions of $T_{1}, \ldots, T_{n}$, be assumed continuous and strictly increasing and let $C$ denote, this time, the connecting copula of $\left(T_{1}, \ldots, T_{n}\right)$. Under these hypotheses, $V_{m, C}\left(y_{1}, \ldots, y_{n}\right)$ takes the meaning of an aggregation function $\widehat{U}_{m, C}\left(y_{1}, \ldots, y_{n}\right)$ of the marginal utilities $y_{1}, \ldots, y_{n}$, as (4.13) shows.

We then see that both the functions $\widehat{U}_{m, C_{T}}(\cdot)$ and $\widetilde{U}_{m, C_{D}}(\cdot)$, defined over $[0,1]^{n}$, have the same formal expression (4.18) and are thus two different extensions of the capacity $m$. Starting from a same TBA utility function as in (4.13), they get different economic meanings. Both of them are definite integrals over $\mathbb{R}^{n}$, however. In particular, for $\widehat{U}_{m, C_{T}}$ and $\widetilde{U}_{m, F}$ we can obtain, as a corollary of Theorem 4.5,

Proposition 4.8. The aggregation functions $\widehat{U}_{m, C_{T}}$ and $\widetilde{U}_{m, F}$ are respectively given by

$$
\begin{align*}
\widehat{U}_{m, C_{T}}(\mathbf{y}) & =\int_{[0,1]^{n}} m[Q(\mathbf{z}, \mathbf{y})] d C_{T}(\mathbf{z}) .  \tag{4.24}\\
\widetilde{U}_{m, F}(\gamma) & =\int_{[0,1]^{n}} m[Q(\mathbf{z}, \boldsymbol{\gamma})] d C_{D}(\mathbf{z}) . \tag{4.25}
\end{align*}
$$

PROOF. As to the integral corresponding to $\widehat{U}_{m, C_{T}}(\mathbf{y})$, recall that, for $\mathbf{t} \in \mathbb{R}^{n}$ and $\mathbf{x} \in \mathbb{R}^{n}$, we had set $Q(\mathbf{t}, \mathbf{x}):=\left\{i \mid t_{i} \leq x_{i}\right\}$. By using formula (4.15), where $F$ is the distribution function of the target vector $\mathbf{T}$, one has

$$
U_{m, F}(\mathbf{x})=\mathbb{E}_{\mathbf{T}}\left(U_{m, \mathbf{T}}(\mathbf{x})\right)=\mathbb{E}_{\mathbf{T}}[m(Q(\mathbf{T}, \mathbf{x}))]=\int_{\mathbb{R}^{n}} m[Q(\mathbf{t}, \mathbf{x})] d F_{T}(\mathbf{t})
$$

Notice now that $Q(\mathbf{t}, \mathbf{x})$ and $Q(\mathbf{z}, \mathbf{y})$ are exactly the same set, since $\left\{i \mid t_{i} \leq\right.$ $\left.x_{i}\right\}=\left\{i \mid G^{-1}\left(t_{i}\right) \leq G^{-1}\left(x_{i}\right)\right\}=\left\{i \mid z_{i} \leq y_{i}\right\}$. Thus, recalling that $\mathbf{x}=$
$\left(G_{1}^{-1}\left(y_{1}\right), \ldots, G_{n}^{-1}\left(y_{n}\right)\right)$, one has

$$
\begin{align*}
\widehat{U}_{m, F}(\mathbf{y}) & =\int_{\mathbb{R}^{n}} m\left[Q\left(\mathbf{t}, G_{1}^{-1}\left(y_{1}\right), \ldots, G_{n}^{-1}\left(y_{n}\right)\right)\right] d F_{\mathbf{T}}(\mathbf{t}) \\
& =\int_{I^{n}} m\left[Q\left(G_{1}^{-1}\left(z_{1}\right), \ldots, G_{n}^{-1}\left(z_{n}\right), G_{1}^{-1}\left(y_{1}\right), \ldots, G_{n}^{-1}\left(y_{n}\right)\right)\right] d C(\mathbf{z}) \\
& =\int_{I^{n}} m[Q(\mathbf{z}, \mathbf{y})] d C(\mathbf{z})=V_{m, C}(\mathbf{y}) . \tag{4.26}
\end{align*}
$$

A similar argument can be used to prove (4.25).
REMARK 4.9. In the present frame, the Choquet integral admits the following economic interpretation. The choice of the copula of comonotonicity stands for the choice of a $n$-dimensional target, where all the random coordinates are just deterministic transformations of one and a same random variable. In this case $\widehat{U}_{m, C_{T}}(\mathbf{y})$ reduces to a Choquet integral.

## 4. Reliability-structured TBA utilities

A very special class of capacities $m(\cdot)$ emerges as an immediate generalization of the case in (4.7) and is of interest in the frame of TBA utilities. For a brief introduction to the topic of reliability of systems we refer to Appendix A and to [10].

Definition 4.10 (See [20], Definition 4). A Target-Based utility function has a reliability structure when the capacity $m(\cdot)$ satisfies the condition

$$
m(I) \in\{0,1\} \quad \text { for all } I \in N .
$$

Any such $m(\cdot)$ can then be seen as the structure function of a coherent reliability system $S$ or, more generally, of a semi-coherent one (for further details see [10] and [113]).

We concentrate our attention on the case when both the coordinates $\left(T_{1}, \ldots, T_{n}\right)$ of the target and the coordinates $\left(X_{1}, \ldots, X_{n}\right)$ of the prospect are non-negative random variables that can then be interpreted as the vectors of the lifetimes of the components of $S$. The above reliability-based interpretation applies in a completely natural way, in this case.

For $\boldsymbol{\xi} \in \mathbb{R}_{+}^{n}$, we denote by $\tau(\boldsymbol{\xi})$ the lifetime of $S$ when $\xi_{1}, \ldots, \xi_{n}$ are the values taken by these lifetimes, respectively. Then, as pointed out in [97], $\tau(\cdot)$ is a lattice polynomial function. Then (see [15]) it can be written both in a disjunctive and in a conjunctive form as a combination of the operators $\wedge$ and $\vee$ (see also [97], Proposition 2). When, in particular, the system admitting $m$ as its structure function is coherent, these forms can be based on the path sets and the cut sets of the system (see again [10] and [113]).

The random variable $\tau(\mathbf{T})$ is the lifetime of $S$ when the lifetimes of the components coincide with the coordinates of the DM's target and $\tau(\mathbf{X})$ is the lifetime of the system when the lifetimes of components coincide with
the coordinates of a (random) prospect $\mathbf{X}$. Under these positions, the utility function $U_{m, F}\left(x_{1}, \ldots, x_{n}\right)$ can be read as a probability. More exactly

$$
\begin{equation*}
U_{m, F}\left(x_{1}, \ldots, x_{n}\right)=\mathbb{P}(\tau(\mathbf{T}) \leq \tau(\mathbf{x})), \tag{4.27}
\end{equation*}
$$

and the expected utility in (4.14) becomes

$$
\begin{equation*}
\mathbb{E}\left(U_{m, F}(\mathbf{X})\right)=\mathbb{P}(\tau(\mathbf{T}) \leq \tau(\mathbf{X})) \tag{4.28}
\end{equation*}
$$

We can then summarize as follows our conclusions. Consider a reliabilitystructured multi-attribute Target-Based utility $U_{m, F}\left(x_{1}, \ldots, x_{n}\right)$ with $F$ the joint distribution function of $n$ non-negative random variables and let $x_{i} \geq$ $0, i=1, \ldots, n$. Denote furthermore by

$$
G_{\tau(\mathbf{T})}(\xi):=\mathbb{P}(\tau(\mathbf{T}) \leq \xi)
$$

the marginal distribution function of the lifetime $\tau(\mathbf{T})$. Then we have
Proposition 4.11.

$$
\begin{equation*}
U_{m, F}\left(x_{1}, \ldots, x_{n}\right)=G_{\tau(\mathbf{T})}(\tau(\mathbf{x})) \tag{4.29}
\end{equation*}
$$

This result shows that, in the reliability-structured case, a multi-attribute Target-Based utility $U_{m, F}$ reduces to a single-attribute Target-Based with a prospect $\tau(\mathbf{X})$ and a target $\tau(\mathbf{T})$. In particular the operator $\tau$ is a mean (see e.g. [70]): for $x>0, \tau(x, \ldots, x)=x$. Thus we obtain from (4.27) that the probability distribution function of $\tau(\mathbf{T})$ is given by

$$
\begin{equation*}
G_{\tau(\mathbf{T})}(\xi)=U_{m, F}(\xi, \ldots, \xi) \tag{4.30}
\end{equation*}
$$

For a different but strictly related expression of $G_{\tau(\mathbf{T})}(\xi)$ see [47].
The formula (4.29) can be used in the two different directions: one can analyze questions about systems' reliability by using tools in the theory of aggregation operators and of extensions of capacities or, viceversa, different aspects of aggregation operators can be interpreted in terms of reliability practice, when the capacities are $\{0,1\}$-valued. In particular, the aggregation function $\widehat{U}_{m, C}$ in (4.13) can be given special interpretations in the present setting. From a technical point of view, in a reliability-structured frame, $G_{1}, \ldots, G_{n}$ are the one-dimensional marginal distributions of the components' lifetimes $T_{1}, \ldots, T_{n}$ of a system and $C$ denotes the connecting copula of $\mathbf{T}$. By taking into account Equation (4.29) we obtain, for $\mathbf{y} \in[0,1]^{n}$,

$$
\begin{equation*}
\widehat{U}_{m, C}(\mathbf{y})=G_{\tau(\mathbf{T})}\left(\tau\left(G_{1}^{-1}\left(y_{1}\right), \ldots, G_{n}^{-1}\left(y_{n}\right)\right)\right) . \tag{4.31}
\end{equation*}
$$

Notice that the operator $\tau(\mathbf{x})$ appearing in (4.27) and (4.31) is only determined by the capacity $m$, whereas the probability law $G_{\tau(\mathbf{T})}$ also depends on the copula $C$ of $F$. In any case $\widehat{U}_{m, C}(\mathbf{y})$ is an integral, w.r.t. the capacity $m$, and the function to be integrated depends on $C$.

We also notice that, from a purely mathematical viewpoint, $m$ can be paired with any copula $C$. Any capacity $m$, for instance, can be paired with the comonotonicity copula to obtain that $\widehat{U}_{m, C}(y)$ is a Choquet Integral. We
also notice in this respect that, in this case, $\widehat{U}_{m, C}(y)$ is a lattice polynomial as well. From the economic point of view, on the contrary, imposing conditions describing the attitudes towards risk by part of a Decision Maker, creates some constraints on the choice of the pair $(m, C)$. See also the brief discussion in the next section.
4.1. Symmetric Reliability-Structured Cases. Here we consider special conditions of invariance with respect to permutations. First we look at the very restrictive, but important, case of symmetric, reliability-structured capacities. The reliability systems admitting permutation-invariant structure functions $\phi$ are those of the type $k$-out-of- $n$. More precisely, a system is $k$-out-of- $n$ when, for $\mathrm{x} \in\{0,1\}^{n}$, its structure function has the form

$$
\phi_{k: n}\left(x_{1}, \ldots, x_{n}\right)=\left\{\begin{array}{lll}
1 & \text { if } \quad \sum_{i} x_{i} \geq k  \tag{4.32}\\
0 & \text { if } \quad \sum_{i} x_{i}<k .
\end{array}\right.
$$

This is then the case of a system which is able to work as far as at least $k$ of its components are working or, in other words, which fail at the instant of the $(n-k+1)$-th failure among its components. In (4.32), the structure function is seen as a function over $N$. Equivalently, when $\phi_{k: n}$ is seen as a set function, the value $\phi_{k: n}(I)$ is 0 or 1 , only depending on the cardinality of $I$ being larger or smaller than $k$.

PROPOSITION 4.12. In the case of a $k$-out-of- $n$ capacity $m=\phi_{k: n}$, we have

$$
U_{m, F}(\mathbf{x})=\sum_{I \subseteq N,|I| \geq k}(-1)^{|I|-k}\binom{|I|-1}{|I|-k} \mathbb{P}\left(\mathbf{T} \leq \mathbf{x}_{I}\right) .
$$

Proof. Recall Equation (4.12) and notice that, for $m=\phi_{k: n}$, the coefficients of the Möbius transform are given by

$$
M_{m}(I)= \begin{cases}(-1)^{|I|-k}\binom{|I|-1}{|I|-k} & |I| \geq k \\ 0 & \text { otherwise }\end{cases}
$$

It is clear that, in the case of a $k$-out-of- $n$ systems, we have that

$$
\tau(\boldsymbol{\xi})=\xi_{(n-k+1)},
$$

where $\xi_{(1)}, \ldots, \xi_{(n)}$ denote the order statistics of $\xi_{1}, \ldots, \xi_{n}$ and the formula (4.29) takes the special form

$$
U_{\phi_{k: n}, F}(\mathbf{x})=G_{T_{(n-k+1)}}\left(x_{(n-k+1)}\right) .
$$

From (4.30), we in particular obtain the probability law of $T_{(n-k+1)}$ :

$$
\begin{equation*}
G_{T_{(n-k+1)}}(\xi):=\mathbb{P}\left(T_{(n-k+1)} \leq \xi\right)=U_{\phi_{k: n}, F}(\xi, \ldots, \xi) \tag{4.33}
\end{equation*}
$$

A different remarkable case of reliability-structured TBA utilities is obtained by imposing the condition of permutation-invariance over the joint distribution $F$, rather than over the capacity $m$. This is the case when
$T_{1}, \ldots, T_{n}$, the coordinates of the target $\mathbf{T}$, are assumed to be non-negative exchangeable random variables, namely the joint distribution $F\left(x_{1}, \ldots, x_{n}\right)$ is assumed invariant under permutations of its arguments $x_{1}, \ldots, x_{n}$. In this case the concept of signature of the system enters in the expression of the utility function $U_{m, F}$.

Given the structure function $\phi:\{0,1\}^{n} \rightarrow\{0,1\}$ of a semi-coherent system, the signature $\mathbf{s}^{(\phi)}=\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$ is a probability distribution over $N=\{1, \ldots, n\}$ (as a basic reference, see e.g. [118]). For $j=1, \ldots, n$, consider the events

$$
E_{j}:=\left(\tau(\mathbf{T})=T_{(j)}\right),
$$

with $T_{1}, \ldots, T_{n}$ denoting again the lifetimes of the components and $\tau(\mathbf{T})$ the lifetime of the system. When $T_{1}, \ldots, T_{n}$ are such that

$$
\begin{equation*}
\mathbb{P}\left(T_{i^{\prime}}=T_{i^{\prime \prime}}, \text { for some } i^{\prime}, i^{\prime \prime}\right)=0 \tag{4.34}
\end{equation*}
$$

$E_{1}, \ldots, E_{n}$ are exhaustive and pair-wise disjoint, and we have

$$
\sum_{j=1}^{n} \mathbb{P}\left(E_{j}\right)=1
$$

The components $s_{1}, \ldots, s_{n}$ of the signature are defined as $s_{j}=\mathbb{P}\left(E_{j}\right)$. It is easy to prove that, when $T_{1}, \ldots, T_{n}$ are exchangeable, the following properties hold:
a): $\mathbf{s}^{(\phi)}$ does not depend on the joint probability distribution of the targets $T_{1}, \ldots, T_{n}$;
b): For $\xi>0$ and $j=1, \ldots, n$, the event $\left(T_{(j)} \leq \xi\right)$ is stochastically independent of $E_{1}, \ldots, E_{n}$.
By the formula of total probabilities we then can write, for any $\xi>0$,

$$
\begin{align*}
\mathbb{P}(\tau(\mathbf{T}) \leq \xi) & =\sum_{j=1}^{n} \mathbb{P}\left(E_{j}\right) \mathbb{P}\left(\tau(\mathbf{T}) \leq \xi \mid E_{j}\right) \\
& =\sum_{j=1}^{n} \mathbb{P}\left(\tau(\mathbf{T})=T_{(j)}\right) \mathbb{P}\left(\tau(\mathbf{T}) \leq \xi \mid \tau(\mathbf{T})=T_{(j)}\right) \\
& =\sum_{j=1}^{n} s_{j}^{(\phi)} \mathbb{P}\left(T_{(j)} \leq \xi\right) \tag{4.35}
\end{align*}
$$

By the property a) the signature $\mathbf{s}^{(\phi)}$ is a combinatorial invariant of the system. See in particular [98] for the relations between the signature $\mathbf{s}^{(\phi)}$ and the "reliability function" of the system in case of i.i.d. components. For a discussion about the relations between $\mathbf{s}^{(\phi)}$ and symmetry properties see also [132]).

In view of (4.35) the signature $\mathbf{s}^{(\phi)}$ has a role in the representation of the utility function $U_{\phi, F}$ when $F$ is exchangeable. By (4.30) we obtain

Proposition 4.13. Let $F$ be an exchangeable joint distribution function over $\mathbb{R}_{+}^{n}$, satisfying the condition (4.34). For any reliability-structured capacity $m: 2^{N} \rightarrow\{0,1\}$ and for $\mathbf{x} \in \mathbb{R}_{+}^{n}$, one has

$$
\begin{equation*}
U_{m, F}(\mathbf{x})=\sum_{j=1}^{n} s_{j}^{(m)} \mathbb{P}\left(T_{(j)} \leq \tau(\mathbf{x})\right) \tag{4.36}
\end{equation*}
$$

The terms $s_{j}^{(m)}$ and $\tau(\mathbf{x})$ in (4.36) are determined by $m$, whereas $F$ determines the probability law of $T_{(j)}$, for $j=1, \ldots, n$. The formula (4.35) is a special case of (4.36): for $\mathbf{x}=(\xi, \ldots, \xi)$ we obtain once more

$$
\begin{aligned}
G_{\tau(\mathbf{T})}(\xi)=U_{m, F}(\xi, \ldots, \xi) & =\sum_{j=1}^{n} s_{j}^{(m)} \mathbb{P}\left(T_{(j)} \leq \xi\right) \\
& =\sum_{j=1}^{n} s_{j}^{(m)} U_{\phi_{k: n}, F}(\xi, \ldots, \xi) .
\end{aligned}
$$

## 5. TBA utilities and attitudes toward goods and risk

Here we think of a Decision Maker who describes her/his attitudes towards $n$ goods $\mathcal{G}_{1}, \ldots, \mathcal{G}_{n}$ through a capacity $m$ and defines her/his utility by choosing a target $\mathbf{T}$ with joint distribution function $F$. Thus $U_{m, F}(\mathbf{x})$ evaluates the satisfaction of the DM in receiving the quantity $x_{1}$ for the good $\mathcal{G}_{1}, x_{2}$ for the good $\mathcal{G}_{2}$ and so on. Different properties with economic meaning of a multi-attribute utility function can take a special form in the TBA case and in the reliability-structured TBA case, more in particular. One should analyze how can different properties be influenced by the choice of the parameters $m, F$ or, in other terms, which constraints on the pair $(m, F)$ are induced by fixing the attitudes of the DM. In this Section, we concentrate our attention on the basic concepts of supermodularity and submodularity (see $[\mathbf{1 3 9 , 1 4 0}]$ ) and present some related comments.

For a function $U: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and for $\mathrm{x}^{\prime}, \mathrm{x}^{\prime \prime} \in \mathbb{R}^{n}$, set

$$
\begin{equation*}
\nu^{U}\left(\mathrm{x}^{\prime}, \mathrm{x}^{\prime \prime}\right):=U\left(\mathrm{x}^{\prime} \vee \mathrm{x}^{\prime \prime}\right)+U\left(\mathrm{x}^{\prime} \wedge \mathrm{x}^{\prime \prime}\right)-U\left(\mathrm{x}^{\prime}\right)-U\left(\mathrm{x}^{\prime \prime}\right) . \tag{4.37}
\end{equation*}
$$

Definition 4.14. The function $U$ is supermodular when $\nu^{U}\left(\mathrm{x}^{\prime}, \mathrm{x}^{\prime \prime}\right) \geq$ 0 for all $\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime} \in \mathbb{R}^{n}$, and submodular when $\nu^{U}\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right) \leq 0$. If $U$ is both supermodular and submodular, then it is called modular.

Under the condition that the function $U$ is twice differentiable, an equivalent formulation in terms of the second order derivatives of $U$ can be given. In particular the condition of supermodularity is given by

$$
\begin{equation*}
\partial^{2} U(\mathbf{x}) / \partial x_{i} \partial x_{j} \geq 0 \tag{4.38}
\end{equation*}
$$

for all $\mathrm{x} \in \mathbb{R}^{n}$ and $i \neq j, i, j=1, \ldots, n$.
For a utility function, it is well-known that supermodularity describes the case of complementary goods (see $[\mathbf{5 0}, \mathbf{1 1 9}, \mathbf{1 4 0}]$ ), while submodularity
is associated to substitutable goods. Two or more goods are called complementary if "they have little or no value by themselves, but they are more valuable when combined together", while they are called substitutable when "each of them satisfies the same need of the DM that the other good fulfills". In these settings we can say that a collection of goods are complements (and each pair is said to be complementary) if they have a real-valued supermodular utility function (Bulow et al. [23] use the term strategic complements to describe any two activities $i$ and $j$ for which formula (4.38) holds).

As a related interpretation, the properties of supermodularity, submodularity, and modularity of a multi-attribute utility $U$ respectively describe, in an analytic language, the properties of correlation affinity, correlation aversion, and correlation neutrality (see e.g. [139] and [140]). In particular the concept of submodularity gives rise to a specific definition of greater correlation between two joint probability distributions (see Definition 4 in [53]).

Let us now come to TB utilities and to related problems of prospects choosing. We are essentially interested in decision problems where the following objects are considered to be fixed: the capacity $m$, the marginal distributions $G_{1}, \ldots, G_{n}$ of the targets' components $T_{1}, \ldots, T_{n}$, and the marginal distributions $G_{X_{1}}, \ldots, G_{X_{n}}$ for the components of the prospect. Since we have assumed stochastic independence between $\mathbf{X}$ and $T$, the marginal probability distribution function $H_{i}(\cdot)$ of $D_{i}=T_{i}-X_{i}$ is suitably obtained by convolution from $G_{i}$ and $G_{X_{i}}$. Then, at least in principle, the vector $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ is known, where $\gamma_{i}=H_{i}(0)$. The DM is supposed to declare the copula $C$ of the target vector $\mathbf{T}$ and, on this basis, to select a copula for the random prospect $\mathbf{X}$. The choice of a prospect then amounts to the choice of a copula $C_{\mathbf{D}}$ for the vector $\mathbf{D}=\mathbf{T}-\mathbf{X}$.

For a TB utility function $U$, the expression in (4.37) becomes

$$
\begin{equation*}
\nu^{U}\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)=\sum_{I \subseteq N} M_{m}(I) \nu^{F}\left(\mathbf{x}_{\mathbf{I}}^{\prime}, \mathbf{x}_{\mathbf{I}}^{\prime \prime}\right) \tag{4.39}
\end{equation*}
$$

for any pair of vectors $\mathrm{x}^{\prime}, \mathrm{x}^{\prime \prime} \in \mathbb{R}^{n}$. The notation $\mathrm{x}_{\mathrm{I}}^{\prime}, \mathrm{x}_{\mathrm{I}}^{\prime \prime}$ is as used in (4.9). Then the conditions of supermodularity, or submodularity, become

$$
\begin{equation*}
\sum_{I \subseteq N} M_{m}(I) \nu^{F}\left(\mathbf{x}_{\mathbf{I}}^{\prime}, \mathbf{x}_{\mathbf{I}}^{\prime \prime}\right) \gtreqless 0 \tag{4.40}
\end{equation*}
$$

Let the DM manifest correlation aversion or correlation affinity. Namely she/he wants to use a submodular, or supermodular, utility function. Of course correlation aversion/affinity concerns attitudes toward dependence among the coordinates of the prospect. On the other hand, for fixed $m$, the properties of supermodularity and submodularity are expressed through the choice of the connecting copula $C$ for the target $\mathbf{T}$. Such properties are generally determined by the interplay between $m$ and $F$. In conclusion, we are interested in conditions on the pair $(m, F)$ for which condition (4.40) holds. In this direction we now discuss some special cases.

First of all we consider the case in which the capacity $m$ is totally monotone. We remind that a capacity $m$ is said totally monotone if its Möbius transform $M(I)$ is positive for all $I \subseteq N$ (see [66]). Since all the multivariate distribution functions are supermodular, we immediately see from (4.40) that if $m$ is totally monotone, the utility function $U_{m, F}$ is supermodular whatever the distribution function $F$ of the target is. So, in this special case, the condition of supermodularity is completely determined by the capacity $m$.

A further interesting case is met when the capacity $m$ is additive: in this situation the interplay among variables has no effect on the overall amount of the utility $U_{m, F}$. In fact, the formula for $U_{m, F}$ reduces to

$$
U_{m, F}(\mathbf{x})=\sum_{i=1}^{n} m_{i} \mathbb{P}\left(T_{i} \leq x_{i}\right)
$$

with $m_{1}+\ldots+m_{n}=1$. The expression in the r.h.s. represents an Ordered Weighted Average (see [66]) of the marginal distributions of the targets $T_{i}$. It is immediate to notice that $U_{m, F}(\mathbf{x})$ is modular for any choice of $F$. Furthermore it does not depend on the copula $C$ of $F$. We notice that, in this case, the expected value of the utility $\mathbb{E}\left[U_{m, F}(\mathbf{X})\right]$ (see formulas (4.14) and (4.17)) for a fixed prospect $\mathbf{X}$ becomes $\widetilde{U}_{m, F}(\gamma)=\sum_{i=1}^{n} m_{i} \gamma_{i}$.

Another likely situation is that in which the DM only considers interactions among small groups of goods, say $k$ at most. In other words the DM is not interested in how they behave when considered in groups of cardinality larger than $k$. This condition leads to the choice of a $k$-additive capacity (see e.g. [65]). More in details

DEFINITION 4.15. A capacity $m$ is said $k$-additive if the coefficients of its Möbius transform $M_{m}$ satisfy the condition $M_{m}(I)=0$ for all I such that $|I|>k$, and $M_{m}(I) \neq 0$ for at least one element $I$ with $|I|=k$.

The assumption of $k$-additivity generally simplifies the study of the utility function. Under this hypothesis condition (4.40) reduces to

$$
\nu^{U}\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)=\sum_{I:|I|=2, \ldots, k} M_{m}(I) \nu^{F}\left(\mathbf{x}_{\mathbf{I}}^{\prime}, \mathbf{x}_{\mathbf{I}}^{\prime \prime}\right) \gtreqless 0 .
$$

We notice, in any case, that the possible validity of the conditions of submodularity and supermodularity generally depends on both the capacity $m$ and the distribution $F$. In particular, in the case $k=2$, a sufficient condition for supermodularity (submodularity) reads $M_{m}(\{i, j\}) \geq 0(\leq 0)$, for all $i \neq j$.

Also of interest is the special case of reliability-structured utility functions, that we have considered in the previous section. First we notice that $m$ being $\{0,1\}$-valued has a direct economic interpretation: like a binary system, that can be up or down according to the current state (up or down) of each of its $n$ components, so the DM is completely satisfied or completely unhappy according to which is the subset of targets that have been
achieved. Cases where such utilities can be of economic relevance are discussed in [20]. Also, the special forms of TB utilities with $m$ describing series systems or parallel systems are discussed there: these are the cases when $m$ is the minimal or the maximal capacity, respectively, and correspond to the two extreme cases of perfect complementarity and perfect substitutability. In such cases we encounter supermodularity and submodularity, respectively, independently of the form of $F$. In all the other cases the condition of supermodularity, or submodularity respectively, reads

$$
\begin{align*}
& G_{\tau(\boldsymbol{T})}\left(\tau\left(\mathbf{x}^{\prime} \vee \mathrm{x}^{\prime \prime}\right)\right)+G_{\tau(\boldsymbol{T})}\left(\tau\left(\mathbf{x}^{\prime} \wedge \mathrm{x}^{\prime \prime}\right)\right) \\
& \quad-G_{\tau(\boldsymbol{T})}\left(\tau\left(\mathrm{x}^{\prime}\right)\right)-G_{\tau(\boldsymbol{T})}\left(\tau\left(\mathrm{x}^{\prime \prime}\right)\right) \gtreqless 0 \tag{4.41}
\end{align*}
$$

The validity of such a condition depends on the behavior of both the capacity $m$ and the distribution function $F$ of the targets. Notice that, when $\mathbf{T}$ is exchangeable, $G_{\tau(\boldsymbol{T})}$ is of the form (4.35), then condition (4.41) becomes

$$
\begin{array}{r}
\sum_{j=1}^{n} s_{j}^{(\phi)} \cdot\left[G_{(j)}\left(\tau\left(\mathbf{x}^{\prime} \vee \mathbf{x}^{\prime \prime}\right)\right)+G_{(j)}\left(\tau\left(\mathbf{x}^{\prime} \wedge \mathbf{x}^{\prime \prime}\right)\right)\right. \\
\left.-G_{(j)}\left(\tau\left(\mathbf{x}^{\prime}\right)\right)-G_{(j)}\left(\tau\left(\mathbf{x}^{\prime \prime}\right)\right)\right] \gtreqless 0,
\end{array}
$$

where $G_{(j)}(x)=\mathbb{P}\left(T_{(j)} \leq x\right)$.
Still concerning the properties of supermodularity/submodularity, a very clear situation is met in the special case $n=2$. We first notice that, in this case, formula (4.12) becomes

$$
\begin{align*}
U_{m, F}\left(x_{1}, x_{2}\right) & =M_{1} \mathbb{P}\left(T_{1} \leq x_{1}\right)+M_{2} \mathbb{P}\left(T_{2} \leq x_{2}\right) \\
& +M_{1,2} \mathbb{P}\left(T_{1} \leq x_{1}, T_{2} \leq x_{2}\right) \tag{4.42}
\end{align*}
$$

where we have used, for $m$ and $M_{m}$ the shorter notation $m_{1}=m(\{1\})$, $M_{1}=M_{m}(\{1\})$, and so on. As a strongly simplifying feature of the present case, the utility function $U_{m, F}$ in (4.42) is, in any case, supermodular or submodular. In fact condition (4.39) reads

$$
\nu^{U}\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)=M_{1,2} \nu^{F}\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right) .
$$

Hence, since any joint distribution function $F$ is supermodular, submodularity and supermodularity are respectively equivalent to the conditions

$$
\begin{equation*}
M_{1,2} \leq 0 \quad \text { and } \quad M_{1,2} \geq 0 \tag{4.43}
\end{equation*}
$$

or, in terms of $m$,

$$
\begin{equation*}
m_{1}+m_{2} \geq 1 \quad \text { and } \quad m_{1}+m_{2} \leq 1 \tag{4.44}
\end{equation*}
$$

Focus now attention, in particular, to the cases of perfect complementarity and perfect substitutability. The first one is equivalent to the condition $m_{1}=m_{2}=0$ or, equivalently, $M_{1,2}=1$, and describes the maximal possible affinity to correlation of the DM. Here the expression of the utility $U_{m, F}$ reduces to

$$
\begin{equation*}
U_{m, F}\left(x_{1}, x_{2}\right)=F\left(x_{1}, x_{2}\right), \tag{4.45}
\end{equation*}
$$

which is exactly the joint distribution function of the two-dimensional target. In the opposite case, the utility reduces to $U_{m, F}\left(x_{1}, x_{2}\right)=G_{1}\left(x_{1}\right)+$ $G_{2}\left(x_{2}\right)-F\left(x_{1}, x_{2}\right)$ or, analogously, $\widehat{U}_{m, C}\left(y_{1}, y_{2}\right)=C^{*}\left(y_{1}, y_{2}\right)$, where $C^{*}$ stands for the dual of the copula $C$ (for further details see [107]). All other cases can be grouped mainly into two sets, the strictly supermodular ones, with $m_{1}+m_{2}<1$, and the submodular ones, with $m_{1}+m_{2}>1$. Finally we notice a region of neutrality, along the diagonal corresponding to $m_{1}+m_{2}=1$ : this is the case of additivity of the capacity $m$, already discussed above. All these cases are summarized in Figure 4.2.


Figure 4.2. Scheme for complementarity and substitutability among two goods depending on their utility parameters $m_{1}, m_{2}$

We already noticed that, w.r.t. the capacity $m$, the aggregation function $\widehat{U}_{m, C}$ is an integral of $m$, depending on $C$, the connecting copula of $F$. For a fixed $m$, there is no restriction in the choice of $C$, from a purely mathematical point of view. We can see, on the contrary, that certain constraints on the pair $(m, C)$ can arise from an economic point of view, depending on the attitudes of our Decision Maker. In other words, the type of integral of $m$, that the DM is led to consider as an aggregation $\widehat{U}_{m, C}$, depends on $m$ itself once the attitudes of the DM have been fixed. As a simple example, let us consider the case of perfect complementarity in (4.45). In such case $\widehat{U}_{m, C}$ becomes $\widehat{U}_{m, C}\left(y_{1}, y_{2}\right)=C\left(y_{1}, y_{2}\right)$. Thus the aggregation function $\widehat{U}_{m, C}$ will grow with the growth of the copula $C$. This entails that a DM, who will manifest risk aversion besides correlation affinity, will choose the target which exhibits the greatest possible copula. Thus the most profitable choice is the maximal copula, $C(u, v)=u \wedge v$, namely the one of comonotonicity. Similar arguments can be developed for the study of the extreme opposite case, $m_{1}=m_{2}=1\left(M_{1,2}=-1\right)$.

## 6. Summary and concluding remarks

By introducing the target-based approach, Bordley and Li Calzi in [19] and Castagnoli and Li Calzi in [28] had in particular developed a new way
to look at utility functions, and related extensions, in the field of decision problems under risk. In those papers, emphasis was given to the singleattribute case where, practically, there is no loss of generality in considering target-based utilities. As to the multi-attribute case, a treatment proposed a few years later (in $[\mathbf{2 0}, \mathbf{1 4 1}, \mathbf{1 4 2}]$ ) had further added some new ideas to the field. In fact, the proposed extension is something different from the singleattribute definition. Actually, a direct generalization of the latter would lead one to consider much too special and restrictive forms of utilities, as we have remarked in the Introduction.

A principle of individual choice, clearly enucleated in [20], is at the basis of the given definition of multi-attribute target-based utilities. This principle is indeed quite natural and is related to the evaluation, by part of a Decision Maker, about the relative importance attributed to any possible subset of achieved targets. It emerges then that such an evaluation depends on the individual propensity toward the possible "coalitions" of attributes and that it is related with the concept of capacity.

Starting from the latter observation, we have formally considered a multi-attribute target-based utility (Definition 4.1) as a pair ( $m, F$ ), where $m$ is a capacity over $2^{N}=\{0,1\}^{n}$ and $F$ is a probability distribution function over $\mathbb{R}^{n}$. On this basis, we have pointed out that the theory of multiattribute target-based utilities can hinge on a formal apparatus, provided by the field of fuzzy measures, extensions of fuzzy measures, and fuzzy, or universal, integrals. On the other hand, multi-attribute target-based utilities give rise to applications of the concepts and of results in this field. In particular, under special conditions, the arguments and results presented in [87] can have an interpretation useful to an heuristic view of the differences among various fuzzy integrals. As we have briefly recalled in Section 3, operators of the form

$$
\begin{equation*}
V_{m, A}(\mathbf{y})=\sum_{I \subseteq N} M_{m}(I) A\left(\mathbf{y}_{I}\right) \tag{4.46}
\end{equation*}
$$

have been analyzed in [87] as extensions of capacities $m$ over $2^{N}$. Generally speaking, the function $A$ appearing in (4.46) is an aggregation function. In our frame, interest is concentrated on the special case when $A$ is replaced by an $n$-dimensional copula $C$. The effect of such a particular condition is two-fold: on the one hand, it makes $V_{m, A}=V_{m, C}$ to have, itself, the properties of an aggregation function. On the other hand, it gives $V_{m, C}$ the meaning of an aggregation of marginal utilities; the special form of aggregation depends on the special type of stochastic dependence that is assumed among the coordinates of the target. An extreme condition of dependence with a special decisional meaning of its own, namely positive comonotonicity, lets such an aggregation coincide with a Choquet integral. We thus see the aggregation functions $\widehat{U}_{m, C}$ as a natural class of operators generalizing such integrals.

Concerning Choquet integrals, it is well known that they have been very widely studied and discussed in the past literature concerning utilities and decision under risk. In particular, in [30] and [124], it is shown how this concept allows one to build a quite general model of decision making under uncertainty, generalizing the Expected Utility model, in the frame of singleattribute decisions. We point out that its role in the present study appears under a rather different form: it is not used in fact to explain a general principle for decisions under uncertainty. It emerges as an extremely special case, just in the frame of Expected Utility. However its meaning in the TB Approach is peculiar of the multi-attribute case.

In multi-attribute decision problems under risk, the profile of a Decision Maker can be specified by taking into account different types of attitudes and forms of behavior, such as risk-aversion (or risk-affinity), correlationaversion (or correlation-affinity), cross-prudence, etc. Generally these conditions are described in terms of qualitative properties of the utility functions (see e.g. $[\mathbf{4 5}, 46,51]$ ).

Let us come to the specific case of multi-attribute utility functions, that we had identified with the pairs $(m, F)$. As a challenging program for future research, one should detail how the mentioned qualitative properties of utility functions determine (or are determined by) the form of $m$ and $F$ and reciprocal relations between them. For a DM with given attitudes toward risk, the choice of $F$ - and then, in particular, of the copula $C$ - is not completely free, but is influenced by the form of $m$ itself. In the above Section 5, we have considered some significant special cases and sketched some conclusion in this direction. A more general analysis may result from future achievements about qualitative descriptions of target-based utilities.

Further research suggested by our work also concerns specific aspects of multivariate copulas. As shown by formula (4.17), the analysis of the present approach would benefit from new results concerning the connecting copula of the vector $\mathbf{D}$ obtained as the difference between the vectors $\mathbf{T}$ and X. Here we have assumed stochastic independence.

More complex arguments would be involved in the cases when the possibility of some correlation between the vectors $\mathbf{T}$ and $\mathbf{X}$ is admitted. Some specific aspects in this direction, for the special case $n=1$, have been dealt with in [38].

## CHAPTER 5

## Stochastic Precedence, Stochastic Orderings and connections to Utility Theory

The concept of stochastic precedence between two real-valued random variables has often emerged in different applied frameworks. It finds applications in various statistical contexts, like testing and sampling, reliability modeling, tests for distributional equality versus various alternatives (see, for example, $[\mathbf{5}, \mathbf{1 8}, \mathbf{1 1 9}])$. Furthermore, this concept has been studied in the probabilistic context of Markov models for waiting times to occurrences of words in random sampling of letters from an alphabet (for references, see [40, 41, 42, 43]). Further applications can also arise in the fields of reliability and in the comparison of pool obtained by two opposite coalitions.

Motivations for our study arise, in particular, from the frame of TargetBased Approach in decisions under risk. In the previous Chapter we developed this model for multi-dimensional attributes, under the assumption of stochastic independence between Targets and Prospects. In this Chapter our analysis concerns the one-dimensional case, but with the assumption of stochastic dependence.

For our purposes, we introduce a slightly more general, and completely natural, concept of stochastic precedence and analyze its relations with the usual notions of stochastic ordering. Such a study leads us to introducing some special classes of bivariate copulas, namely the classes $\mathcal{L}_{\gamma}$. Properties of these classes are useful to describe the behavior of the Target-Based model under changes in the connecting copulas of the random variables, especially regarding their properties of symmetry and dependence. Examples are provided in this direction.

More precisely the structure of the Chapter is as follows. In Section 1 we introduce the concept of generalized stochastic precedence and the classes $\mathcal{L}_{\gamma}$. In Section 2, we analyze the main aspects of such classes and present a related characterization. Connections to measures of asymmetry of copulas are analyzed in Section 3, where we introduce a weak measure of non-exchangeability for the copulas in $\mathcal{L}_{\gamma}$. Some further basic properties of this class are detailed in Section 4, where a few examples are also presented. Finally, in Section 5, we trace connections to Target-Based utilities in the case of stochastic dependence between targets and prospects.

## 1. Basic Definitions

Let $X_{1}, X_{2}$ be two real random variables defined on a same probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We will denote by $F$ the joint distribution function and by $G_{1}, G_{2}$ their marginal distribution functions, respectively. For the sake of notational simplicity, we will initially concentrate our attention on the case when $G_{1}, G_{2}$ belong to the class $\mathcal{G}$ of all the probability distribution functions on the real line, that are continuous and strictly increasing in the domain where they are positive and smaller than one. As we shall see later, we can also consider more general cases, but the present restriction allows us to simplify the formulation and the proofs of our results. In order to account for some cases of interest with $\mathbb{P}\left(X_{1}=X_{2}\right)>0$, we will not assume that the distribution function $F$ is absolutely continuous.

The random variable $X_{1}$ is said to stochastically precede $X_{2}$ if $\mathbb{P}\left(X_{1} \leq\right.$ $\left.X_{2}\right) \geq 1 / 2$, written $X_{1} \preceq_{s p} X_{2}$. The interest of this concept for applications has been pointed out several times in the literature (see in particular [6], [18] and [105]). We draw the reader's attention to the fact that stochastic precedence does not define a stochastic order in that, for instance, it is not transitive. However it can be considered in some cases as an interesting condition, possibly alternative to the usual stochastic ordering $X_{1} \preceq_{s t} X_{2}$, defined by the inequality $G_{1}(t) \geq G_{2}(t), \forall t \in \mathbb{R}$, see [127].

When $X_{1}, X_{2}$ are independent the implication $X_{1} \preceq_{s t} X_{2} \Rightarrow X_{1} \preceq_{s p}$ $X_{2}$ holds (see [6]). It is also easy to find several other examples of bivariate probability models where the same implication holds. For instance the condition $X_{1} \preceq_{s t} X_{2}$ even entails $\mathbb{P}\left(X_{1} \leq X_{2}\right)=1$ when $X_{1}, X_{2}$ are comonotonic (see e.g. [107]), i.e. when $\mathbb{P}\left(X_{2}=G_{2}^{-1}\left(G_{1}\left(X_{1}\right)\right)\right)=1$. On the other hand, cases of stochastic dependence can be found where the implication $X_{1} \preceq_{s t} X_{2} \Rightarrow X_{1} \preceq_{s p} X_{2}$ fails. A couple of examples will be presented in Section 4. See also Proposition 5.10. On the other hand the frame of words' occurrences produces, in a natural way, examples in the same direction, see e.g. [40].

In this framework we replace the notion $X_{1} \preceq_{s p} X_{2}$ with the generalized concept defined as follows

Definition 5.1 (Generalized Stochastic Precedence). For any given $\gamma \in[0,1]$, we say that $X_{1}$ stochastically precedes $X_{2}$ at level $\gamma$ if the condition $\mathbb{P}\left(X_{1} \leq X_{2}\right) \geq \gamma$ holds. This will be written $X_{1} \preceq_{s p}^{(\gamma)} X_{2}$.

Let $\mathcal{C}$ denote the class of all bivariate copulas (see also [76, 107]). Several arguments along the Chapter will be based on the concept of bivariate copula. We recall that the pair of random variables $X_{1}, X_{2}$, with distributions $G_{1}, G_{2}$, respectively, admits $C \in \mathcal{C}$ as its connecting copula whenever its joint distribution function is given by

$$
\begin{equation*}
F\left(x_{1}, x_{2}\right)=C\left(G_{1}\left(x_{1}\right), G_{2}\left(x_{2}\right)\right) . \tag{5.1}
\end{equation*}
$$

It is well known, by Sklar's Theorem 2.4 that the connecting copula is unique when $G_{1}$ and $G_{2}$ are continuous. We will use the notation

$$
\begin{equation*}
A:=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{1} \leq x_{2}\right\} \tag{5.2}
\end{equation*}
$$

so that we write

$$
\begin{equation*}
\mathbb{P}\left(X_{1} \leq X_{2}\right)=\int_{A} d F\left(x_{1}, x_{2}\right)=\int_{\mathbb{R}^{2}} \mathbb{1}_{A}\left(x_{1}, x_{2}\right) d F\left(x_{1}, x_{2}\right) \tag{5.3}
\end{equation*}
$$

For given $G_{1}, G_{2} \in \mathcal{G}$ and $C \in \mathcal{C}$ we also set

$$
\begin{equation*}
\eta\left(C, G_{1}, G_{2}\right):=\mathbb{P}\left(X_{1} \leq X_{2}\right) \tag{5.4}
\end{equation*}
$$

where $X_{1}$ and $X_{2}$ are random variables with distributions $G_{1}, G_{2}$ respectively, and connecting copula $C$. Thus the condition $X_{1} \preceq_{s p}^{(\gamma)} X_{2}$ can also be written $\eta\left(C, G_{1}, G_{2}\right) \geq \gamma$.

Suppose now that $X_{1}, X_{2}$ satisfy the condition $X_{1} \preceq_{s t} X_{2}$. As a main purpose of this Chapter, we give a lower bound for the probability $\mathbb{P}\left(X_{1} \leq\right.$ $X_{2}$ ) in terms of the stochastic dependence between $X_{1}$ and $X_{2}$ or, more precisely, in terms of conditions on the integral $\int_{A \cap[0,1]^{2}} d C$. More specifically we will analyze different aspects of the special classes of bivariate copulas, defined as follows.

Definition 5.2. For $\gamma \in[0,1]$, we denote by $\mathcal{L}_{\gamma}$ the class of all copulas $C \in \mathcal{C}$ such that

$$
\begin{equation*}
\eta\left(C, G_{1}, G_{2}\right) \geq \gamma \tag{5.5}
\end{equation*}
$$

for all $G_{1}, G_{2} \in \mathcal{G}$ with $G_{1} \preceq_{s t} G_{2}$.
Concerning the role of the concept of copula in our study, we point out the following simple facts. Consider the random variables $X_{1}^{\prime}=\phi\left(X_{1}\right)$ and $X_{2}^{\prime}=\phi\left(X_{2}\right)$ where $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is a strictly increasing function. Thus $X_{1}^{\prime} \preceq_{s t} X_{2}^{\prime}$ if and only if $X_{1} \preceq_{s t} X_{2}$ and $X_{1}^{\prime} \preceq_{s p}^{(\gamma)} X_{2}^{\prime}$ if and only if $X_{1} \preceq_{s p}^{(\gamma)}$ $X_{2}$. At the same time the pair $X_{1}^{\prime}, X_{2}^{\prime}$ also admits the same connecting copula $C$.

## 2. A characterization of the class $\mathcal{L}_{\gamma}$

This Section will be devoted to providing a characterization of the class $\mathcal{L}_{\gamma}$ (see Theorem 5.7 and 5.8) along with related discussions. We start by detailing a few basic properties of the quantities $\eta\left(C, G_{1}, G_{2}\right)$, for $G_{1}, G_{2} \in$ $\mathcal{G}$ and $C \in \mathcal{C}$. In view of the condition $G_{1}, G_{2} \in \mathcal{G}$ we can use the change of variables $u=G_{1}\left(x_{1}\right), v=G_{2}\left(x_{2}\right)$. Thus we can rewrite the integral in (5.3) according to the following

Proposition 5.3. For given $G_{1}, G_{2} \in \mathcal{G}$ and $C \in \mathcal{C}$, one has

$$
\begin{equation*}
\eta\left(C, G_{1}, G_{2}\right)=\int_{[0,1]^{2}} \mathbb{1}_{A}\left(G_{1}^{-1}(u), G_{2}^{-1}(v)\right) d C(u, v) \tag{5.6}
\end{equation*}
$$

The use of the next Proposition is two-fold: it will be useful both for characterizing the class $\mathcal{L}_{\gamma}$ and establishing lower and upper bounds on the quantity $\eta\left(C, G_{1}, G_{2}\right)$.

Proposition 5.4. Let $G_{1}, G_{1}^{\prime}, G_{2}, G_{2}^{\prime} \in \mathcal{G}$. Then

$$
\begin{aligned}
& G_{2} \preceq_{s t} G_{2}^{\prime} \Rightarrow \eta\left(C, G_{1}, G_{2}\right) \leq \eta\left(C, G_{1}, G_{2}^{\prime}\right) ; \\
& G_{1} \preceq_{s t} G_{1}^{\prime} \Rightarrow \eta\left(C, G_{1}, G_{2}\right) \geq \eta\left(C, G_{1}^{\prime}, G_{2}\right) .
\end{aligned}
$$

Proof. We prove only the first relation of Proposition 5.4, since the proof for the second one is analogous. By hypothesis, and since $G_{1}, G_{2}^{\prime} \in \mathcal{G}$ for each $x \in(0,1)$, one has

$$
G_{2}^{-1}(x) \leq G_{2}^{\prime-1}(x)
$$

Therefore

$$
\left(G_{1}^{-1}(x), G_{2}^{-1}(x)\right) \in A \Rightarrow\left(G_{1}^{-1}(x), G_{2}^{\prime-1}(x)\right) \in A
$$

Hence, the proof can be concluded by recalling (5.6).
From Proposition 5.4, in particular we get

$$
\begin{equation*}
\eta(C, G, G) \leq \eta\left(C, G^{\prime}, G\right) \quad \text { and } \quad \eta(C, G, G) \leq \eta\left(C, G, G^{\prime \prime}\right) \tag{5.7}
\end{equation*}
$$

for any choice of $G, G^{\prime}, G^{\prime \prime} \in \mathcal{G}$ such that $G^{\prime} \preceq_{s t} G \preceq_{s t} G^{\prime \prime}$.
A basic fact in the analysis of the classes $\mathcal{L}_{\gamma}$ is that the quantities of the form $\eta(C, G, G)$ only depend on the copula $C$. More formally we state the following result.

Proposition 5.5. For any pair of distribution functions $G^{\prime}, G^{\prime \prime} \in \mathcal{G}$, one has

$$
\begin{equation*}
\eta\left(C, G^{\prime}, G^{\prime}\right)=\eta\left(C, G^{\prime \prime}, G^{\prime \prime}\right) \tag{5.8}
\end{equation*}
$$

Proof. Recalling (5.6) one obtains

$$
\int_{I^{2}} \mathbb{1}_{A}\left(G^{\prime-1}(u), G^{\prime-1}(v)\right) d C(u, v)=\int_{I^{2}} \mathbb{1}_{A}\left(G^{\prime \prime-1}(u), G^{\prime \prime-1}(v)\right) d C(u, v)
$$

because $\mathbb{1}_{A}\left(G^{\prime-1}(u), G^{\prime-1}(v)\right)=\mathbb{1}_{A}\left(G^{\prime \prime-1}(u), G^{\prime \prime-1}(v)\right)=\mathbb{1}_{A}(u, v)$, so equality in (5.8) is proved.

As a consequence of Proposition 5.5 we can introduce the symbol

$$
\begin{equation*}
\eta(C):=\eta(C, G, G), \tag{5.9}
\end{equation*}
$$

and, by letting $G_{1}=G_{2}=G$ in (5.6), write

$$
\begin{equation*}
\eta(C)=\int_{A \cap[0,1]^{2}} d C \tag{5.10}
\end{equation*}
$$

for $G \in \mathcal{G}$. From Proposition 5.4 and from the inequalities (5.7), we obtain
Proposition 5.6. For $G_{1}, G_{2} \in \mathcal{G}$ the following implication holds

$$
G_{1} \preceq_{s t} G_{2} \Rightarrow \eta(C) \leq \eta\left(C, G_{1}, G_{2}\right) .
$$

We then see that the quantity $\eta(C)$ characterizes the class $\mathcal{L}_{\gamma}, 0 \leq \gamma \leq$ 1 , in fact we can state the following

THEOREM 5.7. $C \in \mathcal{L}_{\gamma}$ if and only if $\eta(C) \geq \gamma$.
We thus have

$$
\begin{equation*}
\mathcal{L}_{\gamma}=\{C \in \mathcal{C}: \eta(C) \geq \gamma\} \tag{5.11}
\end{equation*}
$$

and we can also write

$$
\begin{equation*}
\eta(C)=\inf _{G_{1}, G_{2} \in \mathcal{G}}\left\{\eta\left(C, G_{1}, G_{2}\right): G_{1} \preceq_{s t} G_{2}\right\} . \tag{5.12}
\end{equation*}
$$

In other words the infimum in formula (5.12) is a minimum and it is attained when $G_{1}=G_{2}$. We notice furthermore that the definition of $\eta\left(C, G_{1}, G_{2}\right)$ can be extended to the case when $G_{1}, G_{2} \in D(\mathbb{R})$, the space of distribution functions on $\mathbb{R}$. The class $\mathcal{G}$ has however a special role in the present setting, as shown in the following result.

Theorem 5.8. Let $C \in \mathcal{C}$ and $G, H \in D(\mathbb{R})$ with $G \preceq_{s t} H$. Then $\eta(C, G, H) \geq \eta(C)$.

Proof. Consider two sequences $\left(G_{n}: n \in \mathbb{N}\right),\left(H_{n}: n \in \mathbb{N}\right)$ such that $G_{n}, H_{n} \in \mathcal{G}$ and $G_{n} \xrightarrow{w} G, H_{n} \xrightarrow{w} H$. Applying Theorem 2 in [125], we obtain that $C\left(G_{n}, H_{n}\right) \xrightarrow{w} C(G, H)$.

Consider now the new sequence ( $\tilde{H}_{n}: n \in \mathbb{N}$ ), where we have posed $\tilde{H}_{n}(x):=\min \left\{G_{n}(x), H_{n}(x)\right\}$. Notice that $\tilde{H}_{n} \in \mathcal{G}$, moreover $G_{n} \preceq_{s t} \tilde{H}_{n}$ and $\tilde{H}_{n} \xrightarrow{w} H$. This implies $C\left(G_{n}, \tilde{H}_{n}\right) \xrightarrow{w} C(G, H)$.

Now, by using the standard characterization of weak convergence on separable spaces (see [14] p. 67 Theorem 6.3),

$$
\limsup _{n \rightarrow \infty} \int_{B} d \tilde{F}_{n} \leq \int_{B} d F
$$

for any closed set $B \in \mathbb{R}^{2}$, where $F=C(G, H)$ and $\tilde{F}_{n}=C\left(G_{n}, \tilde{H}_{n}\right)$. Taking the closed set $A$ defined in (5.2) one has

$$
\begin{equation*}
\eta(C) \leq \limsup _{n \rightarrow \infty} \int_{A} d \tilde{F}_{n} \leq \int_{A} d F=\eta(C, G, H) \tag{5.13}
\end{equation*}
$$

Remark 5.9. Theorem 5.8 shows that the minimum of $\eta(C, G, H)$, for $G, H \in D(\mathbb{R})$, is attained at $(C, G, G)$, for any $G \in \mathcal{G} \subset D(\mathbb{R})$. This result allows us to replace the class $\mathcal{G}$ with $D(\mathbb{R})$ in the expression of $\mathcal{L}_{\gamma}$ given in (5.12). We notice furthermore that one can have $\eta\left(C, G^{\prime}, G^{\prime}\right) \neq$ $\eta\left(C, G^{\prime \prime}, G^{\prime \prime}\right)$ when $G^{\prime}, G^{\prime \prime}$ are in $D(\mathbb{R})$.

Concerning the classes $\mathcal{L}_{\gamma}$, we also define

$$
\begin{equation*}
\mathcal{B}_{\gamma}:=\{C \in \mathcal{C} \mid \eta(C)=\gamma\}, \tag{5.14}
\end{equation*}
$$

so that

$$
\mathcal{L}_{\gamma}=\bigcup_{\gamma^{\prime} \geq \gamma} \mathcal{B}_{\gamma^{\prime}} .
$$

We now show that the classes $\mathcal{B}_{\gamma}, \gamma \in[0,1]$, are all non empty. Several natural examples might be produced for this purpose. We fix attention on a simple example built in terms of the random variables $X_{1}, X_{2}^{(\gamma)}$ defined as follows. On the probability space $([0,1], \mathcal{B}[0,1], \lambda)$, where $\lambda$ denotes the Lebesgue measure, we take $X_{1}(\omega)=\omega$, and

$$
X_{2}^{(\gamma)}(\omega)= \begin{cases}\omega+1-\gamma & \text { if } \omega \in[0, \gamma]  \tag{5.15}\\ \omega-\gamma & \text { if } \omega \in(\gamma, 1]\end{cases}
$$

As it happens for $X_{1}$, also the distribution of $X_{2}^{(\gamma)}$ is uniform in $[0,1]$ for any $\gamma \in[0,1]$ and the connecting copula of $X_{1}, X_{2}^{(\gamma)}$, that is then uniquely determined, will be denoted by $C_{\gamma}$.

Proposition 5.10. For any $\gamma \in(0,1]$, one has
(i) $C_{\gamma} \in \mathcal{B}_{\gamma}$.
(ii) $C_{\gamma}(u, v)=\min \{u, v, \max \{u-\gamma, 0\}+\max \{v+\gamma-1,0\}\}$.

Proof. (i) First we notice that $\mathbb{P}\left(X_{1} \leq X_{2}^{(\gamma)}\right)=\gamma$. In fact

$$
\begin{aligned}
\mathbb{P}\left(X_{1} \leq X_{2}^{(\gamma)}\right) & =\mathbb{P}\left(X_{1} \leq X_{1}+1-\gamma, X_{1} \leq \gamma\right) \\
& +\mathbb{P}\left(X_{1} \leq X_{1}-\gamma, X_{1}>\gamma\right)=\gamma
\end{aligned}
$$

Whence, $\eta\left(C_{\gamma}\right)=\mathbb{P}\left(X_{1} \leq X_{2}^{(\gamma)}\right)=\gamma$, since both the distributions of $X_{1}, X_{2}^{(\gamma)}$ belong to $\mathcal{G}$.
(ii) For $x_{1}, x_{2} \in[0,1]$ we can write

$$
\begin{aligned}
& F_{X_{1}, X_{2}^{(\gamma)}}\left(x_{1}, x_{2}\right):=\mathbb{P}\left(X_{1} \leq x_{1}, X_{2}^{(\gamma)} \leq x_{2}\right) \\
& \quad=\mathbb{P}\left(X_{1} \leq x_{1}, X_{1}+1-\gamma \leq x_{2}, X_{1} \leq \gamma\right) \\
& \quad+\mathbb{P}\left(X_{1} \leq x_{1}, X_{1} \leq x_{2}+\gamma, X_{1}>\gamma\right) \\
& \quad=\mathbb{P}\left(X_{1} \leq \min \left\{x_{1}, x_{2}+\gamma-1, \gamma\right\}\right)+\mathbb{P}\left(\gamma<X_{1} \leq \min \left\{x_{1}, x_{2}+\gamma\right\}\right) \\
& \quad=\max \left\{\min \left\{x_{1}, x_{2}+\gamma-1, \gamma\right\}, 0\right\}+\max \left\{\min \left\{x_{1}, x_{2}+\gamma\right\}-\gamma, 0\right\} \\
& \quad=\min \left\{x_{1}, x_{2}, \max \left\{x_{1}-\gamma, 0\right\}+\max \left\{x_{2}+\gamma-1,0\right\}\right\} .
\end{aligned}
$$

Since both the marginal distributions of $X_{1}$ and $X_{2}^{(\gamma)}$ are uniform, it follows that

$$
C_{\gamma}(u, v)=\min \{u, v, \max \{u-\gamma, 0\}+\max \{v+\gamma-1,0\}\} .
$$

The copulas $C_{\gamma}$ have also been considered for different purposes in the literature, see e.g. [108] and [130]. We point out that the identity $\eta\left(C_{\gamma}\right)=\gamma$ (for $\gamma \in(0,1]$ ) could also have been obtained directly from formula (5.10).

In this special case the computation of $\mathbb{P}\left(X_{1} \leq X_{2}\right)$ is however straightforward.

As an immediate consequence of Proposition 5.10 we have that $\mathcal{L}_{\gamma^{\prime}}$ is strictly contained in $\mathcal{L}_{\gamma}$ for any $0 \leq \gamma<\gamma^{\prime} \leq 1$. We notice furthermore that $\mathcal{L}_{0}=\mathcal{C}$ and $\mathcal{L}_{1}=\left\{C \in \mathcal{C}: \int_{A \cap[0,1]^{2}} d C=1\right\} \neq \emptyset$.

Graphs of $C_{\gamma}$ for different values of $\gamma$ are provided in Figure 5.1.


Figure 5.1. Copulas from the family $C_{\gamma}$ with parameter $\gamma=$ $0.3,0.5,0.8$ respectively

## 3. A weak measure of non-exchangeability

For what follows it is now convenient also to consider the quantities $\xi\left(C, G_{1}, G_{2}\right)$ and $\xi(C)$ defined as follows:

$$
\begin{align*}
\xi\left(C, G_{1}, G_{2}\right) & :=\mathbb{P}\left(X_{1}=X_{2}\right),  \tag{5.16}\\
\xi(C) & :=\xi(C, G, G), \tag{5.17}
\end{align*}
$$

where $X_{1}$ and $X_{2}$ are random variables with distributions $G_{1}, G_{2} \in \mathcal{G}$ respectively and connecting copula $C$.

For a given bivariate model we have considered so far the quantities $\eta(C)$ with $C$ denoting the connecting copula. In what follows we point out the relations among $\eta(C), \eta(\widehat{C}), \eta\left(C^{t}\right)$ where $\widehat{C}$ and $C^{t}$ denote the survival copula and the transposed copula, respectively. The transposed copula $C^{t}$ is defined by

$$
\begin{equation*}
C^{t}(u, v):=C(v, u) \tag{5.18}
\end{equation*}
$$

so that if $C$ is the connecting copula of the pair $\left(X_{1}, X_{2}\right)$, then $C^{t}$ is the copula of the pair $\left(X_{2}, X_{1}\right)$. Whence, if $X_{1}$ and $X_{2}$ have the same distribution $G \in \mathcal{G}$, then

$$
\eta\left(C^{t}\right)=\mathbb{P}\left(X_{2} \leq X_{1}\right) .
$$

On the other hand the notion of survival copula of the pair $\left(X_{1}, X_{2}\right)$, which comes out as natural when considering pairs of non-negative random variables, is defined by the equation

$$
\begin{equation*}
\bar{F}_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)=\widehat{C}\left[\bar{G}_{1}\left(x_{1}\right), \bar{G}_{2}\left(x_{2}\right)\right], \tag{5.19}
\end{equation*}
$$

with $\bar{G}_{1}$ and $\bar{G}_{2}$ respectively denoting the marginal survival functions:

$$
\bar{G}_{1}\left(x_{1}\right)=\mathbb{P}\left(X_{1}>x_{1}\right), \quad \bar{G}_{2}\left(x_{2}\right)=\mathbb{P}\left(X_{2}>x_{2}\right) .
$$

The relationship between the survival copula $\widehat{C}$ of $\left(X_{1}, X_{2}\right)$ and the connecting copula $C$ is given by (see [107])

$$
\begin{equation*}
\widehat{C}(u, v)=u+v-1+C(1-u, 1-v) \tag{5.20}
\end{equation*}
$$

The following result shows the relations tying the different quantities $\eta(C), \eta(\widehat{C}), \eta\left(C^{t}\right)$.

Proposition 5.11. Let $C \in \mathcal{C}$. The following relation holds:

$$
\begin{equation*}
\eta(\widehat{C})=\eta\left(C^{t}\right)=1-\eta(C)+\xi(C) \tag{5.21}
\end{equation*}
$$

Proof. By the definition of $\eta$ applied to $\widehat{C}$ one has

$$
\begin{aligned}
\eta(\widehat{C}) & =\int_{I^{2}} \mathbb{1}_{A}(u, v) d \widehat{C}(u, v)=\int_{I^{2}} \mathbb{1}_{A}\left(1-u^{\prime}, 1-v^{\prime}\right) d C\left(u^{\prime}, v^{\prime}\right) \\
& =1-\int_{I^{2}} \mathbb{1}_{A \backslash \partial A}\left(u^{\prime}, v^{\prime}\right) d C\left(u^{\prime}, v^{\prime}\right)=1-\eta(C)+\xi(C)
\end{aligned}
$$

Once again, by definition of $\eta$, we have

$$
\begin{aligned}
\eta\left(C^{t}\right) & =\int_{I^{2}} \mathbb{1}_{A}(u, v) d C^{t}(u, v)=\int_{I^{2}} \mathbb{1}_{A}\left(v^{\prime}, u^{\prime}\right) d C\left(u^{\prime}, v^{\prime}\right) \\
& =1-\int_{I^{2}} \mathbb{1}_{A \backslash \partial A}\left(u^{\prime}, v^{\prime}\right) d C\left(u^{\prime}, v^{\prime}\right)=1-\eta(C)+\xi(C),
\end{aligned}
$$

and finally $\eta\left(C^{t}\right)=\eta(\widehat{C})$.
Fix now $G \in \mathcal{G}$ and let $X_{1}, X_{2}$ be random variables with a symmetric connecting copula $C$ and both marginal distribution functions coinciding with $G$. Then their joint distribution function $F_{X_{1}, X_{2}}$ is exchangeable and $\mathbb{P}\left(X_{1}<X_{2}\right)=\mathbb{P}\left(X_{2}<X_{1}\right)=(1-\xi(C)) / 2$. Thus

$$
\begin{equation*}
\eta(C)=\mathbb{P}\left(X_{1}<X_{2}\right)+\xi(C)=\frac{1+\xi(C)}{2} \geq \frac{1}{2} \tag{5.22}
\end{equation*}
$$

We have $\eta(C)=1 / 2$ when $\xi(C)=2 \eta(C)-1=0$. As an immediate consequence of Theorem 5.7 , we then get that any symmetric copula belongs to $\mathcal{L}_{\gamma}$ for any $\gamma \leq 1 / 2$, in other words when the copula is symmetric one has that the stochastic order implies the stochastic precedence.

On the other hand we are also interested in conditions under which the probability $\mathbb{P}(T \leq X)$ is "large enough", even if the marginal distributions of $T$ and $X$ are close each other. As a matter of fact, for random variables $T$ and $X$ with "close" marginal distributions, $\mathbb{P}(T \leq X)$ can be large only when the copula $C$ is far from being symmetric. For this purpose it is opportune to recall the concept of exchangeability of random variables, introduced in 2.31: two random variables $X_{1}$ and $X_{2}$, with margins $G_{1}$ and $G_{2}$ and joint law $F_{1,2}$, are exchangeable if and only if $G_{1}=G_{2}$ and $F_{1,2}=F_{2,1}$.

In Chapter 2 we also introduced the concept of measure of non-exchangeability, useful to understand the degree of non-exchangeability of couples of random variables or, analogously, the level of asymmetry of their connecting copula. Our aim is now to check if the index $\eta$ can be considered as
a suitable measure of asymmetry, or if, in any case, may give us information about copulas in this direction. To this purpose one can rather consider the quantity

$$
\begin{equation*}
\nu(C):=\left|\eta(C)-\eta\left(C^{t}\right)\right|, \tag{5.23}
\end{equation*}
$$

for $C \in \mathcal{C}$. We are now going to show that the function $\nu$ defined above is a weak measure of non-exchangeability.

Proposition 5.12. The function $\nu: \mathcal{C} \in \mathbb{R}_{+}$defined in 5.23 satisfies properties B1,B3,B4,B5 of Definition (2.34).

We give hints for the proof of Proposition 5.12.
B1: $\nu$ is bounded: $\left|\eta(C)-\eta\left(C^{t}\right)\right| \leq \eta(C)+\eta\left(C^{t}\right) \leq 2$;
B3-B4: $\nu(C)=\nu\left(C^{t}\right)=\nu(\widehat{C})$ by a direct application of (5.21);
B5: if $\left(C_{n}\right)$ and $C$ are in $\mathcal{C}$ and if $C_{n}$ converges uniformly to $C$, then $\mu\left(C_{n}\right)$ converges to $\mu(C)$ as $n$ tends to $\infty$, see Theorem 2 in [125].
For what concerns property B2, we shall need that $\nu(C)=0$ if, and only if, $C$ is symmetric. Of course if the copula $C$ is symmetric, provided that $\xi(C)=0$, we have $\nu(C)=0$, but the opposite implication may fail. In this sense $\nu$ can be seen as a weak measure, because may lack of this property. Notice that, for computational purposes, $\nu$ can also be written as

$$
\begin{equation*}
\nu(C)=|2 \eta(C)-1-\xi(C)| . \tag{5.24}
\end{equation*}
$$

In the special case of copulas $C_{\gamma}$ (see Proposition 5.10) the equivalence holds, for $\gamma \in[0,1]$. In this case we have

$$
\nu\left(C_{\gamma}\right)=\left\{\begin{array}{ll}
|2 \gamma-1| & \text { for } \gamma \in(0,1), \\
0 & \text { for } \gamma=0,1 .
\end{array} \quad \xi\left(C_{\gamma}\right)= \begin{cases}0 & \text { for } \gamma \in(0,1), \\
1 & \text { for } \gamma=0,1\end{cases}\right.
$$

The curve of the function $\nu$ is represented in Figure 5.2. Notice that, for the special cases $\gamma=1 / 3$ and $\gamma=2 / 3$, we have $\nu(C)=1 / 3$, value that coincides with the one given by the measure $d_{\infty}$ proposed in [108].


Figure 5.2. Graph of $\nu$ for the copulas $C_{\gamma}$

## 4. Further properties of $\mathcal{L}_{\gamma}$ and examples

We start this Section by analyzing further properties of the classes $\mathcal{L}_{\gamma}$ that can also shed light on the relations between stochastic precedence and stochastic orderings. First we notice that the previous Definition 5.2 has been formulated in terms of the usual stochastic ordering $\preceq_{s t}$. However similar results can also be obtained for other important concepts of stochastic ordering that have been considered in the literature, such as the hazard rate, the likelihood ratio, and the other orderings (see Appendix B for further details about the topic, as well as [127]).

Let us fix, in fact, a stochastic ordering $\preceq_{*}$ different from $\preceq_{s t}$. Definition 5.2 can be modified by replacing therein $\preceq_{s t}$ with $\preceq_{*}$ and this operation leads us to a new class of copulas that we can denote by $\mathcal{L}_{\gamma}^{(*)}$. More precisely we set

$$
\begin{equation*}
\mathcal{L}_{\gamma}^{(*)}:=\left\{C \in \mathcal{C}: \eta\left(C, G_{1}, G_{2}\right) \geq \gamma, \forall G_{1}, G_{2} \in \mathcal{G} \text { s.t. } G_{1} \preceq_{*} G_{2}\right\} \tag{5.25}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\mathcal{L}_{\gamma}^{(*)}=\left\{C \in \mathcal{C}: \eta^{*}(C) \geq \gamma\right\} \tag{5.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta^{*}(C):=\inf _{G_{1}, G_{2} \in \mathcal{G}}\left\{\eta\left(C, G_{1}, G_{2}\right): G_{1} \preceq_{*} G_{2}\right\} \tag{5.27}
\end{equation*}
$$

For given $\gamma \in(0,1)$, one might wonder about possible relations between $\mathcal{L}_{\gamma}^{(*)}$ and $\mathcal{L}_{\gamma}$. Actually one has the following result, which will be formulated for binary relations (not necessarily stochastic orderings) over the space $D(\mathbb{R})$.

PROPOSITION 5.13. Let $\preceq_{*}$ be a relation satisfying
(a) for any $G \in D(\mathbb{R})$ one has $G \preceq_{*} G$;
(b) for any $G_{1}, G_{2} \in D(\mathbb{R})$ with $G_{1} \preceq_{*} G_{2}$ one has $G_{1} \preceq_{s t} G_{2}$.

Then $\mathcal{L}_{\gamma}=\mathcal{L}_{\gamma}^{(*)}$.
Proof. In view of (b), one has that $\eta(C) \leq \eta^{*}(C)$. In fact both the quantities $\eta(C)$ and $\eta^{*}(C)$ are obtained as an infimum of the same functional and, compared with $\eta$, the quantity $\eta^{*}$ is an infimum computed on a smaller set.

Due to (a), however, $\eta(C)$ and $\eta^{*}(C)$ are both obtained, in (5.12) and (5.27) respectively, as minima attained on a same point $(G, G)$. We can then conclude that $\mathcal{L}_{\gamma}^{(*)}=\mathcal{L}_{\gamma}$.

Concerning Proposition 5.13 we notice that, for example, the hazard rate and the likelihood ratio orderings, $\preceq_{h r}$ and $\preceq_{l r}$, both satisfy the conditions (a) and (b).

In applied problems it can be relevant to remark that imposing stochastic orderings stronger than $\preceq_{s t}$ does not necessarily increase the level of stochastic precedence.

For the sake of notational simplicity we come back to considering the usual stochastic ordering $\preceq_{s t}$ and the class $\mathcal{L}_{\gamma}$.

A basic property of the classes $\mathcal{L}_{\gamma}$ and $\mathcal{B}_{\gamma}$ is given by the following result.

Proposition 5.14. For $\gamma \in[0,1]$, the classes $\mathcal{L}_{\gamma}, \mathcal{L}_{\gamma}^{c}=\mathcal{C} \backslash \mathcal{L}_{\gamma}$, and $\mathcal{B}_{\gamma}$ are convex.

Proof. We consider two bivariate copulas $C_{1}, C_{2} \in \mathcal{L}_{\gamma}$ and a convex combination of them, i.e. take $\alpha \in(0,1)$ and $C:=\alpha C_{1}+(1-\alpha) C_{2}$. We show that $C \in \mathcal{L}_{\gamma}$, indeed

$$
\begin{aligned}
\eta(C)=\int_{A} d C(u, v) & =\alpha \int_{A} d C_{1}(u, v)+(1-\alpha) \int_{A} d C_{2}(u, v) \\
& =\alpha \eta\left(C_{1}\right)+(1-\alpha) \eta\left(C_{2}\right) .
\end{aligned}
$$

Since $\eta\left(C_{1}\right), \eta\left(C_{2}\right)$ are larger or equal than $\gamma$ then $\eta(C) \geq \gamma$, whence $\mathcal{L}_{\gamma}$ is convex. Now one can use the same argument in order to show that $\mathcal{L}_{\gamma}^{c}$ and $\mathcal{B}_{\gamma}$ are convex as well.

An immediate application of Proposition 5.14 concerns the case when, given a random parameter $\Theta$, all the connecting copulas of the conditional distributions of $(T, X)$, belong to a same class $\mathcal{L}_{\gamma}$. Proposition 5.14 in fact, guarantees that the copula of ( $T, X$ ) belongs to $\mathcal{L}_{\gamma}$ as well.

Some aspects of the definitions and results given so far will be demonstrated here by presenting a few examples. We notice that, as shown by Proposition 5.10, the condition $\preceq_{s t}$ does not imply $\preceq_{s p}^{(\gamma)}$, with $\gamma \in(0,1)$. For the special case $\gamma=1 / 2$ we now present an example of applied interest.

## EXAMPLE 5.15.

Let $X, Y$ be two non-negative random variables, where $Y$ has an exponentially density $f_{Y}(y)$ with failure rate $\lambda$ and where stochastic dependence between $X$ and $Y$ is described by a "load-sharing" dynamic model as follows: conditionally on $(Y=y)$, the failure rate of $X$ amounts to $\alpha=1$ for $t<y$ and to $\beta$ for $t>y$. We assume $1<\lambda<\beta<1+\lambda$. This position gives rise to a jointly absolutely continuous distribution for which we can consider

$$
\mathbb{P}(X>x \mid Y=y):=\int_{x}^{+\infty} f_{X, Y}(t, y) d t
$$

$f_{X, Y}$ denoting the joint density of $X, Y$. As to the survival function of $X$, for any fixed value $x>0$, we can argue as follows.

$$
\bar{F}_{X}(x):=\mathbb{P}(X>x)=\int_{0}^{+\infty} \mathbb{P}(X>x \mid Y=y) f_{Y}(y) d y
$$

The integral over $\mathbb{R}_{+}$can be split in two parts, as follows. Over the interval $[0, x]$, we have

$$
\begin{aligned}
& \int_{0}^{x} \mathbb{P}(X>x \mid Y=y) f_{Y}(y) d y= \\
& \int_{0}^{x} \mathbb{P}(X>y \mid Y=y) \mathbb{P}(X>x \mid Y=y, X>y) f_{Y}(y) d y= \\
& \int_{0}^{x} e^{-y} e^{-b(x-y)} f_{Y}(y) d y
\end{aligned}
$$

while, over $[x,+\infty]$,

$$
\int_{x}^{+\infty} \mathbb{P}(X>x \mid Y=y) f_{Y}(y) d y=\int_{x}^{+\infty} e^{-x} f_{Y}(y) d y
$$

Then we have, for all $x>0$,

$$
\begin{aligned}
\bar{F}_{X}(x) & =e^{-b x} \frac{\lambda}{1+\lambda-b}\left[1-e^{-(1+\lambda-b) x}\right]+e^{-(1+\lambda) x} \\
& =\left(1-\frac{\lambda}{1+\lambda-\beta}\right) e^{-(1+\lambda) x}+\frac{\lambda}{1+\lambda-\beta} e^{-\beta x} \leq e^{-\lambda x}
\end{aligned}
$$

We can then conclude that $X \preceq_{s t} Y$. On the other hand the same position gives also rise to $\mathbb{P}(X \leq Y)=1 /(1+\lambda)<1 / 2$.

The next example shows that for three random variables $T, X^{\prime}, X^{\prime \prime}$, the implication $T \preceq_{s t} X^{\prime} \preceq_{s t} X^{\prime \prime} \Rightarrow \mathbb{P}\left(T \leq X^{\prime \prime}\right) \leq \mathbb{P}\left(T \leq X^{\prime}\right)$ can fail when the connecting copulas of $\left(T, X^{\prime}\right)$ and $\left(T, X^{\prime \prime}\right)$ are different.

EXAMPLE 5.16.
Let $Y_{1}, \ldots, Y_{5}$ be i.i.d. random variables, with a continuous distribution and defined on a same probability space, and set

$$
T=\min \left\{Y_{1}, Y_{2}\right\}, X^{\prime}=\max \left\{Y_{1}, Y_{2}\right\}, X^{\prime \prime}=\max \left(Y_{3}, Y_{4}, Y_{5}\right)
$$

Thus $X^{\prime} \preceq_{s t} X^{\prime \prime}$, but $\mathbb{P}\left(T \leq X^{\prime}\right)=1$ and $\mathbb{P}\left(T \leq X^{\prime \prime}\right)<1$.

REMARK 5.17. For some special types of copula $C$, the computation of $\eta\left(C, G_{1}, G_{2}\right)$ can be carried out directly, in terms of probabilistic arguments, provided the distributions $G_{1}, G_{2}$ belong to some appropriate class. This circumstance in particular manifests for the models considered in the subsequent examples. Let $C$ be a copula satisfying such conditions. Then Proposition 5.4 can be used to obtain inequalities for $\eta\left(C, H_{1}, H_{2}\right)$ even if $H_{1}, H_{2}$ do not belong to $\mathcal{G}$ provided, e.g., that $H_{1} \preceq_{s t} G_{1}, G_{2} \preceq_{s t} H_{2}$ and $G_{1}, G_{2} \in \mathcal{G}$.

The next example will be devoted to bivariate gaussian models, i.e. to a relevant case of symmetric copulas.

Example 5.18. Gaussian Copulas.

The family of bivariate gaussian copulas (see e.g. [107]) is parameterized by the correlation coefficient $\rho \in(-1,1)$. The corresponding copula $C^{(\rho)}$ is absolutely continuous and symmetric, and $\eta\left(C^{(\rho)}\right)=1 / 2$ and, thus, it does not depend on $\rho$. For fixed pairs of distributions $G_{1}, G_{2}$, on the contrary, the quantity $\eta\left(C^{(\rho)}, G_{1}, G_{2}\right)$ does actually depend on $\rho$, besides on $G_{1}$ and $G_{2}$. This class provides the most direct instance of the situation outlined in the above Remark 5.17. The value for $\eta\left(C^{(\rho)}, G_{1}, G_{2}\right)$ is in fact immediately obtained when $G_{1}, G_{2}$ are gaussian. Let $X_{1}, X_{2}$ denote gaussian random variables with connecting copula $C^{(\rho)}$ and parameters $\mu_{1}, \mu_{2}, \sigma_{1}^{2}, \sigma_{2}^{2}$. Since the random variable $Z=X_{1}-X_{2}$ is distributed according to $\mathcal{N}\left(\mu_{1}-\mu_{2}, \sigma_{1}^{2}+\sigma_{2}^{2}-2 \rho \sigma_{1} \sigma_{2}\right)$ we can write

$$
\begin{equation*}
\eta\left(C^{(\rho)}, G_{1}, G_{2}\right)=\mathbb{P}(Z \leq 0)=\Phi\left(\frac{\mu_{2}-\mu_{1}}{\sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}-2 \rho \sigma_{1} \sigma_{2}}}\right) \tag{5.28}
\end{equation*}
$$

We recall that, when $X_{i} \sim \mathcal{N}\left(\mu_{i}, \sigma_{i}^{2}\right)$ for $i=1,2$, the necessary and sufficient condition for $X_{1} \preceq_{s t} X_{2}$ is $\mu_{1} \leq \mu_{2}$ and $\sigma_{1}=\sigma_{2}$ (see e.g. [6]). In other words, for $G_{1}, G_{2}$ gaussian, $G_{1} \preceq_{s t} G_{2}$ means $X_{1} \preceq_{s p} X_{2}$ and $\sigma_{1}=\sigma_{2}$. By using the formula in (5.28), with $\sigma_{1}=\sigma_{2}=\sigma$, we have

$$
\begin{equation*}
\eta\left(C^{(\rho)}, G_{1}, G_{2}\right)=\Phi\left(\frac{\mu_{2}-\mu_{1}}{\sigma \sqrt{2(1-\rho)}}\right) \tag{5.29}
\end{equation*}
$$

Thus $G_{1} \preceq_{s t} G_{2} \Rightarrow \eta\left(C^{(\rho)}, G_{1}, G_{2}\right) \geq 1 / 2$, as shown by Proposition 5.6 and Theorem 5.8. We notice that $\eta\left(C^{(\rho)}, G_{1}, G_{2}\right)$ is an increasing function of $\rho$.

Proposition 5.4 can be extended to obtain, say, that

$$
\eta\left(C^{(\rho)}, G_{1}, G_{2}\right) \leq \eta\left(C^{(\rho)}, H_{1}, H_{2}\right)
$$

when $H_{1} \preceq_{s t} G_{1}$ and $G_{2} \preceq_{s t} H_{2}$, for $G_{1}, G_{2} \in \mathcal{G}$ and $H_{1}, H_{2} \notin \mathcal{G}$. We then can give inequalities for $\eta\left(C^{(\rho)}, H_{1}, H_{2}\right)$ in terms of (5.28), provided $H_{1}, H_{2}$ are suitably comparable in the $\preceq_{s t}$ sense with gaussian distributions.

In the cases when $\xi(C)>0$, we should obviously distinguish between computations of $\mathbb{P}\left(X_{1} \leq X_{2}\right)$ and $\mathbb{P}\left(X_{1}<X_{2}\right)$, where $C$ is the connecting copula of $X_{1}, X_{2}$. A remarkable case when this circumstance happens is considered in the following example.

## Example 5.19. Marshall-Olkin Models

We consider the Marshall-Olkin copulas (see e.g [76, 103, 107]), namely those whose expression is the following:

$$
\widehat{C}^{\left(\alpha_{1}, \alpha_{2}\right)}(u, v):=u v \min \left\{u^{-\alpha_{1}}, v^{-\alpha_{2}}\right\}
$$

for $0<\alpha_{i}<1, i=1,2$. We notice that the Marshall-Olkin copula has a singular part that is concentrated on the curve $u^{\alpha_{1}}=v^{\alpha_{2}}$ (see also Figure
5.3). Actually the measure of such a singular component is given by

$$
\frac{\alpha_{1} \alpha_{2}}{\alpha_{1}+\alpha_{2}-\alpha_{1} \alpha_{2}} .
$$




Figure 5.3. Marshall-Olkin Copula (left) and graph of $u^{\alpha_{1}}=$ $v^{\alpha_{2}}$ (right). Special case $\alpha_{1}=0.4, \alpha_{2}=0.2$.

As for the computation of $\eta\left(\widehat{C}^{\left(\alpha_{1}, \alpha_{2}\right)}\right)$ we use the expression in (5.10). By separately considering the curve $u^{\alpha_{1}}=v^{\alpha_{2}}$ and the domains where $\widehat{C}^{\left(\alpha_{1}, \alpha_{2}\right)}$ is absolutely continuous, we obtain

$$
\eta\left(\widehat{C}^{\left(\alpha_{1}, \alpha_{2}\right)}\right)=\frac{1}{2-\alpha_{1} \wedge \alpha_{2}}\left(1-\frac{\left(\alpha_{1}-\alpha_{1} \wedge \alpha_{2}\right)\left(\alpha_{1} \wedge \alpha_{2}\right)}{\alpha_{1}-\alpha_{2}}\right) .
$$

Consider the copula

$$
C^{\left(\alpha_{1}, \alpha_{2}\right)}(u, v):=\widehat{C}^{\left(\alpha_{1}, \alpha_{2}\right)}(1-u, 1-v)+u+v-1 .
$$

We will see now that the value of $\eta\left(C^{\left(\alpha_{1}, \alpha_{2}\right)}, G_{1}, G_{2}\right)$ directly follows from probabilistic arguments, provided $G_{1}, G_{2}$ are exponential distributions with appropriate parameters. Let in fact $V, W$ and $Z$ be three random variables independent and exponentially distributed with parameters $\mu_{1}=1 / \alpha_{1}-1$, $\mu_{2}=1 / \alpha_{2}-1$ and $\mu=1$, respectively. The new random variables

$$
X_{1}:=V \wedge Z, \quad X_{2}:=W \wedge Z
$$

have survival copula $\widehat{C}^{\left(\alpha_{1}, \alpha_{2}\right)}$, connecting copula $C^{\left(\alpha_{1}, \alpha_{2}\right)}$, and exponential distributions $G_{1}^{\left(\alpha_{1}\right)}$ and $G_{2}^{\left(\alpha_{2}\right)}$, with parameters $1 / \alpha_{1}$ and $1 / \alpha_{2}$ respectively. We now proceed with the computation of

$$
\eta\left(C^{\left(\alpha_{1}, \alpha_{2}\right)}, G_{1}^{\left(\alpha_{1}\right)}, G_{2}^{\left(\alpha_{2}\right)}\right)=\mathbb{P}\left(X_{1} \leq X_{2}\right)
$$

We can write

$$
\begin{aligned}
\xi\left(C^{\left(\alpha_{1}, \alpha_{2}\right)}, G_{1}^{\left(\alpha_{1}\right)}, G_{2}^{\left(\alpha_{2}\right)}\right) & =\mathbb{P}\left(X_{1}=X_{2}\right)=\mathbb{P}(Z \leq V \wedge W) \\
& =\frac{1}{\mu_{1}+\mu_{2}+1}=\frac{\alpha_{1} \alpha_{2}}{\alpha_{1}+\alpha_{2}-\alpha_{1} \alpha_{2}}
\end{aligned}
$$

furthermore

$$
\mathbb{P}\left(X_{1}<X_{2}\right)=\mathbb{P}(V<W \wedge Z)=\frac{\left(1-\alpha_{1}\right) \alpha_{2}}{\alpha_{1}+\alpha_{2}-\alpha_{1} \alpha_{2}},
$$

and finally we obtain

$$
\mathbb{P}\left(X_{1} \leq X_{2}\right)=\frac{\alpha_{2}}{\alpha_{1}+\alpha_{2}-\alpha_{1} \alpha_{2}}
$$

Then

$$
\eta\left(C^{\left(\alpha_{1}, \alpha_{2}\right)}, G_{1}^{\left(\alpha_{1}\right)}, G_{2}^{\left(\alpha_{2}\right)}\right)=\frac{\alpha_{2}}{\alpha_{1}+\alpha_{2}-\alpha_{1} \alpha_{2}} .
$$

Finally, the evaluation of $\nu(C)$ is straightforward and we obtain

$$
\nu\left(C^{\left(\alpha_{1}, \alpha_{2}\right)}\right)=\frac{\alpha_{1} \wedge \alpha_{2}}{2-\alpha_{1} \wedge \alpha_{2}} .
$$

We notice that, also in the present Marshall-Olkin case, the index $\nu$ defined in (5.23) perfectly fits with the definition of measure of non-exchangeability given in [49]. In fact one has that $\nu(C)=0$ only in the case $\alpha_{1}=\alpha_{2}=0$, that corresponds to $C(u, v)=u v$, the independence copula.

We now conclude this Section with an example showing an extreme case in the direction of Remark 5.17.

## Example 5.20. Copulas of order statistics

Let $A, B$ be two i.i.d. random variables with d.f. $G \in \mathcal{G}$ and denote by $X_{1}, X_{2}$ their order statistics, namely $X_{1}=\min \{A, B\}, X_{2}=\max \{A, B\}$. The distributions of $X_{1}, X_{2}$ depend on $G$ and are respectively given by

$$
\begin{aligned}
& F_{1}^{(G)}\left(x_{1}\right)=\mathbb{P}\left(\min \left\{X_{1}, X_{2}\right\} \leq x_{1}\right)=2 G\left(x_{1}\right)-G\left(x_{1}\right)^{2}, \\
& F_{2}^{(G)}\left(x_{2}\right)=\mathbb{P}\left(\max \left\{X_{1}, X_{2}\right\} \leq x_{2}\right)=G\left(x_{2}\right)^{2}
\end{aligned}
$$

Let $Z:=\left\{(u, v) \in I^{2}: v \geq\left(1-(1-u)^{1 / 2}\right)^{2}\right\}$. The connecting copula of ( $X_{1}, X_{2}$ ), represented in Figure 5.4, is given by

$$
K(u, v)=\left\{\begin{array}{lc}
2\left(1-(1-u)^{1 / 2}\right) v^{1 / 2}-\left(1-(1-u)^{1 / 2}\right)^{2} & \text { if }(u, v) \in Z \\
v & \text { otherwise }
\end{array}\right.
$$

We have, by definition,

$$
\eta\left(K, F_{1}^{(G)}, F_{2}^{(G)}\right)=1,
$$

and it does not depend on $G$. We notice, on the other hand, that the computation of $\eta(K)=\eta(K, G, G)$, with $G \in \mathcal{G}$, is to be carried out explicitly, since the pair $(G, G)$ can never appear as the pair of marginal distributions of order statistics. By recalling (5.6) one obtains

$$
\begin{aligned}
& \eta(K)=\int_{[0,1]^{2}} \frac{\mathbb{1}_{A}(u, v)}{2 \sqrt{v} \sqrt{1-u}} d v d u=2-\frac{\pi}{2}<\frac{1}{2}, \\
& \nu(K)=|2 \eta(K)-1|=\pi-3 .
\end{aligned}
$$

We can extend this example to the case when the connecting copula of $A, B$ is a copula $D$ different from the product copula $\Pi$, but still $A$ and $B$ are identically distributed according to a distribution function $G$. In this case the connecting copula $K$ of $X_{1}, X_{2}$ depends on $D$, but again it does not depend on $G$ (see [106] page 478).


Figure 5.4. Ordered Statistic Copula K

## 5. The classes $\mathcal{L}_{\gamma}$ in the Target-Based Approach

In this Section we trace connections between our results about stochastic precedence, introduced in the previous sections, and the Target-Based Approach to decision problems under risk.

So far we introduced the Target-Based Model of utility and studied many of its properties, especially in the multi-attribute case and in the case of independence between targets and prospects. Here we concentrate attention on the single-attribute case, where $(T, X)$ is a pair of real-valued random variables. Furthermore, we are interested in the case where there is dependence between $T$ and $X$.

It is clear that the objects of central interest in the TBA are, for a fixed target $T$, the probabilities $\mathbb{P}(T \leq X)$ and the analysis developed in the previous sections can reveal of interest. Here we assume the existence of regular conditional distributions and, in particular, for any prospect $X$ we assume that we can determine the function $v_{T}^{(X)}(x):=\mathbb{P}(T \leq x \mid X=x)$. Hence we can write

$$
\mathbb{P}(T \leq X)=\int_{\mathbb{R}} v_{T}^{(X)}(x) d F_{X}(x)
$$

Before continuing it is useful to remind the special case when $X$ and $T$ are stochastically independent. In this case we can write

$$
\mathbb{P}(T \leq X)=\int_{\mathbb{R}} v_{T}^{(X)}(x) d F_{X}(x)=\int_{\mathbb{R}} F_{T}(x) d F_{X}(x) .
$$

In such a case, as we already remarked in Chapter $4, \mathbb{P}(T \leq X)$ can be seen as the expected value of a utility: by considering $U=F_{T}$ as the utility function, we have (see formula (4.2))

$$
\mathbb{E}(U(X))=\int_{\mathbb{R}} U(x) d F_{X}(x)=\int_{\mathbb{R}} F_{T}(x) d F_{X}(x)=\mathbb{P}(T \leq X) .
$$

Under the condition of independence, any bounded and right-continuous utility function can thus be seen as the distribution function of a target $T$, and vice-versa. Such an hypothesis represented a balance point in the study of Target-Based model illustrated in Chapter 4. In this sense, our model can be seen as an extension of classical models for utility, although it adapts
to the expected utility principle. TBA however becomes, in a sense, more general than the expected utility approach by allowing for stochastic dependence between targets and prospects. In fact the TBA considers more general decision rules, if we admit the possibility of some correlation between $X$ and $T$. In this case, $v_{T}^{(X)}(x)$ does not coincide anymore with the distribution function $F_{T}(x)$ of the target. We refer to $[\mathbf{1 9 , 2 8 ]}$ for further discussion in this sense.

We now briefly summarize the arguments of previous sections in the perspective of a decision problem where, for a fixed target $T$, we aim to rank two different prospects $X_{1}, X_{2}$, with marginal distributions $G_{X_{1}}, G_{X_{2}}$, and with connecting copulas $C_{1}, C_{2}$, corresponding to the pairs $\left(T, X_{1}\right)$ and ( $T, X_{2}$ ), respectively.

In the case of independence, a prospect $X_{2}$ should be obviously preferred to a prospect $X_{1}$ if $X_{1} \preceq_{s t} X_{2}$. In the case of dependence, on the contrary, this comparison is not sufficient anymore. In fact the choice of a prospect $X$ should be based not only on the corresponding distribution $F_{X}$, but also on the connecting copula of the pair $(T, X)$.

For fixed $C$, the quantity $\eta\left(C, G_{T}, G_{X}\right)=\mathbb{P}(T \leq X)$ is equal to the quantity $\eta(C)$ for all pairs such that $G_{T}=G_{X}=G$, with $G$ belonging to the class $\mathcal{G}$ (See Proposition 5.5) while, for $G_{T} \neq G_{X}$, the implication $T \preceq_{s t} X \Rightarrow \mathbb{P}(T \leq X) \geq \gamma$ does not necessarily hold (see Proposition 5.10 and Example 5.15).

For two different prospects $X_{1}, X_{2}$, Proposition 5.4 guarantees that, when $C_{1}=C_{2}=C$, the condition $G_{T} \preceq_{s t} G_{X_{1}} \preceq_{s t} G_{X_{2}}$ implies

$$
\eta\left(C, G_{T}, G_{X_{1}}\right)=\mathbb{P}\left(T \leq X_{1}\right) \leq \eta\left(C, G_{T}, G_{X_{2}}\right)=\mathbb{P}\left(T \leq X_{2}\right)
$$

As shown by Example 5.16, when $C_{1} \neq C_{2}$, we can have both the conditions $\eta\left(C_{1}, G_{T}, G_{X_{1}}\right)>\eta\left(C_{2}, G_{T}, G_{X_{2}}\right)$ and $G_{T} \preceq_{s t} G_{X_{1}} \preceq_{s t} G_{X_{2}}$ $\left(G_{X_{1}} \neq G_{X_{2}}\right)$.

Concerning the quantities $\eta\left(C_{1}, G_{T}, G_{X_{1}}\right)$ and $\eta\left(C_{2}, G_{T}, G_{X_{2}}\right)$, Theorems 5.7 and 5.8 show that, for $G_{T} \preceq_{s t} G_{X_{i}}(i=1,2)$,

$$
\mathbb{P}\left(T \leq X_{i}\right)=\eta\left(C_{i}, G_{T}, G_{X_{i}}\right) \geq \eta\left(C_{i}\right)
$$

Finally, let us consider the case when the only available information about $C_{1}$ and $C_{2}$ is that $\eta\left(C_{i}\right) \geq \gamma_{i}$ (i.e. that $C_{i}$ belongs to the class $\mathcal{L}_{\gamma_{i}}$ ). Then a rough and conservative choice between $X_{1}$ and $X_{2}$ suggests to select $X_{i}$ with the larger value of $\gamma_{i}$, provided $G_{X_{1}} \preceq_{s t} G_{X_{2}}$ or that $X_{1}, X_{2}$ are nearly identically distributed.

All these apparently paradoxical results suggest that the criteria for selection of random variables based only on stochastic orderings are not suitable enough for decision-making problems, such as those described by the TBA, when dependance among variables is present. We have shown, in fact, that the usual stochastic orderings can give results in disagreement with the
expected utility concepts expressed by TBA. Furthermore we explicitly provided examples in which the choice of a prospect which is "better" in the stochastic sense may give worse results in the utility context.

In order to describe his preferences to the best, a DM adopting the Target-Based model will then also need to take into account properties of dependence of the random variables involved in his choices, trough the study of their connecting copulas. To this purpose a deeper analysis of the copulas of the classes $\mathcal{L}_{\gamma}$ is to be performed, especially for what concerns the properties of dependence and asymmetry.

## Conclusions and Future Work

In this work we showed the importance of the target-based model in decision making and utility theory. We presented an extension of multiattribute target-based model, representing preferences according to the vonNeumann Morgenstern utility theory, although built by means of non-additive measures. This model provides, in fact, an analysis of the joint behavior of targets and prospects, describing them in terms of their joint probability distributions, by means of properties of copulas, and by (non-additive) importance weights defined in terms of capacities. On this basis, we have pointed out that the theory of multi-attribute target-based utilities can hinge on a formal apparatus, provided by the field of fuzzy measures, extensions of fuzzy measures, and fuzzy, or universal, integrals.

Further improvements can be made to this model, from one side, by deeply investigating the role of capacities in establishing the importance of groups of prospects. On the other side, properties of risk aversion in high dimensions have to be mastered, through the analysis of the connecting copulas of targets and prospects. An overall interaction between copulas and capacities is to be studied in depth, by taking into account the features that these objects jointly assume in our model.

A further direction along which our model is to be extended is the one that takes into account the property of ambiguity. By allowing the existence of such a condition, it can be made a further generalization of the TB model, that considers not only attitudes towards risk of DMs but also attitudes towards uncertainty and lack of information.

In this work we also presented an extension of the concept of stochastic precedence and provided comparison with the usual concepts of stochastic orders, in terms of properties of copulas. We provided some examples in this direction and found link to the target-based model of utility.

Extensions of this topic can be made through a more accurate analysis of properties of copulas, especially regarding dependence and asymmetry. Connections with the existing concept of measures of concordance and measures of asymmetry can be improved for this purpose.

Finally, all the results presented in this manuscript can be combined together to give a more general formulation of TB model, with multi-dimensional targets and prospects that admit dependence among them. The study of this more complete model could allow to analyze more deep aspects of economic properties, like the ones regarding multi-dimensional risk and
attitude toward risk of DMs, as much as mathematical properties regarding, for example, further extension of fuzzy measures and integrals.

## APPENDIX A

## A brief introduction to Reliability of Systems

Reliability is defined as the probability that a device will perform its intended function during a specified period of time under stated conditions. In this brief note we will consider reliability of a system for a fixed moment of time, so that the state of the system is assumed to depend only on the state of its components. We will distinguish between only two states: a functioning state and a failed one. Let us refer to a variable $\phi$ to indicate the state of the whole system, made up of $n$ components, $\{1, \ldots, n\}$. To indicate the state of a single component, say the $i-$ th component, we use a binary indicator variable $x_{i}$ that may assume two values: $x_{i}=1$ if component $i$ is functioning, $x_{i}=0$ if component $i$ is failed. The value of $\phi$, in turn, can be 0 or 1 if the system is failed or working. The function $\phi(\mathbf{x})$ is called the structure function of the system, where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ is the vector of its components.

The most common examples of systems built in this way are the ones of series system and parallel system. The series system has structure function given by

$$
\phi(\mathbf{x})=\prod_{i=1}^{n} x_{i}=\min \left(x_{1}, \ldots, x_{n}\right)
$$

and represents a system that can only work if all components are working. Parallel system represents the very opposite case, in which the system works if at least one of its component is functioning. Its structure function is given by

$$
\phi(\mathbf{x})=\coprod_{i=1}^{n} x_{i}=1-\prod_{i=1}^{n}\left(1-x_{i}\right)=\max \left(x_{1}, \ldots, x_{n}\right)
$$

These two are examples of symmetric systems, in which the state of the system only depends on the number of working components, regardless of what they are. They are particular cases of the $k$-out-of- $n$ system presented in (4.32), in which the system works if at least $k$ components out of $n$ work. Notice that the systems introduced above are expressed by means of lattice polynomial functions, roughly speaking by functions only made by simple logical operators like min and max (for a better explanation and some properties about lattice polynomial functions see, for example, [47]).

We now list some definitions that will be useful later on.
Definition A.1. Given a structure $\phi$, its dual $\phi^{*}$ is given by

$$
\phi^{*}(\mathbf{x})=1-\phi(\mathbf{1}-\mathbf{x})
$$

where $\mathbf{1}-\mathbf{x}:=\left(1-x_{1}, \ldots, 1-x_{n}\right)$.
It is easy to check that the dual of a series system is a parallel one and vice-versa, while the dual of a $k$-out-of- $n$ structure is a $(n-k+1)$-out-of- $n$ structure.

DEFInItion A.2. The $i-$ th component is irrelevant to the structure $\phi$ if $\phi$ is constant in $x_{i}$, i.e. if $\phi\left(1_{i}, \mathbf{x}\right)=\phi\left(0_{i}, \mathbf{x}\right)$ for all $\phi\left(\cdot{ }_{i}, \mathbf{x}\right)$. Namely

$$
\phi\left(\cdot{ }_{i}, \mathbf{x}\right)=\left(x_{1}, \ldots, x_{i-1}, \cdot{ }_{i}, x_{i+1}, \ldots, x_{n}\right) .
$$

Otherwise $i$ will be called relevant.
Definition A.3. A system of components is coherent if its structure function $\phi$ is increasing and each component is relevant. If $\phi$ is only nondecreasing the system will be called semi-coherent.

The property of monotonicity is important for physical systems, for which there is no opportunity that while improving the performance of a component, the system may tend to deteriorate. Coherent systems also enjoy the following boundary property:

$$
\prod_{i=1}^{n} x_{i} \leq \phi(\mathbf{x}) \leq \coprod_{i=1}^{n} x_{i}
$$

Alternative ways to represent a coherent structure can be given by means of its working/failing states, as follows. Let x indicate the states of the sets of components $C N=\{1, \ldots, n\}$. Then we define $C N_{0}(\mathbf{x})=\left\{i \mid x_{i}=0\right\}$ and $C N_{1}(\mathbf{x})=\left\{i \mid x_{i}=1\right\}$. Assume that the structure $(C N, \phi)$ is coherent.

Definition A.4. A path vector is a vector x such that $\phi(\mathbf{x})=1$ and $C N_{1}(\mathrm{x})$ is the corresponding path set. A minimal path vector is a vector $\mathbf{x}$ such that $\phi(\mathbf{x})=1$ and, for any $\mathbf{y}<\mathbf{x}, \phi(\mathbf{y})=0$. The corresponding minimal path set is $C N_{1}(\mathbf{x})$.
$A$ cut vector is a vector x such that $\phi(\mathrm{x})=0$ and $C N_{0}(\mathrm{x})$ is the corresponding cut set. A minimal cut vector is a vector x such that $\phi(\mathbf{x})=0$ and, for any $\mathbf{y}>\mathbf{x}, \phi(\mathbf{y})=1$. The corresponding minimal cut set is $C N_{0}(\mathbf{x})$.

If we denote by $P_{j}$ the $j$-th minimal path set of $\phi$, we may define

$$
\rho_{j}(\mathbf{x})=\prod_{x_{i} \in P_{j}} x_{i}
$$

as the $j-$ th minimal path series structure, which takes values 1 if all components in the minimal path set function, 0 otherwise $(j=1, \ldots, p$, where $p$ is the number of minimal path sets of $\phi$ ). Then we can write the representation of $\phi$ through its path sets as

$$
\phi(\mathbf{x})=\coprod_{j=1}^{p} \rho_{j}(\mathbf{x})=\coprod_{j=1}^{p} \prod_{x_{i} \in P_{j}} x_{i} .
$$

A similar result can be obtained in view of the cut sets of $\phi$,

$$
\phi(\mathbf{x})=\prod_{j=1}^{k} \kappa_{j}(\mathbf{x})=\prod_{j=1}^{k} \prod_{x_{i} \in K_{j}} x_{i}
$$

where $K_{j}$ is the $j$-th minimal cut set of $\phi, j=1, \ldots, k$, and $\kappa_{j}$ is the $j$-th minimal parallel cut structure.

We are now ready to introduce the concept of reliability of a system.
Definition A.5. Assume that the states of the components of a system $\phi$ are random variables $X_{1}, \ldots, X_{n}$, with

$$
\mathbb{P}\left(X_{i}=1\right)=p_{i}=\mathbb{E}\left[X_{i}\right],
$$

for $i=1, \ldots, n$. We refer to $p_{i}$ as the reliability of $i$. The reliability of the system is similarly defined by

$$
\mathbb{P}(\phi(\mathbf{X})=1)=h=\mathbb{E}[\phi(\mathbf{X})] .
$$

The reliability of the examples mentioned above can be easily evaluated. Series systems, as well as parallel and $k$-out-of- $n$ systems, are symmetric, so every component has the same reliability, say $p$. We have
(1) $\phi(\mathbf{X})=p^{n}$ for series system;
(2) $\phi(\mathbf{X})=1-(1-p)^{n}$ for parallel systems;
(3) $\phi(\mathbf{X})=\sum_{i=k}^{n}\binom{n}{i} p^{i}(1-p)^{n-i}$ for $k$-out-of- $n$ systems.

We give a final remark about lower and upper bounds for reliability. Let $E_{r}$ be the event that all the components in minimal path set $P_{r}$ work. Then

$$
\mathbb{P}\left(E_{r}\right)=\prod_{i \in P_{r}} p_{i} .
$$

System success corresponds to the event $E=\cup_{r=1}^{p} E_{r}$, if the system has $p$ minimal path sets. Then

$$
h=\mathbb{P}\left(\bigcup_{r=1}^{p} E_{r}\right) .
$$

Let

$$
S_{k}=\sum_{1 \leq i_{1}<\ldots<i_{k} \leq p} \mathbb{P}\left(E_{i_{1}} \cap \ldots \cap E_{i_{k}}\right),
$$

then, by means of the inclusion-exclusion principle, we have

$$
h=\sum_{k=1}^{p}(-1)^{k-1} S_{k},
$$

and

$$
h \leq S_{1}, h \geq S_{1}-S_{2}, h \leq S_{1}-S_{2}+S_{3},
$$

and so on. This method provides, hence, successive upper and lower bounds on system reliability, which converge to the exact system reliability.

For further properties of systems and a deeper study of their reliability we refer to [10].

## APPENDIX B

## Some notions of Stochastic Orderings

Here we briefly introduce the main stochastic orders with a few properties useful in this paper.

Definition B.1. Let $X$ and $Y$ be two random variables such that

$$
\mathbb{P}(X>z) \leq \mathbb{P}(Y>z)
$$

for all $z \in \mathbb{R}$. Then $X$ is said to be smaller than $Y$ in the usual stochastic order, and it will be written $X \preceq_{s t} Y$.

Roughly speaking, $X$ is less likely than $Y$ to take large values, when "large" means for values bigger than any fixed $z \in \mathbb{R}$. Characterization of stochastic ordering can be given, as the following two results state.

Theorem B.2. Two random variables $X$ and $Y$ satisfy $X \preceq_{s t} Y$ if, and only if, there exist two random variables $\hat{X}$ and $\hat{Y}$, defined on a same probability space, such that

$$
\hat{X}={ }_{s t} X, \hat{Y}={ }_{s t} Y \text {, and } \mathbb{P}(\hat{X} \leq \hat{Y})=1
$$

Another way to read the previous Theorem is the following
Theorem B.3. Two random variables $X$ and $Y$ satisfy $X \preceq_{s t} Y$ if, and only if, there exist a random variable $Z$ and two functions $\psi_{1}$ and $\psi_{2}$ such that $\psi_{1}(z) \leq \psi_{2}(z)$ for all $z$ and $X={ }_{\text {st }} \psi_{1}(Z)$ and $Y={ }_{s t} \psi_{2}(Z)$.

For proofs of these Theorems and some properties of stochastic order we refer to [127]. Consider now the following

DEFINITION B.4. If $X$ is a non-negative variable with an absolutely continuous distribution function $F$, then the hazard rate of $X$ at $t \geq 0$ is defined as

$$
r(t)=\frac{d}{d t}(-\log (\bar{F}(t)))=\frac{f(t)}{\bar{F}(t)},
$$

where $\bar{F}(t)=1-F(t)$ is the survival function and $f(t)=\partial_{t} F(t)$ is the corresponding density function.

The hazard rate is a very important instrument in reliability theory, since many properties of systems follow from its definition (we refer to $[\mathbf{1 0}]$ for further information). Moreover, a new type of ordering can be built upon it.

Definition B.5. Let $X$ and $Y$ be two non-negative random variables with hazard rates, respectively, $r(t)$ and $q(t), t \geq 0$. Then $X$ is smaller than
$Y$ in the hazard rate order (denoted by $X \preceq_{h r} Y$ ) if, and only if, $r(t) \geq q(t)$ for all $t \geq 0$.

An equivalent condition is the following: if $F$ and $G$ are the distribution functions of $X$ and $Y$ respectively, then $X \preceq_{h r} Y$ if, and only if, $\bar{F}(t) / \bar{G}(t)$ is a decreasing function of $t$. The link between hazard rate and stochastic order is determined by the following

Theorem B.6. If $X$ and $Y$ are two random variables such that $X \preceq_{h r}$ $Y$, then $X \preceq_{s t} Y$.

Consider now the property of monotone likelihood ratio, a property regarding the ratio of two probability density functions. As usual for monotonic relationships, the likelihood ratio's monotonicity comes in handy in statistics, particularly when using maximum-likelihood estimation. In our context, it gives rise to a corresponding ordering, that can be stated as follows.

Definition B.7. Two random variables $X$ and $Y$, with density functions $f$ and $g$ respectively, have decreasing likelihood ratio if $f(t) / g(t)$ decreases over the union of the supports of $X$ and $Y$. In this case we say that $X$ is smaller than $Y$ in the likelihood ratio order, written $X \preceq_{l r} Y$.

The connection between likelihood ratio and the other two orderings is given by the following result.

Theorem B.8. If $X$ and $Y$ are two random variables such that $X \preceq_{l r}$ $Y$, then $X \preceq_{h r} Y$.

It is then clear that this ordering is stronger than the other two orderings presented here, in fact we have

$$
X \preceq_{l r} Y \Rightarrow X \preceq_{h r} Y \Rightarrow X \preceq_{s t} Y .
$$

Many other orderings are present in literature, for knowledge we refer again to [10].
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