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#### Abstract

A new efficient design of second-order spectralnull (2-OSN) codes is presented. The new codes are obtained by applying the technique used to design parallel decoding balanced (i.e., 1-OSN) codes to the random walk method introduced by some of the authors for designing 2-OSN codes. This gives new non-recursive efficient code designs, which are less redundant than the code designs found in the literature. In particular, if $k \in \mathbb{I N}$ is the length of a 1-OSN code then the new 2-OSN coding scheme has length $n=k+r \in \mathbb{I N}$ with an extra redundancy of $r \simeq 2 \log _{2} k+(1 / 2) \log _{2} \log _{2} k-0.174$ check bits, with $k$ and $r$ even and $n$ multiple of 4 . The whole coding process requires $O(k \log k)$ bit operations and $O(k)$ bit memory elements.


Index Terms-High order spectral null codes, balanced codes, Knuth's complementation method, parallel decoding scheme, optical and magnetic recording.

## I. Introduction

LET $\Phi=\{-1,+1\}$ be the bipolar alphabet. The set of $q$ th-order spectral-null words $\mathcal{S N}(n, q) \subseteq \Phi^{n}$ is defined as [5], [6], [14],

$$
\mathcal{S N}^{\prime}(n, q) \stackrel{\text { def }}{=}\left\{\begin{array}{l|l}
X \in \Phi^{n} & \begin{array}{l}
m_{i}(X)=0 \\
\text { for all integer } i \in[0, q-1]
\end{array} \tag{1}
\end{array}\right\}
$$

where $m_{i}(X) \stackrel{\text { def }}{=} x_{1} 1^{i}+x_{2} 2^{i}+\ldots+x_{n} n^{i}=\sum_{j=1}^{n} x_{j} j^{i}$ is the $i$ th moment (or, the $m_{i}$-weight) of the word $X=x_{1} x_{2} \ldots$ $x_{n} \in \Phi^{n}$, and sums and products are over the real numbers. Any word in $\mathcal{S N}(n, q)$ is called $q$ th-order spectral-null word (briefly, a $q$-OSN word). In the following, if $m_{i}(X)=0$ then

[^0]we will say that the word $X$ is $m_{i}$-balanced. A binary code $\mathcal{C}$ is a $q$ th-order spectral-null code with $\tilde{k}$ information bits and length $n$ (briefly, a $q-\operatorname{OSN}(n, \tilde{k})$ code) if, and only if

1) $\mathcal{C}$ is a subset of $\mathcal{S} \mathcal{N}(n, q)$, and
2) $\mathcal{C}$ has $2^{\tilde{k}}$ codewords.

When $q=1$, these codes coincide with the so-called balanced or DC-free block codes [1]-[3], [5], [7], [10]-[14], [17]-[19], [21], [23]-[25], [28]. For values of $q$ greater than 1, the $q-\operatorname{OSN}(n, \tilde{k})$ codes are considered in digital recording to achieve a better rejection of the low frequency components of the transmitted signal and enhancing the error correction capability of codes used in partial-response channels [6], [14]. The $q$-OSN codes can be also considered over the binary alphabet $\mathbf{Z}_{2}=\{0,1\}$ [20]. In fact, by replacing the symbol -1 with 0 and +1 with 1 , the set $\mathcal{S N}(n, q)$ becomes equivalent to the set $\mathcal{S N}^{\prime}(n, q) \subseteq \mathbb{W}_{2}^{n}$

$$
\mathcal{S N}^{\prime}(n, q) \stackrel{\text { def }}{=}\left\{\begin{array}{l|l}
X \in \mathbb{Z}_{2}^{n} & m_{i}(X)=\sum_{j=1}^{n} x_{j} j^{i}=\frac{1}{2} \sum_{j=1}^{n} j^{i}, \\
\text { for all integer } i \in[0, q-1]
\end{array}\right\}
$$

where the sums and products are done in the real field IR. Since $\mathcal{S N}(n, q)$ and $\mathcal{S N} \mathcal{N}^{\prime}(n, q)$ are equivalent, in the rest of the paper $\mathcal{S N}(n, q)$ is used for $\mathcal{S N}^{\prime}(n, q)$. For example,

$$
\mathcal{S N}(n, 2)=\left\{\begin{array}{l|l}
X \in \mathbf{Z}_{2}^{n} & m_{0}(X)=\sum_{j=1}^{n} x_{j}=\frac{n}{2} \text { and } \\
m_{1}(X)=\sum_{j=1}^{n} x_{j} j=\frac{n(n+1)}{4}
\end{array}\right\}
$$

and $\mathcal{S N}(n, 2) \neq \emptyset$ if, and only if, $n$ is multiple of 4 [20].
The code design problem is to convert the information words into $q$ th-order spectral-null words using the minimum possible redundancy. For $q=2$, this minimum redundancy is [20]

$$
r_{\min }(k)=2 \log _{2} n-1.141
$$

Also, the conversion should be done so that the encoding and decoding processes are as computationally simple as possible. Efficient design of $q$ th-order spectral-null codes for $q=2$, has been considered in [8], [9], [14], [20], [22], [26], [27] and, for $q=3$, in [15].

In this paper we are concerned with designing 2-OSN codes whose encoding and decoding functions can be computed combining the Knuth's optimal refined parallel decoding scheme for balanced codes given in [1], [11], [12], and [19]
with the random walk method for $2-\mathrm{OSN}$ codes given in [9], [20], and [26]. Here we assume that the information words are already $m_{0}$-balanced words of even length $k$ (i.e., the information words belongs to $\mathcal{S N}(k, 1) \neq \emptyset)$ by using a $1-\operatorname{OSN}(k, \tilde{k})$ code design. Given $k, \mu_{0}, \mu_{1} \in \mathbf{I N}$, let

$$
S\left(k, \mu_{0}\right) \stackrel{\text { def }}{=}\left\{X \in \mathbb{Z}_{2}^{k}: m_{0}(X)=\mu_{0}\right\} \subseteq \mathbb{Z}_{2}^{k}
$$

and

$$
\begin{array}{r}
S\left(k, \mu_{0}, \mu_{1}\right) \stackrel{\text { def }}{=}\left\{X \in \mathbb{Z}_{2}^{k}: m_{0}(X)=\mu_{0} \text { and } m_{1}(X)=\mu_{1}\right\} \\
\subseteq S\left(k, \mu_{0}\right)
\end{array}
$$

Now, given an $m_{0}$-balanced word $X=x_{1} x_{2} \ldots x_{k} \in S(k, k / 2)$ (i.e., such that $m_{0}(X)=k / 2 \in \mathbf{I N}$ ), the idea is to "walk randomly" towards the reverse, $X^{R} \stackrel{\text { def }}{=} x_{k} x_{k-1} \ldots x_{1}$, of $X$, by exchanging adjacent bits, until a word $X^{\left(d_{h_{b a l}}\right)}$ is reached, with $d_{h}, h, h_{b a l} \in \mathbf{I N}$, where this word satisfies a specific property for its second moment. Note that permutations of adjacent bits in the word $X$ do not alter the value of its first moment, while its second moment may change with a variation of $+1,-1$, or 0 .

Moreover, a family of sets of check words, $\mathcal{C S}$, is built so that each set of check words, $\Gamma_{h} \in \mathcal{C S}$, identifies a specific step $d_{h}$ of the random walk, where $h=0,1, \ldots,|\mathcal{C S}|-1$. As such, each set $\Gamma_{h}$ of the family of check words defines an encoding function $\left\langle\Gamma_{h}\right\rangle$. And, as the main theorem states (Theorem 2), there always exists at least one step $d_{h_{b a l}}$ such that $X^{\left(d_{h_{b a l}}\right)}=\left\langle\Gamma_{h_{b a l}}\right\rangle(X)$ concatenated with one of the check words identifying $\left\langle\Gamma_{h}\right\rangle$, becomes a 2-OSN word. As in [19] for 1-OSN codes, such possibly many indices $h_{b a l}$, for a given code design, are referred to as the 2-OSN balancing indices of $X$. Here we let $h_{b a l}(X) \subseteq \mathbf{I N}$ indicate the set of all possible balancing indices of $X$. Now, a check word $C=C(X) \in \mathbb{Z}_{2}^{r}$, $r \in \mathbf{I N}$, is appended to obtain a $n=k+r$ bit codeword

$$
\mathcal{E}_{2}(X)=X^{\left(d_{h_{b a l}}\right)} C(X) \in \mathbf{Z}_{2}^{n}
$$

as encoding of $X$. In order to implement this strategy, such check $C$ must be chosen so that the properties 1), 2) and 3) below hold.

1) The codeword $\mathcal{E}_{2}(X)$ is $m_{0}$-balanced; that is,

$$
m_{0}\left(\mathcal{E}_{2}(X)\right)=m_{0}\left(X^{\left(d_{h_{b a l}}\right)}\right)+m_{0}(C)=\frac{n}{2} \in \mathbf{I N} .
$$

Note that, since $n$ is a multiple of 4 (otherwise, we have $\mathcal{S N}(n, 2)=\emptyset)$, if $k$ is even and $X \in S(k, k / 2)$ then $r$ is even and $C \in S(r, r / 2)$.
2) The codeword $\mathcal{E}_{2}(X)$ is $m_{1}$-balanced; that is,

$$
m_{1}\left(\mathcal{E}_{2}(X)\right)=m_{1}\left(X^{\left(d_{h_{b a l}}\right)} C\right)=\frac{n(n+1)}{4} \in \mathbf{I N}
$$

Thus, 1) and 2) make $\mathcal{E}_{2}(X)$ a 2 nd-order spectral-null word.
3) The original information word $X$ can be recovered from $X^{\left(d_{h_{\text {bal }}}\right)}$ and $C$.
In Section II, to fulfill the above properties, we start with the 1 -OSN words of even length, $k \in 2 \mathbf{I N}$ and then we encode these words into 2 -OSN words whose length is $n \in 4 \mathbf{I N}$. This last step is obtained by adapting the coding scheme
given in [1] and [19] for balanced codes to fit the random walk coding scheme given in [20] for 2-OSN codes. The combination of the two methods gives efficient non-recursive code designs for any value of the parameters $k \in 2 \mathbf{I N}$, $r=n-k \in 2 \mathbf{I N}$ and $n \in 4 \mathbf{I N}$, provided that

$$
\frac{k(k-1)}{2} \leq\binom{ r}{r / 2} \Longleftrightarrow k \leq \frac{1+\sqrt{1+8\left(\begin{array}{c}
r  \tag{2}\\
r / 2
\end{array}\right.}}{2}
$$

Note that, if

$$
k \simeq \frac{1}{2}\left(1+\sqrt{1+8\binom{r}{r / 2}}\right)
$$

then

$$
\begin{equation*}
r \simeq 2 \log _{2} k+(1 / 2) \log _{2} \log _{2} k-0.174 \tag{3}
\end{equation*}
$$

because of Stirling's approximation. As shown in Table II, we get $2-\mathrm{OSN}$ codes which are considerably less redundant than the codes found in the literature. To our knowledge, all code designs found in the literature are recursive and use only 2-OSN words as check words. Here, on the other hand, the code designs are non-recursive and make a potential good use of all possible 1-OSN words as check words. Hence, the information rate improvement has two reasons. First, the nonrecursiveness of the code designs makes sure that any unuseful redundancy does not add up at every encoding recursion step. Second, the presented code designs make available many more check words to use in the design. In any case, the code rate improvement is of the order of $2 \log _{2} \log _{2} k+O(\log \log \log k)$ if $k$ is choosen to be the length of an optimal 1-OSN/balanced code. This can be seen by comparing (3) with the formula for the code length (6) in [20]. In Section III, we show that the whole coding process can be implemented with $O(k \log k)$ bits operations and using $O(k)$ memory bits. In Section IV, some concluding remarks are given.

## II. The Proposed Refined Coding Scheme

The main idea of the code design is to convert a balanced data word into an "almost 2-OSN" word, using an appropriate function from a set of " $m_{1}$-balancing functions", and append a check word. This check word 1) "encodes" which encoding function is used in the encoding process $\mathcal{E}_{2}$, and 2) corrects any further $m_{1}$-imbalance of the almost 2 -OSN word. To decode a codeword, the receiver simply applies, to the $m_{0}$-balanced information part, the inverse of the function encoded by the check part.

The coding scheme is captured by the following concept of the set of $m_{1}$-balancing functions.

Definition 1 (Set of $m_{1}$-Balancing Functions): Let $k$, $r \in 2 \mathbf{I N}$ be given so that $n \stackrel{\text { def }}{=} k+r \in 4 \mathbf{I N}$. Also, let

$$
\mathcal{C S} \stackrel{\text { def }}{=}\left\{\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{p-1}\right\}
$$

be a family of $p \in \mathbf{I N}$ non-empty subsets of the set of all the $r$-bit $m_{0}$-balanced check words $S(r, r / 2)$. Also, for all indices $h \in[0, p-1]$, let

$$
\left\langle\Gamma_{h}\right\rangle: S(k, k / 2) \rightarrow S(k, k / 2)
$$

indicate a function from the set of all $k$-bit $m_{0}$-balanced data words, $S(k, k / 2)$, into itself. We say that the set of functions

$$
\mathcal{B} \stackrel{\text { def }}{=}\left\{\left\langle\Gamma_{h}\right\rangle: \quad h \in[0, p-1]\right\}
$$

is a set of $m_{1}$-balancing functions if, and only if, the following conditions hold.

1) The sets $\Gamma_{h}$ are pair-wise disjoint; i.e.,

$$
\Gamma_{i} \cap \Gamma_{j}=\emptyset \Longleftrightarrow i \neq j
$$

Thus, from $C \in \Gamma_{h}$ it is possible to unambiguously recover $h \in[0, p-1]$.
2) For every $m_{0}$-balanced information word $X \in S(k, k / 2)$ there exists one $h_{\text {bal }} \in[0, p-1]$ and $C_{h_{b a l}} \in \Gamma_{h_{b a l}}$ such that

$$
m_{1}\left(\left\langle\Gamma_{\left.h_{b a l}\right\rangle}\right\rangle(X) C_{h_{b a l}}\right)=\frac{n(n+1)}{4}
$$

In the sequel, we refer to an index $h_{b a l}$ as an " $m_{1}$-balancing index" of $X$ and we let $h_{\text {bal }}(X) \subseteq$ $[0, p-1]$ indicate the set of all possible balancing indices of $X$. Note that, for all $X \in S(k, k / 2)$,

$$
\begin{aligned}
m_{0}\left(\left\langle\Gamma_{h_{b a l}}\right\rangle(X) C_{h_{b a l}}\right) & =m_{0}\left(\left\langle\Gamma_{h_{\text {bal }}}\right\rangle(X)\right)+m_{0}\left(C_{h_{\text {bal }}}\right) \\
& =\frac{k}{2}+\frac{r}{2}=\frac{n}{2} .
\end{aligned}
$$

3) For all indices $h \in[0, p-1]$, the function $\left\langle\Gamma_{h}\right\rangle$ is one-to-one so that, from $h$ and $Y=\left\langle\Gamma_{h}\right\rangle(X)$ it is possible to unambiguously recover $X$.
Given a set of $m_{1}$-balancing functions, every $m_{0}$-balanced data word $X \in S(k, k / 2)$ is encoded as

$$
\mathcal{E}_{2}(X)=\left\langle\Gamma_{h_{b a l}}\right\rangle(X) C_{h_{b a l}}
$$

where $h_{b a l} \in h_{b a l}(X)$ is an " $m_{1}$-balancing index" of $X$; for example, the smallest index in the set $h_{b a l}(X)$. We readily note that, to give a well defined set of $m_{1}$-balancing functions $\mathcal{B}$, it is required to define
a) the partition $\mathcal{C S}$, and
b) each injective function $\left\langle\Gamma_{h}\right\rangle: S(k, k / 2) \rightarrow S(k, k / 2)$ in $\mathcal{B}$;
and these two requirements are dependent on one another by the condition 2) of Definition 1. Now, a possible construction for such balancing functions $\langle\Gamma\rangle \in \mathcal{B}$, with $\Gamma \in \mathcal{C} \mathcal{S}$, is explained below.

First, given

$$
X=x_{1} x_{2} x_{3} \ldots x_{i} \ldots x_{j} \ldots x_{k-1} x_{k}
$$

let

$$
X^{(i, j)}=x_{1} x_{2} x_{3} \ldots \underline{x_{j}} \ldots \underline{x_{i}} \ldots x_{k-1} x_{k}
$$

be the word obtained form $X$ by exchanging the $i$ th bit with the $j$ th bit, and

$$
X^{R}=\underline{x_{k} x_{k-1} \ldots x_{j} \ldots x_{i} \ldots x_{3} x_{2} x_{1}}
$$

be the reverse of $X$. The code design is based on the following observations [20].

Observation 1: The $m_{0}$-weight, $m_{0}(X)$, does not change if the bits of $X$ are permuted.

Observation 2: The relation

$$
m_{1}(X)+m_{1}\left(X^{R}\right)=(k+1) m_{0}(X)
$$

holds. So, if $m_{0}(X)=k / 2 \in \mathbf{I N}$ then

$$
m_{1}(X) \leq \frac{k(k+1)}{4} \Longleftrightarrow m_{1}\left(X^{R}\right) \geq \frac{k(k+1)}{4}
$$

Observation 3: The following relation holds

$$
m_{1}\left(X^{(i, i+1)}\right)=m_{1}(X)+\left(x_{i}-x_{i+1}\right)
$$

This implies that by exchanging two consecutive bits of $X$, the value of $m_{1}$ either decreases by 1 or remains the same or increases by 1 .

So, as in [20], let us consider the sequence of $k(k-1) / 2+1$ words,

$$
\left.\begin{array}{rl}
X^{(0)} & \stackrel{\text { def }}{=} X^{\prime} \\
X^{(1)} & \stackrel{\text { def }}{=}\left(X^{(0)}\right)^{(1,2)}, \\
X^{(2)} & \stackrel{\text { def }}{=}\left(X^{(1)}\right)^{(2,3)}, \\
& \vdots \\
X^{(k-1)} & \stackrel{\text { def }}{=}\left(X^{(k-2)}\right)^{(k-1, k)}, \\
X^{(k)} & \stackrel{\text { def }}{=}\left(X^{(k-1)}\right)^{(k-2, k-1)}, \\
X^{(k+1)} & \stackrel{\text { def }}{=}\left(X^{(k)}\right)^{(k-3, k-2)}, \\
& \vdots \\
X^{(2 k-3)} & \stackrel{\text { def }}{=}\left(X^{(2 k-4)}\right)^{(1,2)}=X^{(1, k)}, \\
X^{(2 k-2)} & \stackrel{\text { def }}{=}\left(X^{(2 k-3)}\right)^{(2,3)}, \\
X^{(2 k-1)} & \stackrel{\text { def }}{=}\left(X^{(2 k-2)}\right)^{(3,4)}, \\
& \vdots \\
X^{(3 k-6)} & \stackrel{\text { def }}{=}\left(X^{(3 k-7)}\right)^{(k-2, k-1)}, \\
X^{(3 k-5)} & \stackrel{\text { def }}{=}\left(X^{(3 k-6)}\right)^{(k-3, k-2)}, \\
X^{(3 k-4)} & \stackrel{\text { def }}{=}\left(X^{(3 k-5)}\right)^{(k-4, k-3)}, \\
& \vdots \\
X^{(4 k-10)} & \stackrel{\text { def }}{=}\left(X^{(4 k-9)}\right)^{(2,3)} \\
& \vdots \\
& =X^{R} . \\
= \\
X^{(k-1) / 2)} & \\
\text { def }(k(k-1) / 2)-1
\end{array}\right)(k / 2, k / 2+1)=\left(X^{(1, k)}\right)^{(2, k-1)},
$$

Example 1 (Word Sequence for $k=4$ ): For example, if $k=4$ and $X=x_{1} x_{2} x_{3} x_{4}$ then the sequnece has cardinality

$$
\begin{aligned}
k(k-1) / 2+1 & =7 \text { and } \\
X^{(0)} & =x_{1} x_{2} x_{3} x_{4} \quad=X, \\
X^{(1)} & =x_{2} x_{1} x_{3} x_{4}, \\
X^{(2)} & =x_{2} x_{3} x_{1} x_{4} \\
X^{(3)} & =x_{2} x_{3} x_{4} x_{1} \\
X^{(4)} & =x_{2} x_{4} x_{3} x_{1} \\
X^{(5)} & =\underline{x_{4} x_{2} x_{3}} \underline{x_{1}}=X^{(1,4)} \\
X^{(6)} & =\underline{x_{4} x_{3} x_{2} x_{1}} \quad=\left(X^{(1,4)}\right)^{(2,3)}=X^{R}
\end{aligned}
$$

The above sequence $\left\{X^{(i)}\right\}_{i=0, \ldots, k(k-1) / 2}$ is defined by a particular sequence of exchanging of consecutive bits of $X$, with $X^{(0)}=X$ and $X^{(k(k-1) / 2)}=X^{R}$. Since

$$
m_{1}\left(X^{(i+1)}\right)-m_{1}\left(X^{(i)}\right) \in\{-1,0,+1\}
$$

for all integer $i \in[0, k(k-1) / 2]$, it follows that the sequence

$$
\left\{\left(i, m_{1}\left(X^{(i)}\right)\right): i=0,1, \ldots, \frac{k(k-1)}{2}\right\}
$$

represents a "random walk" from the point $\left(0, m_{1}(X)\right)$ to the point $\left(k(k-1) / 2, m_{1}\left(X^{R}\right)\right)$ and satisfies the following key properties.

For all $X \in S(k, k / 2)$,
there exists an integer

$$
i_{s b} \in[0, k(k-1) / 2+[(k / 2) \bmod 2])
$$

such that

$$
\begin{align*}
m_{1}\left(X^{\left(i_{s b}\right)}\right) & =\left\lfloor\frac{k(k+1)}{4}\right\rfloor \\
& \left(\text { or } m_{1}\left(X^{\left(i_{s b}\right)}\right)=\left\lceil\frac{k(k+1)}{4}\right\rceil\right) \tag{4}
\end{align*}
$$

In the following, we may refer to such an integer $i_{s b}$ as a "simple $m_{0}$-balancing index" for the given $m_{0}$-balanced word $X$;
and
For all $X \in S(k, k / 2)$ and
for all integers $i_{1}, i_{2} \in[0, k(k-1) / 2]$,

$$
\begin{align*}
m_{1}\left(X^{\left(i_{2}\right)}\right) \in[ & m_{1}\left(X^{\left(i_{1}\right)}\right)-\left|i_{2}-i_{1}\right| \\
& \left.m_{1}\left(X^{\left(i_{1}\right)}\right)+\left|i_{2}-i_{1}\right|\right] \tag{5}
\end{align*}
$$

In [20], a simple coding scheme for $2-\mathrm{OSN}$ codes is given by defining the balancing functions as $X \rightarrow X^{(i)}$, where $i \in[0, k(k-1) / 2)$. In particular, given an $m_{0}$-balanced data word $X \in S(k, k / 2)$, with $k \in 4 \mathbf{I N}$, the codeword associated with $X$ is recursively defined as
$\mathcal{E}(X)=X^{\left(i_{s b}\right)} \mathcal{E}$ (binary representation of $i_{s b}$ given in (4)).
Now we come to the definition of the set $\mathcal{C S}$ satisfying 1) of Definition 1. Let $p \in \mathbf{I N}$ and consider the partition $\left\{\Gamma_{h}\right\}_{h=0,1, \ldots, p-1}$ of a subset of $S(r, r / 2)$ into non-empty sets defined as follows. The set $\Gamma_{0}$ contains exactly one word of the
set $S\left(r, r / 2, \mu_{1}\right)$ for each possible value $\mu_{1}$ in the " $m_{1}$-image" of $S(r, r / 2)$ defined to be

$$
m_{1}(S(r, r / 2)) \stackrel{\text { def }}{=}\left\{m_{1}(C): C \in S(r, r / 2)\right\}
$$

Then let $\Gamma_{1}$ contain exactly one word of the set $S\left(r, r / 2, \mu_{1}\right)-\Gamma_{0}$ for each possible value $\mu_{1} \in m_{1}$ $\left(S(r, r / 2)-\Gamma_{0}\right)$. In general, the check word partition $\mathcal{C S}$ is defined by the following simple constructive rule

For $h=0,1,2, \ldots, p-1$, for all integer

$$
\begin{equation*}
\mu_{1} \in m_{1}\left(S(r, r / 2)-\bigcup_{j=0}^{h-1} \Gamma_{j}\right) \tag{6}
\end{equation*}
$$

the set $\Gamma_{h}$ contains exactly one check word in $S\left(r, r / 2, \mu_{1}\right)-\bigcup_{j=0}^{h-1} \Gamma_{j}$.
Note that such definition is well defined and implies

$$
p \leq \max _{\mu}|S(r, r / 2, \mu)|
$$

Example 2 (Case $k=6, r=6$ and $p=3$ ): For example, if $r=6$ and $p=\max _{\mu}|S(6,3, \mu)|=3$ then

$$
\begin{aligned}
S\left(r=6, r / 2=3, \mu_{1}=6\right) & =\{111000\} \\
S\left(r=6, r / 2=3, \mu_{1}=7\right) & =\{110100\} \\
S\left(r=6, r / 2=3, \mu_{1}=8\right) & =\{101100,110010\} \\
S\left(r=6, r / 2=3, \mu_{1}=9\right) & =\{011100,101010,110001\} \\
S\left(r=6, r / 2=3, \mu_{1}=10\right) & =\{011010,100110,101001\} \\
S\left(r=6, r / 2=3, \mu_{1}=11\right) & =\{010110,011001,100101\} \\
S\left(r=6, r / 2=3, \mu_{1}=12\right) & =\{001110,010101,100011\} \\
S\left(r=6, r / 2=3, \mu_{1}=13\right) & =\{001101,010011\} \\
S\left(r=6, r / 2=3, \mu_{1}=14\right) & =\{001011\} \\
S\left(r=6, r / 2=3, \mu_{1}=15\right) & =\{000111\}
\end{aligned}
$$

so that, for example, $\mathcal{C S}=\left\{\Gamma_{0}, \Gamma_{1}, \Gamma_{2}\right\}$ where

$$
\begin{align*}
& \Gamma_{0}=\left\{\begin{array}{l}
111000, \\
110100, \\
101100, \\
011100, \\
011010, \\
010110, \\
001110, \\
001101, \\
001011, \\
000111
\end{array}\right\}, \quad \Gamma_{1}=\left\{\begin{array}{l}
110010, \\
101010, \\
100110, \\
011001, \\
010101, \\
010011
\end{array}\right\}, \\
& \Gamma_{2}=\left\{\begin{array}{l}
110001, \\
101001, \\
100101, \\
100011
\end{array}\right\} .
\end{align*}
$$

Here, the combinatorial problem is very similar to the coding problem for balanced codes solved with the parallel decoding techniques given in [1] and [19]. In fact, the cardinalities of the constant $m_{1}$-weight codes contained in $S\left(r, \mu_{0}\right)$ show a "bell shape behaviour" similar to the binomial distribution as stated in Theorem 3 in the Appendix. In our case, if $\mathcal{C S}=\left\{\Gamma_{h}\right\}_{h \in[0, p-1]}$ is defined by (6) then Theorem 3 for $\mu_{0}=r / 2$ implies that for all integer $h \in[0, p-1]$, the statements in the following observations hold.

Observation 4: The $m_{1}$-image of the words in $\Gamma_{h}, m_{1}\left(\Gamma_{h}\right)$, is an integer interval, say

$$
m_{1}\left(\Gamma_{h}\right) \stackrel{\text { def }}{=}\left[\alpha_{h}, \beta_{h}\right]
$$

Observation 5: If $h>0$ then

$$
m_{1}\left(\Gamma_{h}\right)=\left[\alpha_{h}, \beta_{h}\right] \subseteq\left[\alpha_{h-1}, \beta_{h-1}\right]=m_{1}\left(\Gamma_{h-1}\right) .
$$

Observation 6: If $\alpha \stackrel{\text { def }}{=} \min _{C \in S(r, r / 2)} m_{1}(C)$ and $\beta \stackrel{\text { def }}{=}$ $\max _{C \in S(r, r / 2)} m_{1}(C)$ then the interval $m_{1}\left(\Gamma_{h}\right)=\left[\alpha_{h}, \beta_{h}\right]$ is symmetric with respect to

$$
\mu_{\text {mean }}=\frac{\alpha+\beta}{2}=\frac{\alpha_{h}+\beta_{h}}{2}=\frac{r(r+1)}{4} \in \mathbf{R}
$$

has $a$ width of $\left(\beta_{h}-\alpha_{h}\right)=\left|\Gamma_{h}\right|-1$ where
$\left|\Gamma_{h}\right|-1 \equiv \beta_{h}-\alpha_{h} \equiv\left|\Gamma_{0}\right|-1 \equiv \beta-\alpha \equiv\left(\frac{r}{2}\right)^{2} \equiv\left(\frac{r}{2}\right) \bmod 2$.

## Hence,

$$
\begin{align*}
m_{1}\left(\Gamma_{h}\right) & =\left[\alpha_{h}, \beta_{h}\right] \\
= & {\left[\frac{\alpha_{h}+\beta_{h}}{2}-\frac{\beta_{h}-\alpha_{h}}{2}, \frac{\alpha_{h}+\beta_{h}}{2}+\frac{\beta_{h}-\alpha_{h}}{2}\right] } \\
= & {\left[\frac{r(r+1)}{4}-\frac{\left|\Gamma_{h}\right|-1}{2}, \frac{r(r+1)}{4}+\frac{\left|\Gamma_{h}\right|-1}{2}\right] } \\
= & {\left[\left|\frac{r(r+1)}{4}\right|-\left|\frac{\left|\Gamma_{h}\right|-1}{2}\right|,\right.} \\
& \quad\left[\frac{r(r+1)}{4} \left\lvert\,+\left\lfloor\frac{\left|\Gamma_{h}\right|-1}{2}\right]\right.\right] . \tag{8}
\end{align*}
$$

Observation 7: Let $r \in \mathbf{I N}$ and, for all integer $\mu_{0}, \mu_{1} \in \mathbf{I N}$,

$$
\begin{equation*}
s\left(r, \mu_{0}, \mu_{1}\right) \stackrel{\text { def }}{=}\left|S\left(r, \mu_{0}, \mu_{1}\right)\right| \tag{9}
\end{equation*}
$$

The number of $m_{1}$-balancing functions is,

$$
\begin{aligned}
p \leq \max _{\mu \in[\alpha, \beta]}|S(r, r / 2, \mu)| & =s\left(r, r / 2,\left\lfloor\frac{r(r+1)}{4}\right\rfloor\right) \\
& =s\left(r, r / 2,\left\lceil\frac{r(r+1)}{4}\right\rceil\right) .
\end{aligned}
$$

Finally, given the above partition

$$
\mathcal{C S}=\left\{\Gamma_{h}: h \in[0, p-1]\right\}
$$

we come to the definition of each function $\left\langle\Gamma_{h}\right\rangle \in \mathcal{B}$. This is done as in [1], [12], and [19]. Namely, define the following $p$ natural numbers,

$$
\begin{align*}
d_{h} & \stackrel{\text { def }}{=} \begin{cases}0 & \text { if } h=0, \\
d_{h-1}+\left\lfloor\frac{\left|\Gamma_{h-1}\right|}{2}\right\rfloor+\left\lceil\left.\frac{\left|\Gamma_{h}\right|}{2} \right\rvert\,\right. & \text { if } h \in[1, p-1], \\
& =\left\{\left.\begin{array}{ll}
0 & \text { if } h=0,
\end{array} \right\rvert\, \frac{\left|\Gamma_{0}\right|}{2}\right\rfloor+\sum_{j=1}^{h-1}\left|\Gamma_{j}\right|+\left\lceil\frac{\left|\Gamma_{h}\right|}{2}\right\rceil \\
\text { if } h \in[1, p-1]\end{cases}
\end{align*}
$$

their associated integer intervals,

$$
I_{h} \stackrel{\text { def }}{=}\left[d_{h}-\left\lceil\frac{\left|\Gamma_{h}\right|}{2}\right\rceil+1, d_{h}+\left\lfloor\frac{\left|\Gamma_{h}\right|}{2}\right\rfloor\right],
$$

for all integer $h \in[0, p-1]$; and, also let,

$$
\begin{align*}
I_{p} & \stackrel{\text { def }}{=}\left[d_{p-1}+\left\lfloor\frac{\left|\Gamma_{p-1}\right|}{2}\right\rfloor+1, \sum_{h=0}^{p-1}\left|\Gamma_{h}\right|\right) \\
& =\left[\left\lfloor\frac{\left|\Gamma_{0}\right|}{2}\right\rfloor+\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|+1, \sum_{h=0}^{p-1}\left|\Gamma_{h}\right|\right) . \tag{11}
\end{align*}
$$

Note that, from the construction (10),

1) each interval is centered in $d_{h}+\left[\left(\left|\Gamma_{h}\right|-1\right) \bmod 2\right] /$ $2 \in \mathbf{R}$, for all $h \in[0, p-1]$; and
2) the family $\left\{I_{h}: h \in[0, p]\right\}$ partitions the necessary range of the random walk index $i$, which, from (4), is given by the integer interval $[0, k(k-1) / 2+[(k / 2) \bmod 2])$. This, if $k(k-1) / 2+[(k / 2) \bmod 2] \leq \sum_{h=0}^{p-1}\left|\Gamma_{h}\right|$.
Now, given the $d_{h}$, define the associated balancing functions

$$
\begin{align*}
& \left\langle\Gamma_{h}\right\rangle: S(k, k / 2) \rightarrow S(k, k / 2) \text { as } \\
& \left\langle\Gamma_{h}\right\rangle(X) \stackrel{\text { def }}{=} X^{\left(d_{h}\right)}, \quad \forall h \in[0, p-1] . \tag{12}
\end{align*}
$$

Example 3 [Case $k=6, r=6$ and $p=3$ (Continued)]: In (7), where $r=6$ and $p=3$, from (7), (10) and (12), we have

$$
\begin{aligned}
& d_{0}=0 \\
& d_{1}=d_{0}+\left|\Gamma_{0}\right| / 2+\left|\Gamma_{1}\right| / 2=0+5+3=8 \text { and } \\
& d_{2}=d_{1}+\left|\Gamma_{1}\right| / 2+\left|\Gamma_{2}\right| / 2=8+3+2=13 .
\end{aligned}
$$

So, if $k=6$ then

$$
\begin{aligned}
& I_{0} \stackrel{\text { def }}{=}[-4,5]=\{-4,-3,-2,-1, \mathbf{0}, 1,2,3,4,5\}, \\
& I_{1} \stackrel{\text { def }}{=}[6,11]=\{6,7, \mathbf{8}, 9,10,11\}, \\
& I_{2} \stackrel{\text { def }}{=}[12,15]=\{12, \mathbf{1 3}, 14,15\}, \\
& I_{3} \stackrel{\text { def }}{=}[16,20)=\{16,17,18,19\},
\end{aligned}
$$

the random walk index

$$
i \in[0,15]=[0,5] \cup[6,11] \cup[12,15] \subseteq I_{0} \cup I_{1} \cup I_{2} \cup I_{3},
$$

and

$$
\begin{aligned}
& \left\langle\Gamma_{0}\right\rangle(X) \stackrel{\text { def }}{=} x_{1} x_{2} x_{3} x_{4} x_{5} x_{6}=X^{(\mathbf{0})} \\
& \left\langle\Gamma_{1}\right\rangle(X) \stackrel{\text { def }}{=} x_{2} x_{6} x_{3} x_{4} x_{5} \underline{x_{1}}=X^{(\mathbf{8})} \\
& \left\langle\Gamma_{2}\right\rangle(X) \stackrel{\text { def }}{=} x_{6} x_{3} x_{5} x_{4} x_{2} x_{1}=X^{(\mathbf{1 3})}
\end{aligned}
$$

We need to show that the set $\mathcal{B}$ just defined is indeed a well defined set of $m_{1}$-balancing functions. This is done in Theorem 2 below. First, note that to obtain the codewords a check word must be concatenated to some $Y=\left\langle\Gamma_{h_{b a l}}\right\rangle(X)$. So, the following theorem concerning the moments of the concatenation of words holds.
Theorem 1: For all $Y \in \mathbb{Z}_{2}^{k}$ and $C \in \mathbb{Z}_{2}^{r}$, the following relations hold.

$$
\begin{equation*}
m_{0}(Y C)=m_{0}(Y)+m_{0}(C) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{1}(Y C)=m_{1}(Y)+m_{1}(C)+k m_{0}(C) \tag{14}
\end{equation*}
$$

Proof: With regard to (14), if $Y=y_{1} y_{2} \ldots y_{k} \in \boldsymbol{Z}_{2}^{k}$ and $C=c_{1} c_{2} \ldots c_{r} \in \boldsymbol{Z}_{2}^{r}$ then

$$
\begin{aligned}
m_{1}(Y C) & =\sum_{j=1}^{k} y_{j} j+\sum_{j=k+1}^{k+r} c_{j-k} j \\
& =m_{1}(Y)+\sum_{j=1}^{r} c_{j}(k+j) \\
& =m_{1}(Y)+k \sum_{j=1}^{r} c_{j}+\sum_{j=1}^{r} c_{j} j \\
& =m_{1}(Y)+k m_{0}(C)+m_{1}(C) .
\end{aligned}
$$

Also, we need the following definition.
Definition 2 ( $m_{1}$-Crossing Index): Let $k, r \in 2 \mathbf{N}$ and $n \stackrel{\text { def }}{=} k+r \in 4 \mathbf{I N}$. An index

$$
i_{c x} \in\left[0, \frac{k(k-1)}{2}+\left[\left(\frac{k}{2}\right) \bmod 2\right]\right)
$$

is an " $m_{1}$-crossing index" for $X \in S(k, k / 2)$ if, and only if, " $i_{c x}$ defines a point where the random walk

$$
\begin{array}{r}
R W(X) \stackrel{\text { def }}{=}\left\{\left(i, m_{1}\left(X^{(i)}\right)\right): i=0,1, \ldots, \frac{k(k-1)}{2}\right. \\
\left.+\left[\left(\frac{k}{2}\right) \bmod 2\right]-1\right\} \tag{15}
\end{array}
$$

crosses the $m_{1}$ middle value of $k(k+1) / 4 \in \mathbf{R}$ " - more precisely, if, and only if, one of the following two conditions hold.

1) $k, r \in 4 \mathbf{I N}$ and $i_{c x}$ is a simple $m_{1}$-balancing index for $X$ according to (4); that is,

$$
m_{1}\left(X^{\left(i_{c x}\right)}\right)=\frac{k(k+1)}{4} \in \mathbf{I N}
$$

2) $k, r \in 4 \mathbf{I} \mathbf{N}+2$ and $i_{c x}$ is a simple decreasing $m_{1}$-balancing index for $X$; that is,

$$
\begin{align*}
m_{1}\left(X^{\left(i_{c x}-1\right)}\right) & =\left\lceil\frac{k(k+1)}{4}\right\rceil \\
& >\left\lfloor\frac{k(k+1)}{4}\right\rfloor=m_{1}\left(X^{\left(i_{c x}\right)}\right) . \tag{16}
\end{align*}
$$

3) $k, r \in 4 \mathbf{I} \mathbf{N}+2$ and $i_{c x}$ is a simple increasing $m_{1}$-balancing index for $X$; that is,

$$
\begin{align*}
m_{1}\left(X^{\left(i_{c x}-1\right)}\right) & =\left\lfloor\frac{k(k+1)}{4}\right\rfloor \\
& <\left\lceil\frac{k(k+1)}{4}\right\rceil=m_{1}\left(X^{\left(i_{c x}\right)}\right) . \tag{17}
\end{align*}
$$

We note that, for all $X \in S(k, k / 2)$ there always exists at least one $m_{1}$-crossing index, $i_{c x}$, of $X$ because of Observation 2 and Observation 3. If $k, r \in 4 \mathbf{I N}$ then $i_{c x}$ coincides with the index $i_{s b}$ in (4). If $k, r \in 4 \mathbf{I N}+2$ and $m_{1}(X)<k(k+1) / 4$ then there exist at least an index $i_{c x}$ such that (17) holds. If instead, $k, r \in 4 \mathbf{I} \mathbf{N}+2$ and $m_{1}(X)>k(k+1) / 4$ then there exist an index $i_{c x}$ such that (16) holds. Also, note that if $k, r \in 4 \mathbf{I} \mathbf{N}+2$ then the definition of $m_{1}$-crossing index is
stronger than the definition of simple $m_{1}$-balancing index as the following example shows.
Example 4 [Case $k=6, r=6$ and $p=3$ (Continued)]: If $k=6 \in 4 \mathbf{I N}+2$ then $10=\lfloor k(k+1) / 4\rfloor<$ $\lfloor k(k+1) / 4\rfloor=11$. The random walk sequence of the word $X=010011 \in S(6,3)$ is

$$
\begin{aligned}
& X^{\left(d_{0}\right)}=X^{(\mathbf{0})}=010011, \quad m_{1}\left(X^{(\mathbf{0})}\right)=13, \\
& X^{(1)}=\underline{100011,} \quad m_{1}\left(X^{(1)}\right)=12, \\
& X^{(2)}=1 \underline{00011,} \quad m_{1}\left(X^{(2)}\right)=12 \text {, } \\
& X^{(3)}=10 \underline{0011}, \quad m_{1}\left(X^{(3)}\right)=12 \text {, } \\
& X^{(4)}=100 \underline{101}, \quad m_{1}\left(X^{(4)}\right)=11 \text {, } \\
& X^{(5)}=1001 \underline{10}, \quad m_{1}\left(X^{(5)}\right)=10, \longleftarrow \\
& X^{(6)}=100110, \quad m_{1}\left(X^{(6)}\right)=10, \\
& X^{(7)}=10 \underline{1010} \underline{0}, \quad m_{1}\left(X^{(7)}\right)=9, \\
& X^{\left(d_{1}\right)}=X^{(\mathbf{8})}=1 \underline{1001 \underline{0}}, \quad m_{1}\left(X^{(\mathbf{1 5})}\right)=8, \\
& X^{(9)}=\underline{110010} \underline{2} \quad m_{1}\left(X^{(9)}\right)=8, \\
& X^{(10)}=\underline{101010}, \quad m_{1}\left(X^{(10)}\right)=9, \\
& X^{(11)}=\underline{10011} \underline{0}, \quad m_{1}\left(X^{(11)}\right)=10, \\
& X^{(12)}=\underline{100110}, m_{1}\left(X^{(12)}\right)=10 \text {, } \\
& X^{\left(d_{2}\right)}=X^{(\mathbf{1 3})}=\underline{101010}, \quad m_{1}\left(X^{(\mathbf{1 5})}\right)=9, \\
& X^{(14)}=\underline{110010}, \quad m_{1}\left(X^{(14)}\right)=8, \\
& X^{(15)}=\underline{110010}, m_{1}\left(X^{(13)}\right)=8 .
\end{aligned}
$$

Hence, $X$ has only one $m_{1}$-crossing index $i_{c x}=5$ (indicated by the arrow to the right) because (16) holds. In particular, $i_{c x}=5$ is a decreasing $m_{1}$-crossing index for the random walk $R W(X)$.

Now we come to the main general theorem.
Theorem 2: Let $k, r \in 2 \mathbf{I N}$ be given so that $n \stackrel{\text { def }}{=} k+r \in$ 4IN. Let $p \in \mathbf{I N}$,

$$
\mathcal{C S}=\left\{\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{p-1}\right\}
$$

be a partition of a subset of $S(r, r / 2)$ such that (8) holds for all $h \in[0, p-1]$ and let

$$
\mathcal{B}=\left\{\left\langle\Gamma_{h}\right\rangle: h \in[0, p-1]\right\}
$$

be the set of functions defined by (10) and (12). If

$$
\begin{align*}
\frac{k(k-1)}{2} & \leq \sum_{h=0}^{p-1}\left|\Gamma_{h}\right|-\epsilon(k, r), \quad \text { with } \\
\epsilon(k, r) & \stackrel{\text { def }}{=} \begin{cases}0 & \text { if } k, r \in 4 \mathbf{I N}, \\
1 & \text { otherwise },\end{cases} \tag{18}
\end{align*}
$$

then $\mathcal{B}$ is a set of $m_{1}$-balancing functions according to Definition 1. In particular, if we let

$$
\begin{aligned}
p & =\left|S\left(r, r / 2,\left\lfloor\frac{r(r+1)}{4}\right\rfloor\right)\right| \\
\bigcup_{h=0}^{p-1}\left|\Gamma_{h}\right| & =S(r, r / 2)
\end{aligned}
$$

and

$$
\begin{equation*}
\frac{k(k-1)}{2} \leq\binom{ r}{r / 2} \tag{19}
\end{equation*}
$$

then $\mathcal{B}$ is a set of $m_{1}$-balancing functions. Note that the inequality in (19) is the leftmost relation in (2).

Proof: First note that

$$
\begin{align*}
& \left\lceil\frac{k(k+1)}{4}\right\rceil+\left\lfloor\frac{r(r+1)}{4}\right\rfloor+\frac{k r}{2} \\
& \quad=\left\lfloor\frac{k(k+1)}{4}\right\rfloor+\left\lceil\frac{r(r+1)}{4}\right\rceil+\frac{k r}{2} \\
& \quad=\frac{n(n+1)}{4} \tag{20}
\end{align*}
$$

because $k, r \in 2 \mathbf{I N}$ and $n \in 4 \mathbf{I N}$.
Property 1) of Definition 1 follows because the family $\mathcal{C S}$ is a partition. With regard to the first moment relation in property 2 ) of Definition 1, given any $X \in S(k, k / 2)$, we need to find/define an $m_{1}$-balancing index, $\hat{h} \in h_{b a l}(X)$, for the proposed refined coding scheme in each of the cases which follow.

Case $k, r \in 4 \mathbf{I N}$. Let $i_{c x}$ be an $m_{1}$-crossing index of $X$. For such index,

$$
\begin{equation*}
i_{c x} \in\left[0, \frac{k(k-1)}{2}\right) \text { and } m_{1}\left(X^{\left(i_{c x}\right)}\right)=\frac{k(k+1)}{4} \in \mathbf{I N} \tag{21}
\end{equation*}
$$

hold because of Definition 2. In this case, the integer intervals in (11) are given by

$$
I_{h} \stackrel{\text { def }}{=}\left[d_{h}-\frac{\left|\Gamma_{h}\right|-1}{2}, d_{h}+\frac{\left|\Gamma_{h}\right|-1}{2}\right]
$$

for all integer $h \in[0, p-1]$; and,

$$
\begin{equation*}
I_{p} \stackrel{\text { def }}{=}\left[\left\lfloor\frac{\left|\Gamma_{0}\right|}{2}\right\rfloor+\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|+1, \sum_{h=0}^{p-1}\left|\Gamma_{h}\right|\right) \tag{22}
\end{equation*}
$$

From (18), the family $\left\{I_{h}: h \in[0, p]\right\}$ partitions the index range interval $[0, k(k-1) / 2)$. So, there exists an integer $h \in[0, p]$ such that $i_{c x} \in I_{h}$. Exactly one of the following subcases must hold.

A1: $h \in[0, p-1]$. Here, from (22),

$$
\delta i \stackrel{\text { def }}{=} i_{c x}-d_{h} \in\left[-\frac{\left|\Gamma_{h}\right|-1}{2}, \frac{\left|\Gamma_{h}\right|-1}{2}\right]
$$

So, from (5),

$$
\begin{aligned}
m_{1}\left(X^{\left(d_{h}\right)}\right) & \in\left[m_{1}\left(X^{\left(i_{c x}\right)}\right)-|\delta i|, m_{1}\left(X^{\left(i_{c x}\right)}\right)+|\delta i|\right] \\
& =\left[\frac{k(k+1)}{4}-|\delta i|, \frac{k(k+1)}{4}+|\delta i|\right] \\
& \subseteq\left[\frac{k(k+1)}{4}-\frac{\left|\Gamma_{h}\right|-1}{2}, \frac{k(k+1)}{4}+\frac{\left|\Gamma_{h}\right|-1}{2}\right]
\end{aligned}
$$

and so, there always exists a "small $m_{1}$-imbalance"

$$
\mu \in[-|\delta i|,|\delta i|] \cap \mathbf{I N} \subseteq\left[-\frac{\left|\Gamma_{h}\right|-1}{2}, \frac{\left|\Gamma_{h}\right|-1}{2}\right]
$$

such that,

$$
\begin{aligned}
m_{1}\left(X^{\left(d_{h}\right)}\right)=\frac{k(k+1)}{4}-\mu \in\left[\frac{k(k+1)}{4}-\frac{\left|\Gamma_{h}\right|-1}{2}\right. \\
\left.\frac{k(k+1)}{4}+\frac{\left|\Gamma_{h}\right|-1}{2}\right]
\end{aligned}
$$

Hence, from (8), there exists $C \in \Gamma_{h}$ with

$$
\begin{aligned}
m_{1}(C)= & \frac{r(r+1)}{4} \\
& +\mu \in\left[\frac{r(r+1)}{4}-\frac{\left|\Gamma_{h}\right|-1}{2}, \frac{r(r+1)}{4}+\frac{\left|\Gamma_{h}\right|-1}{2}\right] \\
= & m_{1}\left(\Gamma_{h}\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
m_{1}\left(\left\langle\Gamma_{h}\right\rangle(X) C\right) & =m_{1}\left(X^{\left(d_{h}\right)}\right)+m_{1}(C)+k m_{0}(C) \\
& =\left(\frac{k(k+1)}{4}-\mu\right)+\left(\frac{r(r+1)}{4}+\mu\right)+\frac{k r}{2} \\
& =\frac{n(n+1)}{4},
\end{aligned}
$$

because of (14) in Theorem 1 with

$$
\begin{aligned}
m_{1}(Y) & =m_{1}\left(X^{\left(d_{h}\right)}\right)=k(k+1) / 4-\mu \\
m_{1}(C) & =r(r+1) / 4+\mu \text { and } \\
k m_{0}(C) & =k r / 2
\end{aligned}
$$

and also because of (20). This means that $\hat{h} \stackrel{\text { def }}{=} h \in h_{\text {bal }}(X)$ is a balancing index for this refined coding scheme.

A2: $h=p$. In this case, from (22) and Definition 2,

$$
i_{c x} \in\left[\left\lfloor\frac{\left|\Gamma_{0}\right|}{2}\right\rfloor+\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|+1, \frac{k(k-1)}{2}\right)
$$

So, from (18),

$$
\begin{aligned}
\frac{k(k-1)}{2}-i_{c x} & \in\left[1, \frac{k(k-1)}{2}-\left\lfloor\frac{\left|\Gamma_{0}\right|}{2}\right\rfloor-\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|\right) \\
& \subseteq\left[1,\left\lceil\frac{\left|\Gamma_{0}\right|}{2}\right\rceil\right)
\end{aligned}
$$

Hence, from (5), (21) and the above relation,

$$
\begin{aligned}
m_{1}\left(X^{R}\right)= & m_{1}\left(X^{(k(k-1) / 2)}\right) \\
\in & {\left[m_{1}\left(X^{\left(i_{c x}\right)}\right)-\left(\frac{k(k-1)}{2}-i_{c x}\right)\right.} \\
& \left.m_{1}\left(X^{\left(i_{c x}\right)}\right)+\left(\frac{k(k-1)}{2}-i_{c x}\right)\right] \\
\subseteq & {\left[\frac{k(k+1)}{4}-\left(\left[\frac{\left|\Gamma_{0}\right|}{2}\right\rceil-1\right)\right.} \\
& \left.\frac{k(k+1)}{4}+\left(\left\lceil\frac{\left|\Gamma_{0}\right|}{2}\right\rceil-1\right)\right] \\
= & {\left[\frac{k(k+1)}{4}-\frac{\left|\Gamma_{0}\right|-1}{2}, \frac{k(k+1)}{4}+\frac{\left|\Gamma_{0}\right|-1}{2}\right] . }
\end{aligned}
$$

This, from Observation 2, implies,

$$
\begin{aligned}
m_{1}(X)=\frac{k(k+1)}{2}-m_{1}\left(X^{R}\right) \in & {\left[\frac{k(k+1)}{4}-\frac{\left|\Gamma_{0}\right|-1}{2},\right.} \\
& \left.\frac{k(k+1)}{4}+\frac{\left|\Gamma_{0}\right|-1}{2}\right] ;
\end{aligned}
$$

and so, there exists a "small $m_{1}$-imbalance" $\mu \in \mathbf{I N}$ such that,

$$
\begin{aligned}
& m_{1}(X)=\frac{k(k+1)}{4}-\mu \in\left[\frac{k(k+1)}{4}-\frac{\left|\Gamma_{0}\right|-1}{2}\right. \\
&\left.\frac{k(k+1)}{4}+\frac{\left|\Gamma_{0}\right|-1}{2}\right] .
\end{aligned}
$$

Again, from (8), there exists $C \in \Gamma_{0}$ with

$$
\begin{aligned}
m_{1}(C)= & \frac{r(r+1)}{4} \\
& +\mu \in\left[\frac{r(r+1)}{4}-\frac{\left|\Gamma_{0}\right|-1}{2}, \frac{r(r+1)}{4}+\frac{\left|\Gamma_{0}\right|-1}{2}\right] \\
= & m_{1}\left(\Gamma_{0}\right)
\end{aligned}
$$

such that $m_{1}\left(\left\langle\Gamma_{0}\right\rangle(X) C\right)=n(n+1) / 4$ because of Theorem 1 and (20). So, if $i_{c x} \in I_{p}$ then $\hat{h} \stackrel{\text { def }}{=} 0 \in h_{b a l}(X)$ is a balancing index for the refined coding scheme.

Case $k, r \in 4 \mathbf{I N}+2$. Let

$$
i_{c x} \in\left[0, \frac{k(k-1)}{2}\right]=\left[0, \frac{k(k-1)}{2}+1\right)
$$

be an $m_{1}$-crossing index of $X$ defined in Definition 2. Here, the integer intervals in (11) are given by

$$
I_{h} \stackrel{\text { def }}{=}\left[d_{h}-\frac{\left|\Gamma_{h}\right|}{2}+1, d_{h}+\frac{\left|\Gamma_{h}\right|}{2}\right],
$$

for all integer $h \in[0, p-1]$; and,

$$
\begin{equation*}
I_{p} \stackrel{\text { def }}{=}\left[\frac{\left|\Gamma_{0}\right|}{2}+\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|+1, \sum_{h=0}^{p-1}\left|\Gamma_{h}\right|\right) \tag{23}
\end{equation*}
$$

From (18) and $\epsilon(k, r)=1$, the family $\left\{I_{h}: h \in[0, p]\right\}$ partitions the index range interval $[0, k(k-1) / 2]$. So, there exists an integer $h \in[0, p]$ such that $i_{c x} \in I_{h}$. Based on (23), exactly one of the following subcases must hold.

B1: $h \in[0, p-1],(16)$ holds and

$$
\begin{aligned}
i_{c x}=d_{h}+\frac{\left|\Gamma_{h}\right|}{2} & \Longleftrightarrow \delta i \stackrel{\text { def }}{=}\left(i_{c x}-1\right)-d_{h} \\
& =\frac{\left|\Gamma_{h}\right|}{2}-1=\frac{\left|\Gamma_{h}\right|-2}{2} .
\end{aligned}
$$

In this case, from (5) and (16), there always exists a "small $m_{1}$-imbalance" $\mu \in \mathbf{I N}$ such that,

$$
\begin{aligned}
m_{1}\left(X^{\left(d_{h}\right)}\right)= & \left\lceil\frac{k(k+1)}{4}\right\rceil \\
& -\mu \in\left[m_{1}\left(X^{\left(i_{c x}-1\right)}\right)-\delta i, m_{1}\left(X^{\left(i_{c x}-1\right)}\right)+\delta i\right] \\
= & {\left[\left\lceil\frac{k(k+1)}{4}\right\rceil-\frac{\left|\Gamma_{h}\right|-2}{2},\right.} \\
& \left.\left\lceil\frac{k(k+1)}{4}\right\rceil+\frac{\left|\Gamma_{h}\right|-2}{2}\right] .
\end{aligned}
$$

Hence, from (8), there exists $C \in \Gamma_{h}$ with

$$
\begin{aligned}
m_{1}(C)= & \left\lfloor\frac{r(r+1)}{4}\right\rfloor \\
& +\mu \in\left[\left\lfloor\frac{r(r+1)}{4}\right\rfloor-\frac{\left|\Gamma_{h}\right|-2}{2},\right. \\
& \left.\left\lfloor\frac{r(r+1)}{4}\right\rfloor+\frac{\left|\Gamma_{h}\right|-2}{2}\right] \subseteq m_{1}\left(\Gamma_{h}\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
m_{1} & \left(\left\langle\Gamma_{h}\right\rangle(X) C\right) \\
& =m_{1}\left(X^{\left(d_{h}\right)}\right)+m_{1}(C)+k m_{0}(C) \\
& =\left(\left\lceil\frac{k(k+1)}{4}\right\rceil-\mu\right)+\left(\left\lfloor\frac{r(r+1)}{4}\right\rfloor+\mu\right)+\frac{k r}{2} \\
& =\frac{n(n+1)}{4},
\end{aligned}
$$

because of Theorem 1 and (20). This means that $\hat{h} \stackrel{\text { def }}{=} h \in$ $h_{b a l}(X)$ is a balancing index for the refined coding scheme.

B2: $h \in[0, p-1]$, (16) holds and

$$
\begin{aligned}
i_{c x} & \in\left[d_{h}-\left(\frac{\left|\Gamma_{h}\right|}{2}-1\right), d_{h}+\left(\frac{\left|\Gamma_{h}\right|}{2}-1\right)\right] \\
& \Longleftrightarrow \delta i \stackrel{\text { def }}{=} i_{c x}-d_{h} \in\left[-\frac{\left|\Gamma_{h}\right|-2}{2}, \frac{\left|\Gamma_{h}\right|-2}{2}\right] .
\end{aligned}
$$

In this case, from (5) and (16), there always exists a "small $m_{1}$-imbalance" $\mu \in \mathbf{I N}$ such that,

$$
\begin{aligned}
& m_{1}\left(X^{\left(d_{h}\right)}\right)=\left\lfloor\frac{k(k+1)}{4}\right\rfloor \\
&-\mu \in\left[m_{1}\left(X^{\left(i_{c x}\right)}\right)-|\delta i|, m_{1}\left(X^{\left(i_{c x}\right)}\right)+|\delta i|\right] \\
&= {\left[\left\lfloor\frac{k(k+1)}{4}\right\rfloor-|\delta i|,\left\lfloor\frac{k(k+1)}{4}\right\rfloor+|\delta i|\right] } \\
& \subseteq {\left[\left\lfloor\frac{k(k+1)}{4}\right\rfloor-\frac{\left|\Gamma_{h}\right|-2}{2},\right.} \\
&\left.\left\lfloor\frac{k(k+1)}{4}\right\rfloor+\frac{\left|\Gamma_{h}\right|-2}{2}\right] .
\end{aligned}
$$

Hence, from (8), there exists $C \in \Gamma_{h}$ with

$$
\begin{aligned}
m_{1}(C)=\left\lceil\frac{r(r+1)}{4}\right\rceil+ & \mu \in\left[\left\lceil\frac{r(r+1)}{4}\right\rceil-\frac{\left|\Gamma_{h}\right|-2}{2}\right. \\
& \left.\left\lceil\frac{r(r+1)}{4}\right\rceil+\frac{\left|\Gamma_{h}\right|-2}{2}\right] \subseteq m_{1}\left(\Gamma_{h}\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
m_{1} & \left(\left\langle\Gamma_{h}\right\rangle(X) C\right) \\
& =m_{1}\left(X^{\left(d_{h}\right)}\right)+m_{1}(C)+k m_{0}(C) \\
& =\left(\left\lfloor\frac{k(k+1)}{4}\right\rfloor-\mu\right)+\left(\left\lceil\frac{r(r+1)}{4}\right\rceil+\mu\right)+\frac{k r}{2} \\
& =\frac{n(n+1)}{4},
\end{aligned}
$$

because of Theorem 1 and (20). This means that $\hat{h} \stackrel{\text { def }}{=} h \in h_{b a l}(X)$.

B3: $h=p$, (16) holds and

$$
i_{c x} \in\left[\frac{\left|\Gamma_{0}\right|}{2}+\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|+1, \frac{k(k-1)}{2}\right]
$$

So, from (18) and $\epsilon(k, r)=1$,

$$
\begin{aligned}
\frac{k(k-1)}{2}-i_{c x} & \in\left[0, \frac{k(k-1)}{2}-\frac{\left|\Gamma_{0}\right|}{2}-\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|\right] \\
& \subseteq\left[0, \frac{\left|\Gamma_{0}\right|}{2}-1\right]
\end{aligned}
$$

Hence, from (5), (16) and the above relation,

$$
\begin{aligned}
& m_{1}\left(X^{R}\right)= m_{1}\left(X^{(k(k-1) / 2)}\right) \\
& \in {\left[m_{1}\left(X^{\left(i_{c x}\right)}\right)-\left(\frac{k(k-1)}{2}-i_{c x}\right)\right.} \\
&\left.m_{1}\left(X^{\left(i_{c x}\right)}\right)+\left(\frac{k(k-1)}{2}-i_{c x}\right)\right] \\
& \subseteq {\left[\left\lfloor\frac{k(k+1)}{4}\right\rfloor-\frac{\left|\Gamma_{0}\right|-2}{2},\right.} \\
&\left.\left\lfloor\frac{k(k+1)}{4}\right\rfloor+\frac{\left|\Gamma_{0}\right|-2}{2}\right]
\end{aligned}
$$

This, from Observation 2, implies,

$$
\begin{aligned}
m_{1}(X)=\frac{k(k+1)}{2}-m_{1}\left(X^{R}\right) \in & {\left[\left\lceil\frac{k(k+1)}{4}\right\rceil-\frac{\left|\Gamma_{0}\right|-2}{2},\right.} \\
& \left.\left\lceil\frac{k(k+1)}{4}\right\rceil+\frac{\left|\Gamma_{0}\right|-2}{2}\right]
\end{aligned}
$$

and so, there exists a "small $m_{1}$-imbalance" $\mu \in \mathbf{I N}$ such that,

$$
\begin{aligned}
m_{1}(X)=\left\lceil\frac{k(k+1)}{4}\right\rceil-\mu \in & {\left[\left\lceil\frac{k(k+1)}{4}\right\rceil-\frac{\left|\Gamma_{0}\right|-2}{2},\right.} \\
& \left.\left\lceil\frac{k(k+1)}{4}\right\rceil+\frac{\left|\Gamma_{0}\right|-2}{2}\right] .
\end{aligned}
$$

Hence, from (8), there exists $C \in \Gamma_{0}$ with

$$
\begin{aligned}
m_{1}(C)=\left\lfloor\frac{r(r+1)}{4}\right\rfloor & +\mu \in\left[\left\lfloor\frac{r(r+1)}{4}\right\rfloor-\frac{\left|\Gamma_{0}\right|-2}{2},\right. \\
& \left.\left\lfloor\frac{r(r+1)}{4}\right\rfloor+\frac{\left|\Gamma_{0}\right|-2}{2}\right\rfloor \subseteq m_{1}\left(\Gamma_{0}\right)
\end{aligned}
$$

such that $m_{1}\left(\left\langle\Gamma_{0}\right\rangle(X) C\right)=n(n+1) / 4$ because of Theorem 1 and (20). So, if $i_{c x} \in I_{p}$ then $\hat{h} \stackrel{\text { def }}{=} 0 \in h_{b a l}(X)$.
$\mathbf{C 1}: h \in[0, p-1],(17)$ holds and

$$
\begin{aligned}
i_{c x}=d_{h}+\frac{\left|\Gamma_{h}\right|}{2} & \left.\Longleftrightarrow \delta i \stackrel{\text { def }}{=}\left(i_{c x}-1\right)-d_{h}\right] \\
& =\frac{\left|\Gamma_{h}\right|}{2}-1=\frac{\left|\Gamma_{h}\right|-2}{2} .
\end{aligned}
$$

This case follows exactly as the case B1 where the floor function is exchanged with the ceiling function. Here $\hat{h} \stackrel{\text { def }}{=} h \in h_{b a l}(X)$.

C2: $h \in[0, p-1]$, (17) holds and

$$
\begin{aligned}
i_{c x} \in & {\left[d_{h}-\left(\frac{\left|\Gamma_{h}\right|}{2}-1\right), d_{h}+\left(\frac{\left|\Gamma_{h}\right|}{2}-1\right)\right] } \\
& \Longleftrightarrow \delta i \stackrel{\text { def }}{=} i_{c x}-d_{h} \in\left[-\frac{\left|\Gamma_{h}\right|-2}{2}, \frac{\left|\Gamma_{h}\right|-2}{2}\right] .
\end{aligned}
$$

This case follows exactly as the case $\mathbf{B 2}$ where the floor function is exchanged with the ceiling function. Here $\hat{h} \stackrel{\text { def }}{=} h \in h_{b a l}(X)$.

C3: $h=p$, (17) holds and

$$
i_{c x} \in\left[\frac{\left|\Gamma_{0}\right|}{2}+\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|+1, \frac{k(k-1)}{2}\right]
$$

This case follows exactly as the case $\mathbf{B 3}$ where the floor function is exchanged with the ceiling function. Here $\hat{h} \stackrel{\text { def }}{=} 0 \in h_{\text {bal }}(X)$.

Since no other cases are left, property 2) holds. As we can see, property 2 ) follows similarly to the proof of [19, Th. 4]. In fact, here we have even proven a slightly stronger result; namely, we have shown that if an $m_{1}$-crossing index $i_{c x} \in[0, k(k-1) / 2+[(k / 2) \bmod 2])$ of the random walk $R W(X)$ in (15) lies in $I_{h}$ then $h \in h_{b a l}(X) \in[0, p-1]$ is a balancing index for the refined scheme. This, modulus the necessary length of the random walk given by $k(k-1) / 2+$ $[(k / 2) \bmod 2]$ (see case A2, B3 and C3 above). In Section III, we will make a good use of this improved result.

Property 3) of Definition 1 holds because the functions $\left\langle\Gamma_{h}\right\rangle$ in (12) are permutations of the components of $X$. So, $\mathcal{B}$ is a set of $m_{1}$-balancing functions according to Definition 1 . In particular, this statement holds true if we let $\bigcup_{h=0}^{p-1}\left|\Gamma_{h}\right|=$ $S(r, r / 2)$. In this case, $k$ must satisfy

$$
\frac{k(k-1)}{2} \leq|S(r, r / 2)|-\epsilon(k, r) ;
$$

which is equivalent to $k(k-1) / 2 \leq\binom{ r}{r / 2}$ because $k, r \in 2 \mathbf{I N}$, $n \in 4 \mathbf{I N}$ and because whenever $k, r \in 4 \mathbf{I N}+2$ it follows $k(k-1) / 2 \in 2 \mathbf{I} \mathbf{N}+1$ and $\binom{r}{r / 2} \in 2 \mathbf{I N}$.

At this point, the encoding of an information word is done as follows.

```
Algorithm 1 General Encoding Algorithm
Input: the information word \(Z \in \boldsymbol{Z}_{2}^{\tilde{k}}\).
Output: the codeword
\[
Y C=\mathcal{E}_{2}\left(\mathcal{E}_{1}(Z)\right)=\left(\mathcal{E}_{1} \circ \mathcal{E}_{2}\right)(Z) \in \mathcal{S N}(n, 2)
\]
```

where $n=k+r, Y \in \mathbb{Z}_{2}^{k}$ and $C \in \mathbf{Z}_{2}^{r}$.
Perform steps S0, S1 and S2.
S0: $m_{0}$-balance the information word $Z$. For example, any $m_{0}$-balancing method given in [1], [2], [4], [7], [12], [18], [19] or [21] can be used. Let $X$ be the $m_{0}$-balanced information word of length $k$ associated with $Z$; i. e., $X=\mathcal{E}_{1}(Z)$. In this way, $m_{0}(X)=k / 2$.
S1: find a balancing index of $X$ and then compute the relative information and check part of the codeword. For the time being, assume this is done exhaustively by computing the set, $h_{b a l}(X)$, of all possible balancing indices associated with $X$ as follows. For all $h \in[0, p-1]$ do steps S1.1, S1.2, S1.3 and S1.4.
S1.1: compute $\left\langle\Gamma_{h}\right\rangle(X)=X^{\left(d_{h}\right)}$.
S1.2: compute $m_{1}\left(\left\langle\Gamma_{h}\right\rangle(X)\right)$.

S1.3: compute the $m_{1}$-unbalance

$$
\begin{equation*}
\mu_{1}=\frac{n(n+1)}{4}-m_{1}\left(\left\langle\Gamma_{h}\right\rangle(X)\right)-\frac{k r}{2} . \tag{24}
\end{equation*}
$$

S1.4: if there exists $C \in \Gamma_{h}$ such that $m_{1}(C)=\mu_{1}$ then a balancing index $h_{b a l} \stackrel{\text { def }}{=} h$ is found and the relative $m_{1}$-balancing check is $C_{h_{b a l}} \stackrel{\text { def }}{=} C \in \Gamma_{h_{b a l}}$. Note that such $m_{1}$-balancing check exists in $\Gamma_{h}$ if, and only if, $\mu_{1} \in m_{1}\left(\Gamma_{h}\right)=\left[\alpha_{h}, \beta_{h}\right]$ (because of Observation 4 above).
S2: for the $m_{0}$-balanced information word $X$, select the $m_{1-}$ balanced codeword as

$$
\mathcal{E}_{2}(X)=Y C=\left\langle\Gamma_{h_{b a l}}\right\rangle(X) C_{h_{b a l}}=X^{\left(d_{h_{b a l}}\right)} C_{h_{b a l}}
$$

where $h_{b a l} \in h_{b a l}(X) \subseteq[0, p-1]$ is one among all possible balancing indices found in step S 1 . In this way, the information word $Z$ is encoded into the 2-OSN word $Y C=\mathcal{E}_{2}(X)=$ $\mathcal{E}_{2}\left(\mathcal{E}_{1}(Z)\right)$.
S3: Output $\mathcal{E}_{2}(X)$ and exit.

On the other hand, the decoding is performed as follows.

```
Algorithm 2 General Decoding Algorithm
Input: the codeword associated with some \(Z \in \mathbb{Z}_{2}^{\tilde{k}}\),
\[
Y C=\mathcal{E}_{2}\left(\mathcal{E}_{1}(Z)\right)=\left(\mathcal{E}_{1} \circ \mathcal{E}_{2}\right)(Z) \in \mathcal{S N}(n, 2)
\]
```

with $n=k+r, Y \in \mathbb{Z}_{2}^{k}$ and $C \in \mathbf{Z}_{2}^{r}$.
Output: the information word $Z=\left(\mathcal{E}_{1} \circ \mathcal{E}_{2}\right)^{-1}(Y C)$.
Perform steps S0, S1 and S2.
S0: compute the index $h_{b a l} \in[0, p-1]$ such that $C \in \Gamma_{h_{b a l}}$.
S1: compute the word $X=\mathcal{E}_{2}^{-1}(Y C)=\left\langle\Gamma_{h_{\text {bal }}}\right\rangle^{-1}(Y)$.
S2: undo the $m_{0}$-balancing of the word $X$ using the method chosen in step S 0 of Algorithm 1. Let $Z=\mathcal{E}_{1}^{-1}(X) \in \boldsymbol{Z}_{2}^{\tilde{k}}$ be the information word whose $m_{0}$-balanced encoding is $X$. In this way, the word $Y C$ is decoded into the word

$$
Z=\mathcal{E}_{1}^{-1}(X)=\mathcal{E}_{1}^{-1}\left(\mathcal{E}_{2}^{-1}(Y C)\right)=\left(\mathcal{E}_{1} \circ \mathcal{E}_{2}\right)^{-1}(Y C)
$$

S3: Output $Z$ and exit.

The following example shows the $m_{1}$-balancing part of Algorithm 1 and the $m_{1}$-unbalancing part of Algorithm 2.

Example 5 (Code Design for $k=12, r=8$ and $p=8$ ): Let the number of $m_{0}$-balanced information bits be $k=12 \in 2 \mathbf{I N}$. So, if $r=8 \in 2 \mathbf{I N}$ then relation (19) holds because

$$
\frac{k(k-1)}{2}=66 \leq 70=\binom{8}{4}=\binom{r}{r / 2}
$$

This means that with $r=8$, by letting

$$
\bigcup_{h=0}^{p-1}\left|\Gamma_{h}\right|=S(8,4)
$$

a code design of length $n=k+r=20$ with

$$
p=s\left(8,4,8 \cdot \frac{9}{4}=18\right)=8
$$

$m_{1}$-balancing functions can be given to $m_{1}$-balance the $k=12$ $m_{0}$-balanced bits. Columns 2 through 8 of Table I define a particular partition $\mathcal{C S}=\left\{\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{7}\right\}$. We readily note that $\Gamma_{7}$ is redundant and a code design can be given with $p=7 m_{1}$-balancing functions by using the first $7 \Gamma_{h}$. This is because

$$
\frac{k(k-1)}{2}=66 \leq 69=70-\left|\Gamma_{7}\right|=\sum_{h=0}^{6}\left|\Gamma_{h}\right|
$$

and so (18) is satisfied. However, note that by using $p=8$, instead of 7, $m_{1}$-balancing functions we increase the average number of possible encodings of a given information word. Thus, by applying the same method given in [12], [16], and [29] for balanced codes to the 2-OSN codes given here, a little more extra information can be conveyed by the code. Now, the mo-weight of every codeword must be equal to $n / 2=10$ and the $m_{1}$-weight must be equal to $n(n+1) / 4=105$. Suppose

$$
X=100000101111
$$

is the given $m_{0}$-balanced word which needs to be encoded into a word of $\mathcal{S N}(20,2)$. The entire random walk sequence for $X$ is given below (where the left arrows to the right indicate a word in $\mathcal{S N}(12,2))$.

$$
\begin{aligned}
& X^{\left(d_{0}\right)}=X^{(\mathbf{0})}=100000101111, \quad m_{1}\left(X^{(\mathbf{0})}\right)=50, \\
& X^{(1)}=\underline{010000101111,} \quad m_{1}\left(X^{(1)}\right)=51, \\
& X^{(2)}=0 \underline{01000101111, ~} \quad m_{1}\left(X^{(2)}\right)=52 \text {, } \\
& X^{(3)}=000100101111, \quad m_{1}\left(X^{(3)}\right)=53, \\
& X^{(4)}=000 \underline{010101111,} \quad m_{1}\left(X^{(4)}\right)=54, \\
& X^{(5)}=0000 \underline{01} 101111, \quad m_{1}\left(X^{(5)}\right)=55, \\
& X^{(6)}=00000 \underline{1101111,} \quad m_{1}\left(X^{(6)}\right)=55 \text {, } \\
& X^{(7)}=000001 \underline{1011111, ~} \quad m_{1}\left(X^{(7)}\right)=56 \text {, } \\
& X^{(8)}=0000010 \underline{11111}, \quad m_{1}\left(X^{(8)}\right)=56 \text {, } \\
& X^{(9)}=00000101 \underline{1111}, \quad m_{1}\left(X^{(9)}\right)=56, \\
& X^{(10)}=000001011 \underline{111}, \quad m_{1}\left(X^{(10)}\right)=56 \text {, } \\
& X^{(11)}=0000010111 \underline{11}, \quad m_{1}\left(X^{(11)}\right)=56, \\
& X^{(12)}=000001011 \underline{111}, \quad m_{1}\left(X^{(12)}\right)=56, \\
& X^{(13)}=00000101 \underline{111} \underline{1}, \quad m_{1}\left(X^{(13)}\right)=56, \\
& X^{(14)}=0000010 \underline{11111}, \quad m_{1}\left(X^{(14)}\right)=56, \\
& X^{\left(d_{1}\right)}=X^{(\mathbf{1 5})}=000001 \underline{10111 \underline{1}, \quad m_{1}\left(X^{(\mathbf{1 5})}\right)=55, ~} \\
& X^{(16)}=00000 \underline{110111 \underline{1}}, \quad m_{1}\left(X^{(16)}\right)=55, \\
& X^{(17)}=0000 \underline{1010111 \underline{1}}, \quad m_{1}\left(X^{(17)}\right)=54, \\
& X^{(18)}=000 \underline{10010111 \underline{1}}, \quad m_{1}\left(X^{(18)}\right)=53,
\end{aligned}
$$

$$
\begin{aligned}
& X^{(19)}=00 \underline{100010111 \underline{1},} \quad m_{1}\left(X^{(19)}\right)=52, \\
& X^{(20)}=\underline{1000010111 \underline{1},} \quad m_{1}\left(X^{(20)}\right)=51, \\
& X^{(21)}=\underline{100000101111}, \quad m_{1}\left(X^{(21)}\right)=50, \\
& X^{(22)}=\underline{100000101111}, \quad m_{1}\left(X^{(22)}\right)=50 \text {, } \\
& X^{(23)}=10000010111 \underline{1}, \quad m_{1}\left(X^{(23)}\right)=50 \text {, } \\
& X^{(24)}=\underline{10000010111 \underline{1},} \quad m_{1}\left(X^{(24)}\right)=50, \\
& X^{(25)}=\underline{10000010111 \underline{1}}, \quad m_{1}\left(X^{(25)}\right)=50, \\
& X^{(26)}=\underline{100001001111}, \quad m_{1}\left(X^{(26)}\right)=49, \\
& X^{\left(d_{2}\right)}=X^{(27)}=\underline{100001001111}, \quad m_{1}\left(X^{(27)}\right)=49, \\
& X^{(28)}=\underline{100001010111}, \quad m_{1}\left(X^{(28)}\right)=48, \\
& X^{(29)}=\underline{10000101 \underline{1011}}, \quad m_{1}\left(X^{(29)}\right)=47 \text {, } \\
& X^{(30)}=\underline{100001011101}, \quad m_{1}\left(X^{(30)}\right)=46 \text {, } \\
& X^{(31)}=100001011101, \quad m_{1}\left(X^{(31)}\right)=46 \text {, } \\
& X^{(32)}=\underline{100001011101}, \quad m_{1}\left(X^{(32)}\right)=46 \text {, } \\
& X^{(33)}=\underline{100001 \underline{101}} \underline{\underline{0}}, \quad m_{1}\left(X^{(33)}\right)=45 \text {, } \\
& X^{(34)}=\underline{100001101101}, \quad m_{1}\left(X^{(34)}\right)=45 \text {, } \\
& X^{(35)}=\underline{100010101101}, \quad m_{1}\left(X^{(35)}\right)=44 \text {, } \\
& X^{(36)}=\underline{100100101101}, \quad m_{1}\left(X^{(36)}\right)=43 \text {, } \\
& X^{(38)}=\underline{110000101101}, \quad m_{1}\left(X^{(38)}\right)=41 \text {, } \\
& X^{\left(d_{3}\right)}=X^{(37)}=\underline{101000101101}, m_{1}\left(X^{(37)}\right)=42 \text {, } \\
& X^{(39)}=\underline{110000101101}, \quad m_{1}\left(X^{(39)}\right)=41, \\
& X^{(40)}=\underline{110000101101}, \quad m_{1}\left(X^{(40)}\right)=41 \text {, } \\
& X^{(41)}=\underline{110000101101}, \quad m_{1}\left(X^{(41)}\right)=41 \text {, } \\
& X^{(42)}=\underline{110001001101}, \quad m_{1}\left(X^{(42)}\right)=40 \text {, } \\
& X^{(43)}=\underline{110001001} \underline{101}, \quad m_{1}\left(X^{(43)}\right)=40, \\
& X^{(44)}=\underline{110001010101}, \quad m_{1}\left(X^{(44)}\right)=39, \longleftarrow \\
& X^{(45)}=\underline{11000101} \underline{1001}, \quad m_{1}\left(X^{(45)}\right)=38, \\
& X^{\left(d_{4}\right)}=X^{(46)}=\underline{110001011001}, \quad m_{1}\left(X^{(46)}\right)=38, \\
& X^{(47)}=\underline{110001 \underline{101001}}, \quad m_{1}\left(X^{(47)}\right)=37, \\
& X^{(48)}=\underline{11000} \underline{1101001}, \quad m_{1}\left(X^{(48)}\right)=37 \text {, } \\
& X^{(49)}=\underline{110010101001}, \quad m_{1}\left(X^{(49)}\right)=36 \text {, } \\
& X^{(50)}=\underline{110100101001}, \quad m_{1}\left(X^{(50)}\right)=35 \text {, } \\
& X^{(51)}=\underline{111000101001}, \quad m_{1}\left(X^{(51)}\right)=34 \text {, } \\
& X^{(52)}=\underline{111000101001}, \quad m_{1}\left(X^{(52)}\right)=34 \text {, }
\end{aligned}
$$

$$
\begin{aligned}
& X^{\left(d_{5}\right)}=X^{(53)}=\underline{111000101001}, \quad m_{1}\left(X^{(53)}\right)=34, \\
& X^{(54)}=\underline{111001001001}, \quad m_{1}\left(X^{(54)}\right)=33, \\
& X^{(55)}=\underline{111001001001}, \quad m_{1}\left(X^{(55)}\right)=33 \text {, } \\
& X^{(56)}=\underline{111001010001}, \quad m_{1}\left(X^{(56)}\right)=32 \text {, } \\
& X^{(57)}=\underline{111001} \underline{100001}, \quad m_{1}\left(X^{(57)}\right)=31, \\
& X^{\left(d_{6}\right)}=X^{(58)}=\underline{111001100001}, \quad m_{1}\left(X^{(58)}\right)=31 \text {, } \\
& X^{(59)}=\underline{111010100001}, \quad m_{1}\left(X^{(59)}\right)=30, \\
& X^{(60)}=\underline{111100100001}, \quad m_{1}\left(X^{(60)}\right)=29, \\
& X^{(d 7)}=X^{(\mathbf{6 1 )}}=\underline{111100} 100001, \quad m_{1}\left(X^{(\mathbf{6 1 )})}\right)=29, \\
& X^{(62)}=\underline{111101000001}, \quad m_{1}\left(X^{(62)}\right)=28, \\
& X^{(63)}=\underline{111101000001}, \quad m_{1}\left(X^{(63)}\right)=28, \\
& X^{(64)}=\underline{111100100001}, \quad m_{1}\left(X^{(64)}\right)=29 \text {, } \\
& X^{(65)}=\underline{111100100001}, \quad m_{1}\left(X^{(65)}\right)=29 \text {, } \\
& X^{(66)}=\underline{111101000001}, \quad m_{1}\left(X^{(66)}\right)=28 .
\end{aligned}
$$

Note that, unlike the simple encoding scheme in [20] where all the $k(k-1) / 2=66$ possible functions $X \rightarrow X^{(i)}$, $i \in[0, k(k-1) / 2)$, are used as the $m_{1}$-balancing functions, here only $p=8$ of them are used. In fact, the family of the $m_{1}$-balancing functions $\mathcal{B}=\left\{\left\langle\Gamma_{h}\right\rangle: h \in[0,7]\right\}$ is defined as follows. From the definition of $\Gamma_{h}$ in Table I, along with (10) and (12), we have $\left\langle\Gamma_{h}\right\rangle(X)=X^{\left(d_{h}\right)}, h \in[0,7]$, with $d_{0}=0$, $d_{1}=15, d_{2}=27, d_{3}=37, d_{4}=46, d_{5}=53, d_{6}=58$ and $d_{7}=61$. That is,

$$
\begin{aligned}
& \left\langle\Gamma_{0}\right\rangle(X)=X^{(\mathbf{0})}=x_{1} x_{2} x_{3} x_{4} x_{5} x_{6} x_{7} x_{8} x_{9} x_{10} x_{11} x_{12} \stackrel{\text { def }}{=} X, \\
& \left\langle\Gamma_{1}\right\rangle(X)=X^{(\mathbf{1 5})}=x_{2} x_{3} x_{4} x_{5} x_{6} x_{7} \underline{x_{12}} x_{8} x_{9} x_{10} x_{11} \underline{x_{1}}, \\
& \left\langle\Gamma_{2}\right\rangle(X)=X^{(27)}=\underline{x_{12}} x_{3} x_{4} x_{5} x_{6} x_{7} x_{8} x_{2} x_{9} x_{10} x_{11} \underline{x_{1}}, \\
& \left\langle\Gamma_{3}\right\rangle(X)=X^{(37)}=\underline{x_{12}} x_{3} \underline{x_{11} x_{4}} x_{5} x_{6} x_{7} x_{8} x_{9} x_{10} \underline{x_{2} x_{1}}, \\
& \left\langle\Gamma_{4}\right\rangle(X)=X^{(46)}=\underline{x_{12}} x_{11} x_{4} x_{5} x_{6} x_{7} x_{8} x_{10} x_{9} x_{3} x_{2} x_{1}, \\
& \left\langle\Gamma_{5}\right\rangle(X)=X^{(53)}=\underline{x_{12} x_{11}} x_{10} x_{5} \underline{x_{6} x_{4}} x_{7} x_{8} x_{9} \underline{x_{3} x_{2} x_{1}}, \\
& \left\langle\Gamma_{6}\right\rangle(X)=X^{(58)}=\underline{x_{12} x_{11} x_{10}} x_{5} x_{6} x_{9}, x_{7} x_{8} \underline{x_{4} x_{3} x_{2} x_{1}}, \\
& \left\langle\Gamma_{7}\right\rangle(X)=X^{(61)}=\underline{x_{12} x_{11} x_{10} x_{9} x_{6} x_{5}} x_{7} x_{8} \underline{x_{4} x_{3} x_{2} x_{1}} .
\end{aligned}
$$

In this way, letting

$$
M_{1} \stackrel{\text { def }}{=} \frac{n(n+1)}{4}-\frac{k r}{2}=105-48=57,
$$

the encoding Algorithm 1 executes steps S1 and S2 as follows. S1 (for $h=0$ and $d_{0}=0$ ): compute

$$
\begin{aligned}
\left\langle\Gamma_{0}\right\rangle(X) & =X^{(0)}=100000101111(=X), \\
m_{1}\left(X^{(0)}\right) & =50, \\
\mu_{1} & =M_{1}-m_{1}\left(X^{(0)}\right)=57-50=7 .
\end{aligned}
$$

We have $\mu_{1}=7 \notin m_{1}\left(\Gamma_{0}\right)=[10,26] \Longleftrightarrow$ there is no check word $C \in \Gamma_{0}$ such that $m_{1}(C)=\mu_{1}$.

TABLE I
EXAMPLE WITH $n=20, k=12, r=8$ AND $p=8$

| $S(8,4, \mu) \backslash \Gamma_{h}$ | $\Gamma_{0}$ | $\Gamma_{1}$ | $\Gamma_{2}$ | $\Gamma_{3}$ | $\Gamma_{4}$ | $\Gamma_{5}$ | $\Gamma_{6}$ | $\Gamma_{7}$ | $s(8,4, \mu)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S(8,4, \alpha=10)=$ | 11110000 |  |  |  |  |  |  |  | 1 |
| $S(8,4,11)=$ | 11101000 |  |  |  |  |  |  |  | 1 |
| $S(8,4,12)=$ | 11011000 | $11100100 \sqrt{9}$ |  |  |  |  |  |  | 2 |
| $S(8,4,13)=$ | 10111000 | $11010100{ }^{10}$ | ${ }^{11100010}$ |  |  |  |  |  | 3 |
| $S(8,4,14)=$ | 01111000 | 10110100 [11 | ${ }^{11001100}{ }_{[23}{ }^{11}$ | $11010010 \text { [33] }$ | 11100001 [42 |  |  |  | 5 |
| $S(8,4,15)=$ | $01110100$ | $10101100{ }_{\text {12 }}$ | ${ }^{10110010}{ }_{\text {[24 }}{ }^{11}$ | ${ }^{11001010}{ }_{\text {[34 }}^{1}$ | $11010001 \underset{43}{43}$ |  |  |  | 5 |
| $S(8,4,16)=$ | $01101100$ | $10011100$ | ${ }^{01110010 \quad 125}$ | $10101010 \quad\left[\begin{array}{l} 35 \\ \hline \end{array}\right.$ | $11000110$ | $10110001$ | 11001001 [56 |  | 7 |
| $S(8,4,17)=$ | $01011100 \quad 6$ | ${ }^{01101010}{ }_{\text {14 }}{ }^{1}$ | ${ }^{10011010}{ }_{[26}{ }^{1}$ | ${ }^{10100110}{ }_{\text {[36 }}{ }^{0}$ | ${ }^{01110001}{ }_{\text {45 }]^{101}}$ | ${ }^{10101001}{ }_{\text {52 }}{ }^{11}$ | ${ }^{11000101} \sqrt{57}$ |  | 7 |
| $S(8,4,18)=$ | $00111100 \times$ |  | ${ }^{01100110}{ }_{[27}{ }^{1}$ | ${ }^{10010110} \sqrt{37}{ }^{0}$ | ${ }^{01101001 ~[46]^{100}}$ | 10011001 [53 ${ }^{101}$ | 10100101 [58] | ${ }^{11000011}$ [61\|| | 8 |
| $S(8,4,19)=$ | $00111010 \quad 1$ | $01010110{ }^{16}$ | $10001110{ }^{28} 0$ | 01011001 [38 | ${ }^{01100101}{ }_{47}{ }^{1}$ | 10010101 [54 | 10100011 [59 |  | 7 |
| $S(8,4,20)=$ | $00110110 \quad 2$ | $01001110{ }^{17}$ | $00111001 \quad \sqrt{29}$ | $01010101$ | $10001101$ | 01100011 [55 ${ }^{100}$ | $10010011 \text { 60 }$ |  | 7 |
| $S(8,4,21)=$ | $00101110$ | 00110101 18 | $\begin{array}{\|c\|} \hline 01001101 \quad 30 \\ \hline \end{array}$ | $\begin{array}{\|l\|} \hline 01010011 \\ \hline \end{array}$ | $10001011 \quad 49$ |  |  |  | 5 |
| $S(8,4,22)=$ | $00011110 \quad 4$ | $00101101{ }^{19}$ | $00110011$ | $\begin{array}{\|l\|} \hline 01001011 \\ \hline 41 \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline 10000111 \quad 50 \\ \hline \end{array}$ |  |  |  | 5 |
| $S(8,4,23)=$ | $00011101$ | $00101011{ }^{20}$ | $01000111$ |  |  |  |  |  | 3 |
| $S(8,4,24)=$ | $00011011 \sqrt{6}$ | $00100111$ |  |  |  |  |  |  | 2 |
| $S(8,4,25)=$ | $00010111$ |  |  |  |  |  |  |  | 1 |
| $S(8,4, \beta=26)=$ | $00001111 \quad 8$ |  |  |  |  |  |  |  | 1 |
| $\left\|\Gamma_{h}\right\|=$ | 17 | 13 | 11 | 9 | 9 | 5 | 5 | 1 | 70 |
| $d_{h}=$ | 0 | 15 | 27 | 37 | 46 | 53 | 58 | 61 | $p=8$ |

For any integer $\mu \in[10,26]$, the $(\mu-8)$ th row gives the vectors $C=c_{1} c_{2} \ldots c_{8} \in S(8,4, \mu)$ in ascending lexicographic order where $c_{1}$ is the least significant symbol, $c_{8}$ is the most significant symbol and $0<1$. The last column give $s(8,4, \mu)=|S(8,4, \mu)|$ in (9), for all integers $\mu \in[10,26]$. For any integer $h \in[0,7]$, the $(h+2)$ th column gives $\Gamma_{h}$. The 19 th and 20 th rows give $\left|\Gamma_{h}\right|$ and $d_{h}$, for all $h \in[0,7]$, respectively. For all integers $\mu \in[10,26]$ and $h \in[0,7]$, if the entry in the lower right corner of the cell in the $(\mu-8)$ th row and $(h+2)$ th column is the integer $i \in[0,65]$ then $\hat{h}(i)=h$, where $\hat{h}:[0,65] \cap \mathbf{I N} \rightarrow[0,7]$ is the function in (25).
$\mathbf{S 1}\left(\right.$ for $h=1$ and $\left.d_{1}=15\right)$ : compute

$$
\begin{aligned}
\left\langle\Gamma_{1}\right\rangle(X) & =X^{(15)}=000001 \underline{101111}, \\
m_{1}\left(X^{(15)}\right) & =55 \\
\mu_{1} & =M_{1}-m_{1}\left(X^{(15)}\right)=57-55=2 .
\end{aligned}
$$

We have $\mu_{1}=2 \notin m_{1}\left(\Gamma_{1}\right)=[12,24] \Longleftrightarrow$ there is no check word $C \in \Gamma_{1}$ such that $m_{1}(C)=\mu_{1}$.
$\mathbf{S 1}$ (for $h=2$ and $d_{2}=27$ ): compute

$$
\begin{aligned}
\left\langle\Gamma_{2}\right\rangle(X) & =X^{(27)}=\underline{1} 00001 \underline{001111} \\
m_{1}\left(X^{(27)}\right) & =49, \\
\mu_{1} & =M_{1}-m_{1}\left(X^{(27)}\right)=57-49=8 .
\end{aligned}
$$

We have $\mu_{1}=8 \notin m_{1}\left(\Gamma_{2}\right)=[13,23] \Longleftrightarrow$ there is no check word $C \in \Gamma_{2}$ such that $m_{1}(C)=\mu_{1}$.
$\mathbf{S 1}$ (for $h=3$ and $d_{3}=37$ ): compute

$$
\begin{aligned}
\left\langle\Gamma_{3}\right\rangle(X) & =X^{(37)}=\underline{101000101101} \\
m_{1}\left(X^{(37)}\right) & =42 \\
\mu_{1} & =M_{1}-m_{1}\left(X^{(37)}\right)=57-42=15 .
\end{aligned}
$$

The check word $C=11001010 \in \Gamma_{3}$ is such that $m_{1}(C)=$ $\mu_{1}=15 \in m_{1}\left(\Gamma_{3}\right)=[14,22]$. So, $h_{b a l} \stackrel{\text { def }}{=} 3$ is an $m_{1}$-balancing index and the relative $m_{1}$-balancing check is $C_{3} \stackrel{\text { def }}{=} 11001010 \in \Gamma_{3}$.
$\mathbf{S 1}$ (for $h=4$ and $d_{4}=46$ ): compute

$$
\begin{aligned}
\left\langle\Gamma_{4}\right\rangle(X) & =X^{(46)}=\underline{110001011001} \\
m_{1}\left(X^{(46)}\right) & =38 \\
\mu_{1} & =M_{1}-m_{1}\left(X^{(46)}\right)=57-38=19 .
\end{aligned}
$$

The check word $C=01100101 \in \Gamma_{4}$ is such that $m_{1}(C)=\mu_{1}=19 \in m_{1}\left(\Gamma_{4}\right)=[14,22]$. So, $h_{\text {bal }} \stackrel{\text { def }}{=} 4$ is an $m_{1}$-balancing index and the relative $m_{1}$-balancing check is $C_{4} \stackrel{\text { def }}{=} 01100101 \in \Gamma_{4}$.

S1 (for $h=5$ and $d_{5}=53$ ): compute

$$
\begin{aligned}
\operatorname{fun} \Gamma_{5}(X) & =X^{(53)}=\underline{111000101001} \\
m_{1}\left(X^{(53)}\right) & =34 \\
\mu_{1} & =M_{1}-m_{1}\left(X^{(53)}\right)=57-34=23
\end{aligned}
$$

We have $\mu_{1}=23 \notin m_{1}\left(\Gamma_{5}\right)=[16,20] \Longleftrightarrow$ there is no check word $C \in \Gamma_{5}$ such that $m_{1}(C)=\mu_{1}$.

TABLE II
Comparisons With the Optimal Codes and the Codes in [20] for Some Code Length Values $n \in 4 \mathbf{I N}$

| $n$ | optimal | new scheme |  |  | scheme in [20] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{k}_{o p}$ | $k$ | $\tilde{k}$ | $\Delta \tilde{k}_{o p}$ | $k_{\text {[20] }}$ | $\tilde{k}_{[20]}$ | $\Delta \tilde{k}_{[20]}$ |
| 4 | 1 | 2 | 1 | 0 | - | 1 | 0 |
| 8 | 3 | 4 | 2 | 1 | - | 3 | -1 |
| 12 | 5 | 6 | 4 | 1 | - | 5 | -1 |
| 16 | 9 | 8 | 6 | 3 | - | 9 | -3 |
| 20 | 12 | 12 | 9 | 3 | - | 12 | -3 |
| 24 | 15 | 14 | 11 | 4 | - | 15 | -4 |
| 28 | 19 | 18 | 15 | 4 | 12 | 9 | 6 |
| 32 | 23 | 22 | 19 | 4 | 16 | 13 | 6 |
| 36 | 26 | 24 | 21 | 5 | 20 | 17 | 4 |
| 40 | 30 | 28 | 25 | 5 | 24 | 21 | 4 |
| 44 | 34 | 32 | 29 | 5 | 28 | 25 | 4 |
| 48 | 37 | 36 | 33 | 4 | 32 | 29 | 4 |
| 52 | 41 | 40 | 37 | 4 | 32 | 29 | 8 |
| 56 | 45 | 42 | 38 | 7 | 36 | 33 | 5 |
| 60 | 49 | 46 | 42 | 7 | 40 | 37 | 5 |
| 64 | 53 | 50 | 46 | 7 | 44 | 40 | 6 |
| 128 | 115 | 112 | 108 | 7 | 104 | 100 | 8 |
| 256 | 241 | 238 | 233 | 8 | 232 | 227 | 6 |
| 512 | 495 | 492 | 487 | 8 | 476 | 471 | 16 |
| 1024 | 1005 | 1002 | 996 | 9 | 988 | 982 | 14 |
| 2048 | 2027 | 2024 | 2018 | 9 | 2008 | 2002 | 16 |
| 4096 | 4073 | 4070 | 4063 | 10 | 4056 | 4049 | 14 |
| 8192 | 8167 | 8164 | 8157 | 10 | 8148 | 8141 | 16 |
| 16384 | 16357 | 16354 | 16346 | 11 | 16340 | 16332 | 14 |
| 32768 | 32739 | 32736 | 32728 | 11 | 32720 | 32712 | 16 |
| 65536 | 65505 | 65502 | 65493 | 12 | 65488 | 65479 | 14 |

The first column is the overall length, $n \in 4 \mathbf{I N}$, of 2 -OSN codes. The second column gives the information bits for the optimal 2-OSN code of length $n$. The third, fourth and fifth refer to the new coding scheme given in this paper. The sixth, seventh and eight refer to the coding scheme given in [20]. In particular, for each coding scheme, $k$ is the maximum number of $m_{0^{-}}$ balanced bits that can be $m_{1}$-balanced into $n$ bits and $\tilde{k}$ is the maximum number of information bits that can be $m_{0}$-balanced into $k$ bits. In the fifth column, $\Delta \tilde{k}_{o p}=\tilde{k}_{o p}-\tilde{k}$. In the eigth column, $\Delta \tilde{k}_{[20]}=\tilde{k}-\tilde{k}_{[20]}$. For $n \geq 128$, the values of the second column are obtained with the approximation $|\mathcal{S N}(n, 2)| \approx\left\lfloor(4 \sqrt{3} / \pi) 2^{n} / n^{2}\right\rfloor$ given in [20], [22].
$\mathbf{S 1}$ (for $h=6$ and $d_{5}=58$ ): compute

$$
\begin{aligned}
\left\langle\Gamma_{6}\right\rangle(X) & =X^{(58)}=\underline{111001100001} \\
m_{1}\left(X^{(58)}\right) & =31 \\
\mu_{1} & =M_{1}-m_{1}\left(X^{(58)}\right)=57-31=26 .
\end{aligned}
$$

We have $\mu_{1}=26 \notin m_{1}\left(\Gamma_{6}\right)=[16,20] \Longleftrightarrow$ there is no check word $C \in \Gamma_{6}$ such that $m_{1}(C)=\mu_{1}$.
$\mathbf{S 1}\left(\right.$ for $h=7$ and $\left.d_{5}=61\right)$ : compute

$$
\begin{aligned}
\left\langle\Gamma_{7}\right\rangle(X) & =X^{(61)}=\underline{111100100001} \\
m_{1}\left(X^{(61)}\right) & =29 \\
\mu_{1} & =M_{1}-m_{1}\left(X^{(58)}\right)=57-29=28
\end{aligned}
$$

We have $\mu_{1}=28 \notin m_{1}\left(\Gamma_{7}\right)=[18,18] \Longleftrightarrow$ there is no check word $C \in \Gamma_{7}$ such that $m_{1}(C)=\mu_{1}$.

At this point, execute step $S 2$.
S2: For example, select as encoding of the $m_{0}$-balanced word $X$ the $m_{1}$-balanced word

$$
\mathcal{E}_{2}(X)=X^{(37)} C_{3}=\underline{1010} 001011 \underline{01} 11001010 .
$$

However, note from the above, that $\mathcal{E}_{2}(X)=X^{(46)} C_{4}$ can also be chosen because

$$
h_{\text {bal }}(X)=\{3,4\} \subseteq[0,7] .
$$

With regard to decoding, on receiving the 2-OSN word

$$
Y C=10100010110111001010
$$

the sequence of the last $r=8$ bits (i.e., $C=11001010$ ) is the check word that allows to identify the $m_{1}$-balancing function $\left\langle\Gamma_{h}\right\rangle$ used in the encoding process. Since $C \in \Gamma_{3}$, the remaining word $Y$ is decoded into the $m_{0}$-balanced word

$$
\mathcal{E}_{2}^{-1}(Y C)=\left\langle\Gamma_{3}\right\rangle^{-1}(Y)=100000101111
$$

## III. Efficient Implementations of the Refined Coding Scheme and the Complexity Analysis

There may be many ways to implement the coding scheme defined in Section II. However, before going into the details, note that given any integer $d \in[0, k(k-1) / 2]$ and word $X=x_{1} x_{2} \ldots x_{n} \in \mathbb{Z}_{2}^{k}$ the word $X^{(d)} \in \mathbb{Z}_{2}^{k}$ can be computed in $O(k \log k)$ bit operations with $O(k)$ bit memory elements with a sequence of at most $k / 2$ "giant steps" followed by a sequence of at most $2 k-3$ "baby steps"; as done in [20]. In the sequence of "giant steps", for $j=1,2, \ldots$, the bit $x_{j}$ is exchanged with the bit $x_{k-j+1}$ to compute $X^{\left(i_{j}\right)}$ until $i_{j+1}>d$, where

$$
i_{j+1}=i_{j}+2 k-4 j-3
$$

and $i_{0}=0$. As soon as $i_{j+1}>d$, the sequence of "baby steps" follows to compute $X^{\left(i_{j}+1\right)}, X^{\left(i_{j}+2\right)}, \ldots, X^{(d)}$ from $X^{\left(i_{j}\right)}$. Analogously, given $X^{(d)} \in \boldsymbol{Z}_{2}^{k}$ and $d \in[0, k(k-1) / 2]$ the word $X \in \boldsymbol{Z}_{2}^{k}$ can be recovered in $O(k \log k)$ bit operations with $O(k)$ bit memory elements. In this section, we rely on these giant-baby step based algorithms.

Now, a simple way to implement the coding scheme in Section II, relies on computing the entire random walk sequence
$R W S(X) \stackrel{\text { def }}{=}\left\{\left(i, X^{(i)}, m_{1}\left(X^{(i)}\right)\right): i=0,1, \ldots, \frac{k(k-1)}{2}\right\}$
during the encoding. In this process, whenever $i=d_{h}$, for $h=0,1, \ldots, p-1$, step S 1 of Algorithm 1 is executed to check whether $\mu_{1} \in m_{1}\left(\Gamma_{h}\right)=\left[\alpha_{h}, \beta_{h}\right]$; that is, if there exists an $m_{1}$-balancing check $C \in \Gamma_{h}$. If $\mu_{1} \in\left[\alpha_{h}, \beta_{h}\right]$ then $h_{b a l}=h, d_{h_{b a l}}=i$ and the information part $Y=$ $\left\langle\Gamma_{h_{b a l}}\right\rangle(X)=X^{(i)}$ is readily available to form a codeword. With regard to the check word, $C_{h_{b a l}} \in \Gamma_{h_{b a l}}$, to be appended to $Y$, it can be computed with a table look-up, like the example Table I, indexed by the readily available index $h$ and the readily available $m_{1}$-unbalance $\mu_{1}$ in (24). It is readily seen
that such strategy essentially takes time $T=O\left(k^{2} \log k\right)$ bit operations to compute the entire random walk sequence $R W S(X)$. With regard to the space complexity, if we assume that the partition $\mathcal{C S}$ in Definition 1 is chosen so that (18) holds with equality then

$$
S=O\left(\left|\bigcup_{h=0}^{p-1} \Gamma_{h}\right| \cdot r\right)=O\left(k^{2} r\right)
$$

memory bits are essentially needed to store the check word table. With regard to the decoding, for simplicity, assume that the function $\left(i, X^{(i)}\right) \rightarrow X$ is computed sequentially with $T=$ $O(k \log k)$ bit operations and $S=O(k)$ memory bits as the giant-baby step based decoding algorithm in [20]. In this case, on receiving a codeword $Y C=X^{\left(d_{h_{b a l}}\right)} C$, a table look-up indexed by $C$ can be maintained to compute $i=d_{h_{b a l}}$ from $C$. Once $d_{h_{b a l}}$ is known, $X$ can be computed from $\left(d_{h_{b a l}}, Y\right)$ with the giant-baby step based algorithm explained above. In this way, $T=O(k \log k)$ bit operations are essentially needed to compute $X$ from $\left(d_{h_{b a l}}, Y\right)$ and $S=O\left(k^{2} \log k\right)$ memory bits are essentially needed to compute $d_{h_{b a l}} \in[0, k(k-1) / 2]$ from $C \in \bigcup_{h=0}^{p-1} \Gamma_{h}$ with the table look-up. Note that, if the codes are close to optimal then $r=O(\log k)$ because of (3). In this case, this implementation requires $T=O\left(k^{2} \log k\right)$ bit operations with $S=O\left(k^{2} \log k\right)$ memory bits for encoding and $T=O(k \log k)$ bit operations with $S=O\left(k^{2} \log k\right)$ memory bits for decoding. Also, note that with the above complexities all possible encodings of a given $m_{0}$-balanced data word can be computed and, as mentioned earlier, this may be useful to convey some more extra information as done in [12], [16], and [29] for balanced codes.

When $k$ is relatively very big, the above implementation may result prohibitively very complex in terms of time and space. In the remaing part of this section, we show another implementation of the coding scheme presented in Section II which computes one codeword for any given $m_{0}$-balanced data word and requires $O(k \log k)$ bit operations with $O(k)$ bit memory elements, as claimed in the abstract. Two major coding problems need to be addressed and efficiently solved in the General Encoding Algorithm 1 for a given $m_{0}$-balanced data word $X$ :

1) find one balancing index $h_{b a l} \in h_{b a l}(X)$ and compute the relative information part $Y=\left\langle\Gamma_{h_{b a l}}\right\rangle(X)=X^{\left(d_{h_{b a l}}\right)}$; and
2) compute the relative check word $C_{h_{b a l}} \in \Gamma_{h_{b a l}}$ to be appended to $Y$.
Here, instead of going into details in designing efficient algorithms directly solving the first problem, we efficiently reduce this problem to the coding problem of finding an $m_{1}$-crossing index $i_{c x}$ of $X$ defined in Definition 2. In this reduction, from a given $i_{c x}$, the balancing index $h_{b a l}$ is computed easily with Algorithm 3 below as the balancing index, $\hat{h} \in[0, p-1]$, defined in the proof of Theorem 2. Algorithm 3 also efficiently computes $d=d_{h_{b a l}}$. The information part $Y$ is then computed from $d$ and $X$ with the above giant-baby step method. With regard to the second problem, by using the enumerative coding technique in [4], the check word $C_{h_{b a l}}$ of the codeword is computed as the $\left(h_{b a l}+1\right)$ th element in $S\left(r, r / 2, \mu_{1}\right)$, with $\mu_{1}$ being the $m_{1}$-unbalance in (24). All this can be done by
maintaining a table look-up of size $O\left((\log k)^{5}\right)$ bit memory elements. In Sub-section III-A we give the encoding algorithm with the complexity analysis and in Sub-section III-B we analyze the associated decoding algorithm. In the following, for simplicity, assume $S(r, r / 2)=\bigcup_{h=0}^{p-1}\left|\Gamma_{h}\right|$.

## A. Encoding

Refer to Table I for an example. Let

$$
\begin{equation*}
\hat{h}:\left[0, \frac{k(k-1)}{2}+\epsilon(k, r)\right) \cap \mathbf{N} \rightarrow[0, p-1] \tag{25}
\end{equation*}
$$

be the integer value function defined as

$$
\hat{h}(i) \stackrel{\text { def }}{=}\left\{\begin{array}{l}
\hat{h} \text { if } i \in I_{\hat{h}} \text { and } \hat{h} \in[1, p-1] \\
0 \text { if } i \in I_{0} \cup I_{p}
\end{array}\right.
$$

where $\epsilon(k, r)$ is defined in (18) and the integer intervals $I_{0}$, $I_{1}, \ldots, I_{p}$ are defined in (11). Note that, if (18) holds then $\hat{h}(i)$ is a well defined integer function such that

1) there exists an $m_{1}$-crossing index, $i_{c x} \in[0, k(k-1) / 2+\epsilon(k, r))$ according to
Definition 2;
and

$$
\begin{align*}
& \text { 2) if } i_{c x} \in[0, k(k-1) / 2+\epsilon(k, r)) \text { is an } \\
& m_{1} \text {-crossing index then } \hat{h}\left(i_{c x}\right) \in[0, p-1] \\
& \text { is a balancing index with respect to the } \\
& \text { refined scheme. In fact, } \hat{h}\left(i_{c x}\right) \text { is exactly } \\
& \text { equal to the integer, } \hat{h} \text {, defined in the proof } \\
& \text { of Theorem } 2 \text {. } \tag{26}
\end{align*}
$$

For example, in Table I, $\hat{h}(0-8)=0, \hat{h}(9-21)=1, \ldots$, $\hat{h}(61)=7$ and $\hat{h}(62-65)=0$. Also, for the $m_{0}$-balanced information word $X$ in Example 5, $i_{c x}=44$ is an $m_{1-}$ crossing index and so $\hat{h}(44)=4$ is a refined scheme balancing index. Now, given any $i \in[0, k(k-1) / 2+\epsilon(k, r))$, the indices $\hat{h}(i)$ and $d_{\hat{h}(i)}$ can be computed efficiently with Algorithm 3 below, whose idea is to compute partial areas of the "bell-shaped histogram" in Table I. In the algorithm, refer to Theorem 3 in the Appendix, Table I and note that

$$
\begin{align*}
& \alpha=\min _{C \in S(r, r / 2)} m_{1}(C)=\frac{r(r+2)}{8} \in \mathbf{I N} \\
& \beta=\max _{C \in S(r, r / 2)} m_{1}(C)=\alpha+\frac{r^{2}}{4} \in \mathbf{I N} \tag{27}
\end{align*}
$$

Also, for simplicity, assume to have a table look-up of size $O\left(r^{3}\right)$ bits which stores the integer sequence
$\left\{s(\mu) \stackrel{\text { def }}{=} s(r, r / 2, \mu): \mu \in\left[\alpha-1,\left\lfloor\frac{\alpha+\beta}{2}\right\rfloor\right] \cap \mathbf{I N}\right\}$
of the $O\left(r^{2}\right)$ integer numbers defined in (9), each of which of size $r$ bits. Furthermore, let

$$
\begin{equation*}
i_{0}(\alpha-1)=-\left\lceil\frac{\left|\Gamma_{0}\right|}{2}\right\rceil \tag{29}
\end{equation*}
$$

and, for all integer $\mu \in[\alpha,\lfloor(\alpha+\beta) / 2\rfloor]$, let

$$
\begin{align*}
i_{0}(\mu) & \stackrel{\text { def }}{=} \sum_{h=0}^{s(\mu)-1}\left|\Gamma_{h}\right|-\left\lceil\frac{\left|\Gamma_{0}\right|}{2}\right\rceil \\
& =\left(\sum_{h=0}^{s(\mu-1)-1}\left|\Gamma_{h}\right|-\left\lceil\frac{\left|\Gamma_{0}\right|}{2}\right\rceil\right)+\sum_{h=s(\mu-1)}^{s(\mu)-1}\left|\Gamma_{h}\right| \\
& =i_{0}(\mu-1)+\sum_{h=s(\mu-1)}^{s(\mu)-1}\left|\Gamma_{h}\right| . \tag{30}
\end{align*}
$$

Note that, 1) the quantity " $i_{0}(\mu)+\left\lceil\left|\Gamma_{0}\right| / 2\right\rceil=\sum_{h=0}^{s(\mu)-1}\left|\Gamma_{h}\right|$ is equal to the area of the bell-shaped histogram in Table I until the $(\mu-\alpha+1)$ th lower corner (in the order from left to right)"; 2) the integer interval

$$
\begin{align*}
I_{s(\mu)} & =\left[d_{s(\mu)}-\left[\left.\frac{\left|\Gamma_{s(\mu)}\right|}{2} \right\rvert\,+1, d_{s(\mu)}+\left\lfloor\frac{\left|\Gamma_{s(\mu)}\right|}{2}\right]\right]\right. \\
& =\left[i_{0}(\mu)+1, i_{0}(\mu)+\left|\Gamma_{s(\mu)}\right|\right] \tag{31}
\end{align*}
$$

because of (10) and (11); and, 3) if $h \in[s(\mu-1), s(\mu))$ then the quantity $\left|\Gamma_{h}\right|$ is constant and

$$
\begin{equation*}
\left|\Gamma_{h}\right|=\left|\Gamma_{0}\right|-2(\mu-\alpha)=(\beta-\alpha+1)-2(\mu-\alpha) . \tag{32}
\end{equation*}
$$

So, (29), (30) and (32) give,
$i_{0}(\mu)= \begin{cases}-\left\lceil\left|\Gamma_{0}\right| / 2\right\rceil & \text { if } \mu=\alpha-1, \\ i_{0}(\mu-1)+[s(\mu)-s(\mu-1)]\left[\left|\Gamma_{0}\right|-2(\mu-\alpha)\right] \\ & \text { if } \mu \in[\alpha,\lfloor(\alpha+\beta) / 2\rfloor] .\end{cases}$

```
Algorithm 3 to compute \(\hat{h}(i)\) and relative \(d_{\hat{h}}\) from \(i\)
Input: the integer \(i \in[0, k(k-1) / 2+\epsilon(k, r))\).
Output: the integer \(\hat{h}(i) \in[0, p-1]\) defined in (25) and
\(d_{\hat{h}} \in\left\{d_{h}: h=0,1, \ldots, p-1\right\}\), where the integers \(d_{h}\) are
defined in (10).
Perform steps S0, S1, S2 and S3.
S0: if
\[
\begin{aligned}
i & \in\left[0,\left\lfloor\frac{\left|\Gamma_{0}\right|}{2}\right\rfloor\right] \\
& \cup\left[\left\lfloor\frac{\left|\Gamma_{0}\right|}{2}\right\rfloor+\sum_{h=1}^{p-1}\left|\Gamma_{h}\right|+1, \frac{k(k-1)}{2}+\epsilon(k, r)\right)
\end{aligned}
\]
```

then let $\hat{h}=0$ and $d_{\hat{h}}=0$ according to the definition (25) of $\hat{h}$. Hence, go to step S3.
S1: compute the largest integer $\hat{\mu} \in[\alpha,\lfloor(\alpha+\beta) / 2\rfloor]$ such that $i_{0}(\hat{\mu})<i$, where the function $i_{0}(\mu)$ is given in (33). Also, compute $i_{0}(\hat{\mu})$. Note that for such $\hat{\mu}$ we have $i_{0}(\hat{\mu})<$ $i \leq i_{0}(\hat{\mu}+1)$.
S2: according to (31) and (32), execute the steps S2.1, S2.2, S2.3 and S2.4.
S2.1: compute $\gamma=\left|\Gamma_{\hat{h}}\right|$ as follows.

$$
\gamma=\left|\Gamma_{0}\right|-2[(\hat{\mu}+1)-\alpha] .
$$

S2.2: compute the quotient

$$
\phi=\left\lfloor\frac{i-i_{0}(\hat{\mu})-1}{\gamma}\right\rfloor .
$$

S2.3: compute

$$
\hat{h}=s(\hat{\mu})+\phi
$$

S2.4: compute

$$
d_{\hat{h}}=i_{0}(\hat{\mu})+\phi \cdot \gamma+\left\lceil\frac{\gamma}{2}\right\rceil
$$

$\underline{\text { S3: output } \hat{h}, d_{\hat{h}} \text { and exit. }}$

Example 6 [For $k=12, r=8$ and $p=8$ (Continued)]: In the example given in Table I, if $i=44 \in[0,65]$ is given as input to Algorithm 3 then it executes as follows.

S0: since $i=44 \notin[0,8] \cup[62,65]$ continue to step $S 1$.
S1: compute the largest integer $\hat{\mu} \in[\alpha,\lfloor(\alpha+\beta) / 2\rfloor]=$ $[10,18]$ such that $i_{0}(\hat{\mu})<i$. From (33), the encoder computes

$$
\begin{aligned}
i_{0}(\alpha) & =-9+(1-0)(17)=8<44 \\
i_{0}(\alpha+1) & =8+(1-1)(15)=8<44 \\
i_{0}(\alpha+2) & =8+(2-1)(13)=21<44 \\
i_{0}(\alpha+3) & =21+(3-2)(11)=32<44 \\
i_{0}(\alpha+4) & =32+(5-3)(9)=50 \geq 44
\end{aligned}
$$

So, $\hat{\mu}=\alpha+3=13$.
S2: execute the steps S2.1, S2.2, S2.3 and S2.4.
S2.1: compute $\gamma=17-2(14-10)=9$.
S2.2: compute

$$
\phi=\left\lfloor\frac{44-32-1}{9}\right\rfloor=\left\lfloor\frac{11}{9}\right\rfloor=1 .
$$

S2.3: compute $\hat{h}=s(13)+1=4$.
S2.4: compute $d_{\hat{h}}=32+1 \cdot 9+\lceil 9 / 2\rceil=46$.
S3: output $\hat{h}=4, d_{\hat{h}}=46$ and exit.
With regard to the space complexity of Algorithm 3, the predominant term is the size of the table look-up storing the integer sequence (28). Hence, Algorithm 3 requires a size of $O\left(r^{3}\right)$ bits. With regard to the time complexity, note that step S 0 can be accomplished in time $O(r)$ bit operations because the size of $i=O\left(k^{2}\right)$ is $O(\log i)=$ $O(\log k)=O(r) ; \mathrm{S} 1$ can be accomplished in time $O\left(r^{3} \log r\right)$ bit operations because, with (33), S1 can be computed with $O(\beta-\alpha)=O\left(r^{2}\right)$ substeps (see (27)), each of which performing $O\left(\log \left|\Gamma_{0}\right|\right)=O(\log (\beta-\alpha))=O(\log r)$ additions (see (32)) of numbers of size $O(\log i)=O(r)$ bits; S2 can be accomplished in time $O\left(r^{2}\right)$ because step S2.1 takes time $O(\log r)$ bit operations, S2.2 takes time $O\left(\log ^{2} k\right)=O\left(r^{2}\right)$ bit operations, S2.3 takes time $O(r)$ bit operations, S2.4 takes time $O\left(\log ^{2} k\right)=O\left(r^{2}\right)$ bit operations; and, finally, step S3 takes time $O(1)$ bit operations. Hence, Algorithm 3 requires a time complexity of $O\left(r^{3} \log r\right)$ bit operations.

At this point, using Algorithm 3 and the enumerative coding technique in [4] the efficient encoding Algorithm 4 can be given below. So, as in Table I, let us assume that the check
words in each $S(r, r / 2, \mu)$ are arranged in some lexicographic order. In Algorithm 4, once a balancing index $h_{b a l}$ is chosen, say, by using property (26), as $h_{b a l}=\hat{h}\left(i_{c x}\right)$, the check word is computed in step S1.5 as the $\left(h_{b a l}+1\right)$ th element in $S\left(r, r / 2, \mu_{1}\right)$, with $\mu_{1}$ being the quantity which makes the overall codeword $m_{1}$-balanced. To this aim, for simplicity, assume to have a table look-up of size $O\left(r^{5}\right)$ bits which stores the set

$$
\begin{equation*}
\{s(a, b, c): a, b \in[0, r] \text { and } c \in[0, r(r+1) / 2]\} \tag{34}
\end{equation*}
$$

of $O\left(r^{4}\right)$ integer numbers in (9) each of which has size $r$ bits.

```
Algorithm 4 Efficient Encoding Algorithm
Input: the information word \(Z \in \mathbb{Z}_{2}^{\tilde{k}}\).
Output: the codeword
\[
Y C=\mathcal{E}_{2}\left(\mathcal{E}_{1}(Z)\right)=\left(\mathcal{E}_{1} \circ \mathcal{E}_{2}\right)(Z) \in \mathcal{S N}(n, 2)
\]
```

where $n=k+r, Y \in \mathbb{Z}_{2}^{k}$ and $C \in \mathbf{Z}_{2}^{r}$.
Perform steps S0, S1, S2 and S3.
S0 apply any $m_{0}$-balancing method to $Z$ and let $X$ be the $m_{0}$-balanced word of length $k$ associated with $Z$, i.e. $X=\mathcal{E}_{1}(Z)$. In this way, $m_{0}(X)=k / 2$.

S1 (find the balancing index of $X$ and compute the check word): execute the steps S1.1-S1.5.
S1.1: find an $m_{1}$-crossing index of $X$ according to Definition 2.
S1.2: compute $h_{b a l}=\hat{h}\left(i_{c x}\right)$ and the relative $d_{h_{b a l}}$ with Algorithm 3.
S1.3: compute $\left\langle\Gamma_{h_{b a l}}\right\rangle(X)=X^{\left(d_{h_{b a l}}\right)}$ and $m_{1}\left(\left\langle\Gamma_{h_{b a l}}\right\rangle(X)\right)$.
S1.4: compute

$$
\mu_{1}=\frac{n(n+1)}{4}-m_{1}\left(\left\langle\Gamma_{h_{b a l}}\right\rangle(X)\right)-\frac{k r}{2} .
$$

S1.5: With the enumerative coding technique, compute the $\left(h_{b a l}+1\right)$ th element in $S\left(r, r / 2, \mu_{1}\right)$. Let it be $C_{h_{b a l}, \mu_{1}}$.
S2: Since $h_{b a l}$ is a balancing index of $X$, select the $m_{1-}$ balanced encoding word of $X$ as

$$
\mathcal{E}_{2}(X)=Y C=\left\langle\Gamma_{h_{b a l}}\right\rangle(X) C_{h_{b a l}, \mu_{1}}=X^{\left(d_{h_{b a l}}\right)} C_{h_{b a l}, \mu_{1}}
$$

In this way the data word $Z$ is encoded as $\mathcal{E}_{2}(X)=Y C=$ $\mathcal{E}_{2}\left(\mathcal{E}_{1}(Z)\right)$.
S3: output $\mathcal{E}_{2}(X)=X^{\left(d_{h_{b a l}}\right)} C_{h_{b a l}, \mu_{1}}$ and exit.

Example 7 [For $k=12, r=8$ and $p=8$ (Continued)]: As in Example 5, suppose $X=100000101111$ is the given $m_{0}$-balanced word which needs to be encoded into a word of $\mathcal{S N}(20,2)$. In this case, Algorithm 4 executes as follows.
$\mathbf{S 0}$ by applying the choosen $m_{0}$-balancing method to $Z$, the output is $X=100000101111$.
$\mathbf{S 1}$ (find the balancing index of $X$ and compute the check word): execute the steps S1.1-S1.5.

S1.1: find an $m_{1}$-crossing index of $X$. From the random walk in Example 5, $i_{c x}=44 \in[0,65]$ is such that $m_{1}\left(X^{\left(i_{c x}\right)}\right)=$ $k(k+1) / 4=39$. Note that, for the chosen example word $X$ there is only one $m_{1}$-crossing index. But, in general, there may be many such indices.

S1.2: compute $h_{b a l}=\hat{h}\left(i_{c x}\right)$ and the relative $d_{h_{b a l}}$ with Algorithm 3. From Example 6,

$$
h_{b a l}=\hat{h}(44)=4
$$

and

$$
d_{h_{b a l}}=d_{4}=46
$$

## S1.3: compute

$$
\left\langle\Gamma_{4}\right\rangle(X)=X^{(46)}=\underline{110001011001}
$$

and

$$
m_{1}\left(\left\langle\Gamma_{4}\right\rangle(X)\right)=38
$$

S1.4: compute
$\mu_{1}=\frac{n(n+1)}{4}-m_{1}\left(\left\langle\Gamma_{4}\right\rangle(X)\right)-\frac{k r}{2}=105-38-48=19$.
S1.5: With the enumerative coding technique, compute the $\left(h_{b a l}+1\right)$ th $=5$ th element in $S(8,4,19)$. It is (see Table I)

$$
C_{4,19}=01100101
$$

## S2: Compute

$$
\begin{aligned}
\mathcal{E}_{2}(X)=Y C & =X^{(46)} C_{4,19} \\
& =\underline{110001011001} 01100101 \in \mathcal{S N}(20,2)
\end{aligned}
$$

S3: Output $\mathcal{E}_{2}(X)=11000101100101100101$ and exit.
With regard to the complexity of Algorithm 4, note that step S 0 can be accomplished in space $O(k)$ memory bits and time $O(k \log k)$ bit operations by using any of the methods given in [1], [2], [7], [11], [12], [16], [18], [19], [21], and [29]. S1 can be accomplished in space $O\left(r^{5}+k\right)$ memory bits and time $O\left(r^{3}\right)$ bit operations because step S1.1 takes $O(k)$ memory bits and $O(k \log k)$ bit operations if done with the giant-baby step method explained at the beginning of this section, S1.2 takes $O\left(r^{3}\right)$ memory bits and $O\left(r^{3} \log r\right)$ bit operations, S1.3 takes $O(k)$ memory bits and $O(k \log k)$ bit operations if done with the giant-baby step method, S1.4 takes $O(\log k)$ memory bits and $O(\log k)$ bit operations, S 1.5 takes $O(r)$ additions of $r$-bit numbers so, with the table look-up (34) of size $O\left(r^{5}\right)$ memory bits, it takes time $O\left(r^{2}\right)$ bit operations; and, finally, step S 2 takes time $O(1)$ bit operations. Hence, Algorithm 4 has a space complexity of $O\left(r^{5}+k\right)=O(k)$ memory bits and a time complexity of $O\left(r^{3} \log r+k \log k\right)=$ $O(k \log k)$ bit operations because of (3).

## B. Decoding

In Algorithm 4 the check word $C$ encodes the balancing index $h_{b a l}$ through the index of $C$ in the lexicographically ordered set $S\left(r, r / 2, m_{1}(C)\right)$. Hence, during the decoding process, once this lexicogrphic index $h_{b a l}$ is computed, an efficient algorithm is needed which computes $d_{h_{b a l}}$ from $h_{\text {bal }}$. Once $d_{h_{b a l}}$ is known, $X$ can be recovered easily from $d_{h_{b a l}}$ and $Y$ with the giant-baby step method of [20]. The algorithm which computes $d_{\hat{h}}$ from any $\hat{h}$ is given below. As in Algorithm 3, it is assumed to have a table look-up storing the integer sequence in (28).

Algorithm 5 to compute $d_{\hat{h}}$ from $\hat{h}$
Input: the integer $\hat{h} \in[0, p-1]$.
Output: the integer $d_{\hat{h}} \in\left\{d_{h}: h=0,1, \ldots, p-1\right\}$, where the $d_{h}$ are defined in (10).
Perform steps S1, S2 and S3.
S1: compute the unique integer $\hat{\mu} \in[\alpha,\lfloor(\alpha+\beta) / 2\rfloor]$ such that $s(\hat{\mu}-1) \leq \hat{h}<s(\hat{\mu})$. Also, compute $i_{0}(\hat{\mu}-1)$, where the function $i_{0}(\mu)$ is given in (33).
S2: execute the steps S2.1 and S2.2.
S2.1: compute $\gamma=\left|\Gamma_{\hat{h}}\right|=\left|\Gamma_{0}\right|-2(\hat{\mu}-\alpha)$.
S2.2: compute

$$
d_{\hat{h}}=i_{0}(\hat{\mu}-1)+[\hat{h}-s(\hat{\mu}-1)] \gamma+\left\lceil\frac{\gamma}{2}\right\rceil .
$$

S3: output $d_{\hat{h}}$ and exit.

Example 8 [For $k=12, r=8$ and $p=8$ (Continued)]: In the example given in Table I, if $\hat{h}=4 \in[0,7]$ is given as input to Algorithm 5 then it executes as follows.

S1: compute the unique integer $\hat{\mu} \in[\alpha,\lfloor(\alpha+\beta) / 2\rfloor]=$ $[10,18]$ such that $s(\hat{\mu}-1) \leq \hat{h}<s(\hat{\mu})$. Also, compute $i_{0}(\hat{\mu}-1)$. From Table I and (33), the decoder computes

$$
\begin{aligned}
& \hat{h}=4 \notin[s(9), s(10))=[0,1) \text { and } \\
& \qquad \begin{array}{c}
i_{0}(\alpha-1)=-9, \\
\hat{h}=4 \notin[s(10), s(11))=[1,1) \text { and } \\
\qquad i_{0}(\alpha)=-9+(1-0)(17)=8 \\
\hat{h}=4 \notin[s(11), s(12))=[1,2) \text { and } \\
\qquad i_{0}(\alpha+1)=8+(1-1)(15)=8 \\
\hat{h}=4 \notin[s(12), s(13))=[2,3) \text { and } \\
i_{0}(\alpha+2)=8+(2-1)(13)=21 \\
\hat{h}=4 \in[s(13), s(14))=[3,5) \text { and } \\
\quad i_{0}(\alpha+3)=21+(3-2)(11)=32
\end{array}
\end{aligned}
$$

So, $\hat{\mu}=\alpha+4=14$.
S2: execute the steps S2.1 and S2.2.

## S2.1: compute

$$
\gamma=\left|\Gamma_{\hat{h}}\right|=\left|\Gamma_{0}\right|-2(\hat{\mu}-\alpha)=17-2(14-10)=9 .
$$

S2.2: compute

$$
\begin{aligned}
d_{\hat{h}} & =i_{0}(\hat{\mu}-1)+[\hat{h}-s(\hat{\mu}-1)] \gamma+\left\lceil\frac{\gamma}{2}\right\rceil \\
& =32+(4-3) \cdot 9+5=46
\end{aligned}
$$

S3: output $d_{\hat{h}}=46$ and exit.
As the above complexity analysis of Algorithm 3, we conclude that Algorithm 5 can execute with $O\left(r^{3}\right)$ memory bits and $O\left(r^{3} \log r\right)$ bit operations.

At this point, the decoding algorithm can be given below. As Algorithm 4, assume to have a table look-up of size $O\left(r^{5}\right)$ bits storing the set (34) of integers.
$\frac{\text { Algorithm } 6 \text { Efficient Decoding Algorithm }}{\text { Input: the codeword associated with some data word } Z \in \boldsymbol{Z}_{2}^{\tilde{k}}}$,

$$
Y C=\mathcal{E}_{2}\left(\mathcal{E}_{1}(Z)\right)=\left(\mathcal{E}_{1} \circ \mathcal{E}_{2}\right)(Z) \in \mathcal{S N}(n, 2)
$$

with $n=k+r, Y \in \mathbb{Z}_{2}^{k}$ and $C \in \boldsymbol{Z}_{2}^{r}$.
Output: the information word $Z=\left(\mathcal{E}_{1} \circ \mathcal{E}_{2}\right)^{-1}(Y C)$.
Perform steps S0, S1, S2 and S3.
S0: compute the index $h_{b a l} \in[0, p-1]$ such that $C \in \Gamma_{h_{b a l}}$.
Perform steps S0.1, S0.2 and S0.3.
S0.1: compute $\mu_{1}=m_{1}(C)$.
S0.2: compute the lexicographic index, say

$$
\xi_{\mu_{1}}(C) \in\left[0, s\left(r, r / 2, \mu_{1}\right)\right)
$$

of $C$ in $S\left(r, r / 2, \mu_{1}\right)$.
S0.3: set

$$
h_{b a l}=\xi_{\mu_{1}}(C) \in\left[0, s\left(r, r / 2, \mu_{1}\right)\right) \subseteq[0, p-1]
$$

S1: compute the word

$$
X=\mathcal{E}_{2}^{-1}(Y C)=\left\langle\Gamma_{h_{b a l}}\right\rangle^{-1}(Y)
$$

Perform steps S1.1, S1.2.
S1.1: set $\hat{h}=h_{b a l} \in[0, p-1]$ and run Algorithm 5 to compute

$$
d_{\hat{h}}=d_{h_{b a l}} \in\left[0, \frac{k(k-1)}{2}+\epsilon(k, r)\right)
$$

from $\hat{h}$.
S1.2: from $d_{h_{b a l}}$, compute the word $X=\left\langle\Gamma_{h_{b a l}}\right\rangle^{-1}(Y)$ with the giant-baby step method in [20].
S2: undo the $m_{0}$-balancing encoding chosen in step S 0 of Algorithm 4 on the word $X$. Let $Z=\mathcal{E}_{1}^{-1}(X) \in \mathbb{Z}_{2}^{\tilde{k}}$ be the information word whose $m_{0}$-balanced encoding is $X$.
S3: output the word

$$
Z=\mathcal{E}_{1}^{-1}(X)=\mathcal{E}_{1}^{-1}\left(\mathcal{E}_{2}^{-1}(Y C)\right)=\left(\mathcal{E}_{1} \circ \mathcal{E}_{2}\right)^{-1}(Y C)
$$

and exit.
Example 9 [For $k=12, r=8$ and $p=8$ (Continued)]: Suppose

$$
\begin{aligned}
\mathcal{E}_{2}(X)=Y C & =X^{(46)} C_{4,19} \\
& =\underline{1100010 \underline{11001}} 01100101 \in \mathcal{S N}(20,2)
\end{aligned}
$$

is given as input to decoding Algorithm 6. It executes as follows.

S0: compute the index $h_{\text {bal }} \in[0, p-1]$ such that

$$
C=01100101 \in \Gamma_{h_{b a l}} .
$$

Perform steps S0.1, S0.2 and S0.3.
S0.1: compute $\mu_{1}=m_{1}(01100101)=19$.
S0.2: compute the lexicographic index (see Table I)

$$
\xi_{19}(01100101)=4 \in[0, s(8,4,19))
$$

S0.3: set $h_{\text {bal }}=\xi_{19}(C)=4 \in[0,7]$.
S1: compute the word $X=\mathcal{E}_{2}^{-1}(Y C)=\left\langle\Gamma_{h_{b a l}}\right\rangle^{-1}(Y)$. Perform steps S1.1, S1.2.

S1.1: compute

$$
d_{\hat{h}}=d_{h_{b a l}}=46 \in[0,66)
$$

from $\hat{h}=h_{b a l}=4 \in[0,7]$ with Algorithm 5 .

## S1.2: from $d_{h_{b a l}}=46$, compute the word

$$
X=\mathcal{E}_{2}^{-1}(Y C)=\left\langle\Gamma_{4}\right\rangle^{-1}\left(X^{(46)}\right)=100000101111
$$

as in [20].
S2: undo the $m_{0}$-balancing encoding chosen in step SO of Algorithm 4 on the word $X$.

S3: output the word $Z=\mathcal{E}_{1}^{-1}(X)$ and exit.
Again, this can be done with a size of $O\left(r^{5}+k\right)=O(k)$ memory bits and $O\left(r^{3} \log r+k \log k\right)=O(k \log k)$ bit operations because of (3).

## IV. Concluding Remarks

A new efficient method to design second-order spectral-null codes is given. These new codes are obtained by applying the refined parallel decoding scheme method for the balanced code designs in [1], [12], and [19] to the random walk method for second-order spectral-null code design in [20]. This gives new non-recursive efficient code designs which make a good use of non-second-order spectral-null check words. For this reason the proposed codes are considerably less redundant than the code designs found in the literature (which are all recursive). In particular, if $k \in 2 \mathbf{I} \mathbf{N}$ is the length of a 1 -OSN code then the new 2 -OSN coding scheme has length $n=k+r \in 4 \mathbf{I N}$ with an extra redundancy, $r \in 2 \mathbf{I N}$ such that $r \simeq 2 \log _{2} k+(1 / 2) \log _{2} \log _{2} k-0.174$ check bits. Table II compares the proposed non-recursive codes with the optimal codes and also with the recursive codes given in [20]. It is also shown how these codes can be implemented with $O(k \log k)$ bit operations and $O(k)$ bit memory elements. If $k \notin 2 \mathbf{I N}$ or $r \notin 2 \mathbf{I N}$ then essentially the same design can be given to encode information into the set of words $S\left(n, \mu_{0}, \mu_{1}\right)$ for some fixed $\mu_{0}, \mu_{1} \in \mathbf{I N}$. In particular, if $k, r \in 2 \mathbf{N} \mathbf{N}+1$ and $n \in 4 \mathbf{I N}$ then efficient designs can be obtained to convert the information words to words in the set $S\left(n, n / 2, n^{2} / 2\right.$ ) (or, $S(n, n / 2, n(n+2) / 2)$ ). Note that this non-recursive coding scheme is very general and it can be implemented in many different ways. These may depend on $k, r, p$, the choice of the particular " $m_{1}$-balancing random walk" and the choice of the partition $\mathcal{C S}$. Also, note that the decoding can be done in parallel because the check word directly identifies the $m_{1}$-balancing function used to encode and each balancing function with its inverse is very simple to compute because they are the composition of a partial reversion of a $k$-bit word and a cyclic shift. In general, parallel algorithms can be applied for both encoding and decoding as done in [19].

## Appendix

Theorem 3: Given $r \in \mathbf{I N}$, let
$s\left(r, \mu_{0}, \mu_{1}\right) \stackrel{\text { def }}{=}\left|S\left(r, \mu_{0}, \mu_{1}\right)\right|$, for all integer $\mu_{0}, \mu_{1} \in \mathbf{I N}$.

## The following statements hold.

1) Given $\mu_{0} \in[0, r]$, if $C \in S\left(r, \mu_{0}\right)$ then the minimum possible value for $m_{1}(C)$ is

$$
\alpha \stackrel{\text { def }}{=} \min _{C \in S\left(r, \mu_{0}\right)} m_{1}(C)=\frac{\mu_{0}\left(\mu_{0}+1\right)}{2} \in \mathbf{I N}
$$

2) Given $\mu_{0} \in[0, r]$, if $C \in S\left(r, \mu_{0}\right)$ then the maximum possible value for $m_{1}(C)$ is

$$
\beta \stackrel{\text { def }}{=} \max _{C \in S\left(r, \mu_{0}\right)} m_{1}(C)=\alpha+\mu_{0}\left(r-\mu_{0}\right) \in \mathbf{I N}
$$

3) The integer sequence

$$
\left\{s\left(r, \mu_{0}, \mu\right): r, \mu_{0}, \mu_{1} \in \mathbf{I N}\right\}
$$

satisfies the following recurrence relation.

$$
\begin{aligned}
s\left(r, \mu_{0}, \mu_{1}\right)= & s\left(r-1, \mu_{0}, \mu_{1}\right) \\
& +s\left(r-1, \mu_{0}-1, \mu_{1}-r\right)
\end{aligned}
$$

with initial conditions

$$
s\left(r, \mu_{0}, \mu_{1}\right)= \begin{cases}0 & \text { if } \mu_{1}<\alpha \text { or } \mu_{1}>\beta \\ 1 & \text { if } \mu_{1}=\alpha \text { or } \mu_{1}=\beta\end{cases}
$$

4) Given $\mu_{0} \in[0, r]$, the integer sequence

$$
\left\{s\left(r, \mu_{0}, \mu\right): \mu=\alpha, \alpha+1, \ldots, \beta\right\}
$$

is unimodal and symmetric with respect to

$$
\mu_{\text {mean }} \stackrel{\text { def }}{=} \frac{\alpha+\beta}{2}=\frac{\mu_{0}(r+1)}{2} \in \mathbf{I R}
$$

namely,

$$
\begin{aligned}
& s\left(r, \mu_{0}, \alpha\right) \\
& \quad \leq s\left(r, \mu_{0}, \alpha+1\right) \leq \ldots \ldots \leq s\left(r, \mu_{0},\left\lfloor\frac{\mu_{0}(r+1)}{2}\right\rfloor\right) \\
& \quad=\max _{\mu \in[\alpha, \beta]}\left|S\left(r, \mu_{0}, \mu\right)\right| \\
& \quad=s\left(r, \mu_{0},\left\lceil\frac{\mu_{0}(r+1)}{2}\right\rceil\right) \geq \ldots \ldots \\
& \quad \geq s\left(r, \mu_{0}, \beta-1\right) \geq s\left(r, \mu_{0}, \beta\right)
\end{aligned}
$$

and

$$
s\left(r, \mu_{0}, \alpha+\mu\right)=s\left(r, \mu_{0}, \beta-\mu\right)
$$

for all integers $\mu \in\left[0, \mu_{0}\left(r-\mu_{0}\right)\right]$.
Proof: Property 1), 2) and 3) follow from [20]. Property 4) follows from [22, Th. 2].
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