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#### Abstract

This paper presents both the general model and a case study of the Computational and Collaborative Philology Library (CoPhiLib), an ongoing initiative underway at the Institute for Computational Linguistics (ILC) of the National Research Council (CNR), Pisa, Italy. The library, designed and organized as a reusable, abstract and open-source software component, aims at solving the needs of multi-lingual and crosslingual analysis by exposing common Application Programming Interfaces (APIs). The core modules, coded by the Java programming language, constitute the groundwork of a Web platform designed to deal with textual scholarly needs. The Web application, implemented according to the Java Enterprise specifications, focuses on multi-layered analysis for the study of literary documents and related multimedia sources. This ambitious challenge seeks to obtain the management of textual resources, on the one hand by abstracting from current language, on the other hand by decoupling from the specific requirements of single projects. This goal is achieved thanks to methodologies declared by the "agile process", and by putting into effect suitable use case modeling, design patterns, and componentbased architectures. The reusability and flexibility of the system have been tested on an Arabic case study: the system allows users to choose the morphological engine (such as AraMorph or AlKhalil), along with linguistic granularity (i.e. with or without declension). Finally, the application enables the construction of annotated resources for further statistical engines (training set).
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## I. INTRODUCTION

The Computational Philology Laboratory (CoPhi Lab) at the Institute for Computational Linguistics (CNR), Pisa, Italy is currently working on several collaborative and computational projects for literary studies and for classical and modern language analysis [1-3][10][12].

On the basis of our experience and of authoritative scientific papers [4][6-9][11][13-14][16-18], this field of the digital humanities has shown to require programming interfaces and abstract data structures for multi-lingual and multi-witness texts [16]. Since literary cross-lingual studies are constantly growing and evolving, both in number and in complexity, related soundness applications have become more and more demanding [6][8][17].

Therefore, it is important to develop shared systems able to analyze, compare and link such resources [2][18]. Studies performed by an abstract framework allow to reuse early results, to facilitate interoperability and integration, and to investigate worthy parallel phenomena [2][9][14][17-18].

Current software systems for scholarly studies generally depend on single initiatives and language requirements; thus, each language requires a different system for language analysis. Instead, computational projects for worthy cultural heritage cannot be addressed by specific needs or languages, even less can they rely on rigid and monolithic applications [2-3][8-9][13-14]. A modular and abstract framework would allow developers, on the one hand, to reuse the general model and the core components and, on the other hand, to add functionalities and to solve new requirements by plugging extensions into the system [3].

Therefore, the Application Programming Interfaces (APIs) provide a means of access to ad-hoc implementations for required services (such as linguistic morphological analysis in Arabic by Buckwalter's engine).

The aim of this paper is both to introduce the methods adopted to achieve those scientific purposes and to illustrate the Arabic case study chosen to test the validity of the architecture.

This work is the result of a trade-off between a bottom-up approach and a top-down design [3]. The initiative is bottomup because it refines the framework model and the abstract interfaces thanks to already implemented functionalities for previous works. The top-down design provides developers with the abstract entities and the core APIs. The ultimate aim is to realize a flexible and reusable system able to detect the resource language, to choose the morphological engine, to perform analyses at different granularities, to manage the repository, and to construct training sets.

The importance of this project is confirmed by the many initiatives and tools in the fields of literary and linguistic computing and of natural language processing for cultural heritage. These include a number of reference projects and supranational infrastructures such as Clarin, DARIAH, and TextGrid, as well as systems within academic works. Alpheios and Perseid, adopted by the Perseus project, can be considered two of the most significant systems. The European COST Action Interedition has obtained prominent results like those
of CollateX; on the other hand, the Moruca framework and the Pundit Semantic tool have received great attention in the last few years. Initiatives highlighting the work of TEI, such as Van Gogh and Tustep, are at the state-of-the-art. Finally, with regard to effective software libraries, Java open-source efforts such as Lucene, Tika, UIMA, LingPipe, Gate, StandfordNLP, and OpenNLP are worth mentioning. This overview cannot obviously cite all the ecosystems available. However, the long-standing challenge for almost all of these works lies in multi-lingual handling, actual modularity, reusability and scalability.

## II. Methodology

## A. Requirements and Specifications

CoPhiLib is formed by modular and extendible components organized in different architectural layers. The component details have been modelled by adopting UML diagrams to describe functional specifications and user requirements. The core component provides general programming interfaces (behavior), and also manages abstract data structures and domain entities (ADTs). Flexibility is reached by applying general and proven software engineering principles and object-oriented solutions to face recurring problems (i.e. separation of concerns, abstraction, polymorphism, information hiding, design patterns). Furthermore, new components, plug-ins and extensions add extra functionalities and specific requirements by means of registration and/or negotiation techniques. Finally, use-case driven process, mockup storyboard, and agile development guidelines allow progressive enhancements and iterative refinements

The Web Applications developed exploit the Cophi framework and provide suitable Graphical User Interfaces (GUIs) that allow users to edit, visualize and process resources. Moreover, the system controllers can rely on abstract methods for processing resources, thanks to the availability of Component Interfaces (APIs).

The first phase of the design process is the analysis of requirements, which identifies functionalities, actors and system components. In such a process, several UML diagrams tie down the specifications for the application. Basically, the use case diagram defines user interactions; the component diagram traces the core blocks of the system; and the class diagrams reveal critical domain entities and constitutive relations

The use case diagram in Fig. 1 illustrates four types of actors and the ways in which they interact with the system. Two actors exploit the capabilities of the components either generally or specifically, while the others can configure and extend the system. The general user visualizes and interacts with data, and also performs basic and advanced searches. The domain expert user specializes the general user (i.e. he has the basic functionalities). Furthermore, he can manage the primary sources (resource digitization/acquisition, text and related multimedia), process resources (e.g. linguistic analysis, proofreading, etc.), establish both internal and external relations among entities, perform data CRUD operations (i.e.

Create, Read, Update, and Delete annotations and comments related to the content). Finally, the user handles the information and meta-data regarding the resources supports such as stones, rolls, papyri, etc

The developer actor specializes the general user as well. He configures the system and adds extensions. Finally, the domain expert developer specializes both the domain expert and the developer user. He is in charge of developing extensions to the system.

Requirements that involve domain needs have been logically divided into flexible and autonomous components (Fig. 2) interacting by adequate orchestration mechanisms and Service Provider Interfaces (SPIs). The main components are illustrated by UML diagrams and are as follows:

- The Content component allows to represent and handle the primary sources. The resources can be represented by text and/or images.
- The Layer component is dedicated to the processing and analysis of resources at various levels of granularity.
- The Editing component modifies and updates and manages the different versions of the data.
- The Search component is dedicated to efficient and effective advanced searches and indexing features.
- The Relationship component manages connections among internal and external resources, annotations and data.
- The Support component deals with computational models for objects, such as stones, papyri, scrolls, which bear the textual information.
- The Presentation component controls all the visualization aspects and information rendering, and provides suitable user interaction tools.

The architecture of the system provides functionalities responding to domain specifications and to user requirements through components that can be used independently of the single needs. The management of textual resources, for example, can take advantage of linguistic analysis capabilities regardless of current language. Finally, it is sufficient to set up software modules which effectively implement or extend basic services of abstract functions (Information Hiding).

## B. Modeling

The overall architecture (Web Technologies combined with CophiLib) is based on the well known Model-ViewController (MVC) pattern, which ensures separation and decoupling among: (a) the representation of internal data status, (b) rendering, (c) system interaction, (d) user scenarios, and (e) content management. Specifically, CoPhiLib has been designed by adopting the object-oriented paradigm and has been developed by exploiting the Java programming language. It is formed by several packages reflecting the components described above. Each package is composed of nested subpackages and classes derived from the object-oriented design
process (OOP). Abstract and concrete classes as well as interaction among them follow component-based approach and design pattern endorsement. Each pattern satisfies peculiar requirements, which are as follows: Factory, Strategy, Command, Data Transfer Object (DTO), Data Access Object (DAO), Delegate, Adapter. Static and dynamic UML diagrams describe the model entities, their behavior and relations. This paper highlights part of the functionalities of
the Layer component (Fig. 2). In general those functionalities are concerned with resource processing, data mining, content analysis and annotation. Flexibility is achieved through factory and delegation patterns towards sub-components that perform the correct task by choosing the right strategy. The sequence of calls activates Layer APIs which invoke concrete routines exposed by Layer sub-components.


Fig. 1. Basic CophiLib use-cases
Fig. 3 illustrates the objects (class diagram) and the behavior (sequence diagram) that implement text analysis. Therefore, the library has to provide mechanisms to substitute processing engines and adapt analysis strategies. The application remains consistent, thanks to indirection techniques and adapter patterns, when legacy or third party tools are exploited. Cophi APIs expose functionalities for linguistic analysis by means of language independent entities that dynamically instantiate the appropriate tools. The sequence diagram shows the terms of the mechanism. The analysis objects provide methods that require the

Fig. 2. Basic CophiLib components
content and return its analysis. The external entities can interact only with the CophiLinguisticAnalysis public component, which creates and uses a special object called AnalysisContext. AnalysisContext makes the right association among language, linguistic analysis and the engine to be used. For the sake of modularity, AnalysisContext uses the EngineCreator object which returns the reference to the engine, and it invokes the method for content analysis. The working principles expressed in Fig. 3 are further clarified in the following Arabic case study.


Fig. 3. Class and Sequence diagrams for cross-lingual analysis


Fig. 4. Graphical User Interface under development for the CophiLib Web Application (Arabic use case)

TABLE I.
DECLENSION OF THE NOUN فَرْق "DIFFERENCE"

## III. ReSUlTS: THE ARABIC CASE STUDY

Fig. 4 represents a customized mock-up Web GUI for Arabic needs. It explains the user scenario related to the UML diagrams of Fig. 3.

A domain expert user asks the controller interface for content. The controller, in turn, calls the data management function to retrieve the selected resource. The content (text and meta-data) is visualized in a structured way. Another user's action then activates the linguistic analysis procedure. At this point, the creation of the AnalysisContext object allows the system to detect the Arabic language and the available linguistic engines that can be used. The domain expert user selects the analysis configuration desired (actual engine, labelling features, tag-set, granularity).

The morphological engine used in this work is Aramorph ${ }^{1}$, which uses three separate "dictionaries" for prefixes, suffixes and stems respectively, and three tables that control their morphological compatibility. First of all, the input word is segmented into prefix, stem, and suffix, which are checked through embedded dictionaries. The next step is to determine whether or not they are compatible, on the basis of their morphological characteristics. If the compatibility condition is verified, the analysis is accepted. Aramorph makes it possible for the tokenization process, morphological analysis and lemmatization to take place.

The engine does not handle the nominal case and verbal mood. To solve these matters, several updates have been performed to solve the shortcomings of Aramorph [12], and to improve the performance of the engine.

The system allows users to choose the morphological original engine (Aramorph) or the improved one. Furthermore, another engine called Alkhalil ${ }^{2}$ [5] has been made available as possible option. With regard to analysis granularity, the system make it possible to perform lemmatization while, optionally, the analysis is enriched by the morpho-syntactic tagging.

In Arabic, the vowel in final position defines the nominal cases (except for the dual and "sound" plural). The case markers are three:

- Nominative: The nominative suffix is the vowel تَتْوِين ضَمَّة tanwīn damma "un" for the indefinite words.
- Accusative: The accusative suffix is the vowel fatha/a/ for the definite words or fatha " "an" for the indefinite words.
- Genitive: : The genitive suffix is the vowel kasra /i/ for the definite words or تَنْوِين كَسْرَة tanwin kasra "an" for the indefinite words.
Therefore, there are six possible ways in which the grammatical cases of an Arabic noun can be represented, for example Table 1 reports the noun ${ }^{\text {farرْق }}$ arq "difference".

[^0]| Declension of the noun فَرْق farq | Nominative case | Accusative case | Genitive case |
| :---: | :---: | :---: | :---: |
| definite | $\begin{aligned} & \text { فَرْفَقْ } \\ & \text { farq-u } \end{aligned}$ | $\begin{aligned} & \text { ُفَرْرْ } \\ & \text { farq-a } \end{aligned}$ | $\begin{aligned} & \text { فَرْقْ } \\ & \text { farq-i } \end{aligned}$ |
| indefinite | $\begin{gathered} \text { فَرْقْقٌ } \\ \text { farq-un } \end{gathered}$ | $\begin{aligned} & \begin{array}{l} \text { فَرْرْقَ } \\ \text { farq-an } \end{array} \end{aligned}$ | $\begin{gathered} \text { فَرْقْ } \\ \text { farq-in } \end{gathered}$ |

Also the short vowel of the imperfective verb defines the verbal mood (except for the second and third persons dual and plural). For example ${ }^{3}$ :

1- يَكْتُبُ
ya-ktub-u
IPFV.3-write-PRS.IND.3SGM
'he writes'
2- لَنْ يَكْثُبَ
lan ya-ktub-a
NEG IPFV.3-write-FUT.IND
'He will not write'
3- أَنْ يَكْتُبَ
'an ya-ktub-a
That IPFV.3- write -PRS.SUB
'that he writes'.
4- لَمَ يَكْتُبْ
lam ya-kotub-Ø
NEG IPFV.3-write--PST.IND
'he did not write'.
5- فَلْيَكُتُبٌ
$f a=l=y a-k o t u b-\varnothing$
therefore=that=IPFV.3SM-write-JUSSIVE=it.3SM.ACC
'therefore that he write it".
The absence of vowels makes morpho-syntactic analysis more difficult, since the results proposed by any morphological engine are more ambiguous [15].

For example, the word $\boldsymbol{f r g}$ has analyses potentially referred to four nominal lemmas (faroq, firaq, riq $\sim$, and $\boldsymbol{r a q} \sim$ ) and four verbal lemmas (raq~a, faraqa, fariqa and far aqa). The total number of possible analyses is twentysix. Table 2 shows an example of analysis regarding a nominal lemma, while Table 3 illustrates the analysis of a verbal lemma.

[^1]TABLE II. LEMMA faroq ANALYSES

| lemme | morpho-syntactic analysis |
| :---: | :---: |
| faroq | faroq $=\mathrm{NOUN}+\mathrm{a}=$ CASE_DEF_ACC |
|  | faroq=NOUN+i=CASE_DEF_GEN |
|  | faroq $=$ NOUN $+\mathrm{K}=$ CASE_INDEF_GEN |
|  | faroq=NOUN+N=CASE_INDEF_NOM |
|  | faroq $=\mathrm{NOUN}+\mathrm{u}=\mathrm{CASE}$ - DEF_NOM |

TABLE III. LEMMA $\boldsymbol{f a r} \sim \boldsymbol{a q} \boldsymbol{a}$ analyses

| far $\sim \mathrm{aqa} \mathrm{far} \sim \mathrm{aq}=$ =VERB_PERFECT+a=PVSUFF_SUBJ:3MS+ |  |
| :--- | :--- |
|  | fur $\sim \mathrm{iq}=$ =VERB_PERFECT+a=PVSUFF_SUBJ:3MS+ |

In order to face and solve this problem, the system allows the user to split the work into two phases independently of the linguistic engine adopted. Firstly, it is possible to establish the lemma corresponding to the presented word, according to the textual context. This phase of lemmatization is aided by visualizing dictionary entries (e.g. Lisan, Al-Ghany) that are embedded into the system (Fig. 4). Secondly, the user highlights the declension or flexion related to the selected lemma. The domain expert user determines whether it is sufficient to have only the lemmatization or to complete the entire process by adding the morpho-syntactic features. Such a flexibility is achieved according to the specifications of the aforementioned abstract API and the appropriate design patterns shown in Fig. 3 (MVC, Factory, Delegation, Strategy, DTO, DAO). Disambiguation of the linguistic analysis has been carried out by means of filters based on grammatical rules. Textual resources, which are reviewed and manually annotated, progressively enrich the training set available in order to improve contextual stochastic processing.

## IV. CONCLUSION

In this work we have illustrated the initiative that we are carrying out at the Cophi Lab (ILC, CNR, Pisa), and which is aimed at the design and release of a modular library along with its relative Application Programming Interfaces (APIs). The goal of this ambitious project is to solve multi-lingual and cross-lingual problems of scholars using a decoupling, modularity, flexible and re-usable system, with particular regard to the "separation of concerns" approach. Implementation is made possible by exploiting the abstract components developed in Java language and designed according to well-known patterns and UML diagrams. The overall architecture is based on the library of components, which is the core of a Web platform dealing with texts, related sources and linguistic analysis. The Arabic case study shows the benefit of the proposal, addressing the actual user scenario in a linguistic analysis work. Finally, the modularity of the system makes it possible to reuse the components in many applications. This aim is achieved by pursuing the "Open-Close" principle: Components should be open for extension, but closed for modification.
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[^0]:    ${ }^{1} \mathrm{http}: / /$ nongnu.org/aramorph/english/index.html
    ${ }^{2} \mathrm{http}: / /$ alkhalil.sourceforge.net

[^1]:    ${ }^{3}$ In this paper, interlinear glosses follow the standard set of parsing conventions and grammatical abbreviations explained in the Leipzig Glossing Rules: "The Leipzig Glossing Rules: Conventions for interlinear morpheme-by-morpheme glosses" February 2008. Segmentable morphemes are separated by hyphens and clitics by an "equals sign", in both transliterated language and interlinear gloss.

