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Abstract

Linearization by output injection has played a key role in the observer design for nonlinear control systems for almost
three decades. In this paper, following some recent works, geometric necessary and sufficient conditions are derived
for the existence of a dynamic compensator solving the problem under regular output transformation. An algorithm
which computes a compensator of minimal order is given.
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I. I NTRODUCTION

In the early 80’s, the transformation of a nonlinear system into a linear canonical observer form was obtained
and geometric conditions were derived in [22]. This so-called static solution has been widely investigated both in
the continuous and discrete time context (see for example the early works of [6], [23], [21], [33], right to [13],
[12], [29], [5], [14], [24], [31], [30], [32] where more general transformations were considered for continuous
time systems, and to [26], [11], [37] for continuous systems with delay; [25], [4], [20], [15], [19], [9], [27], [10]
deal with discrete–time and sample–data systems). Whenever those conditions are not fulfilled, the problem may
be still solvable by using a dynamic compensator. This kind of solution was first considered in the discrete time
context in [15] where it was first shown that for autonomous systems, differently from the continuous time case,
the observability condition was enough to guarantee the reconstruction of the state through a sufficiently large
buffer. The problem was further investigated in [36] and [18] where nonautonomous systems were considered.
In continuous time, starting from [17], where a dynamic solution was proposed for the first time by considering
the characteristic equation, several dynamic compensators have been proposed in the literature based on different
approaches leading to sufficient conditions: in [28] and [35] the problem was addressed by considering chains of
integrators connected to the outputs of the system; in [3] a more general setting of the problem was given, while
the solution was sought within a special class, consisting of chains of integrators, or linear stable systems; finally
in [2] a constructive procedure was proposed for autonomous systems based on the relative degree of the output,
while more recently in [7], [8] a geometric approach was used for single output autonomous systems. Despite
the numerous works on the topic, the existence of a dynamic solution in continuous time is far from being fully
characterized.
In the present paper, given a SISO observable system, necessary and sufficient conditions are given for the existence
of a dynamic compensator such that the extended system is equivalent under change of coordinates and regular
output transformation to a linear observable system up to input and output injection. Such necessary and sufficient
conditions, being algorithm based, are constructive, and lead to the computation of a solution of minimal order
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whenever it exists. The effective design of an observer, which is beyond the aim of the present paper, is then notably
simplified: in fact the state can be estimated through the Kazantzis-Kravaris/Luenberger observer [20] provided the
extended system and the coordinates transformation satisfy appropriate assumptions as discussed in detail in [1].
We end this Section by stating exactly the problem under study.

Problem formulation: Given the single output observable system

ẋ = f(x) + g(x)u (1)
y = h(x) (2)

with x ∈ IRn (n > 1), y ∈ IR, u ∈ IR, h, f and g analytic functions in their argument, find, if possible, an integer
` ∈ IN , a compensator

ξ̇ = η1(y, ξ) + η2(y, ξ)u, ξ ∈ IR` (3)

and`+1 independent functions̃ye
i = ϕi(y, ξ), i ∈ [1, `+1] whereη1, η2 andϕi, i ∈ [1, `+1] are smooth functions

in their arguments, such that the extended system (1), (3), with output function

ỹe =(ỹe
1, · · · , ỹe

`+1)
T =(ϕ1(y, ξ), · · · , ϕ`+1(y, ξ))T =ϕ(y, ξ), (4)

with rank
[

∂ϕ(y,ξ)
∂(y,ξ)

]
= ` + 1, is equivalent under change of coordinatesz = Φ(ξ, x) to the observable canonical

form

ż = Az + ψ1(ỹe) + ψ2(ỹe)u
(5)

ỹe = ϕ(y, ξ) = Cz

with (A,C) an observable pair of the form

A = diag(A1 · · ·A`+1), C = diag(C1 · · ·C`+1),
(6)

Ai =
(
0 0
I 0

)
, Ci = (0 1)

ψj(ỹe) = (ψj1(ỹe), · · · , ψj,`+1(ỹe))T , j ∈ 1, 2 andAi, Ci of dimensionki×ki, 1×ki respectively fori ∈ [1, `+1].
/

The paper is organized as follows. Standard results for multi–output systems are recalled in Section II since the
search for a dynamic post-compensator will transform the single–output problem into a multi–output problem.
Section III is devoted to the main results. Practical computations are made through an algorithm in Section III-C
and concluding remarks are stated in Section IV.

II. RECALLS AND PRELIMINARY RESULTS

The following notation will be used. Given a functionλ(x), its differential isdλ(x) =
(

∂λ
∂x1

, · · · , ∂λ
∂xn

)
. Its Lie

derivative along a vector fieldτ (x), is given byLτλ(x) := ∂λ(x)
∂x τ . AccordinglyLi

τλ(x) = Lτ

(
Li−1

τ λ(x)
)
. Given

the vector fieldsτ1(x), τ2(x), their Lie bracket is defined as[τ1, τ2] := adτ1(τ2) = ∂τ2
∂x τ1 −

∂τ1
∂x τ2. Cj

i will denote

the binomial coefficient, that isCj
i :=

(
j
i

)
= j!

i!(j−i)! .

A. Equivalence under change of coordinates for multi-output systems

The problem formulation recalled in the Introduction underlines that the given single–output system (1), (2) is
transformed into the multi–output system (1), (3), (4). Hereafter we thus recall the general result stated in [33]
concerning the equivalence of a multi–output system to the linear observer canonical form up to input and output
injection, since it will be used to characterize the conditions for the existence of the compensator (3) as well as its
computation. Consider then the nonlinear continuous time system

ẋ = f(x) + g(x)u
(7)

y = h(x)

with x ∈ IRn, y ∈ IRp, u ∈ IRm, f(x), gi(x), for i ∈ [1,m] andhj(x) for j ∈ [1, p] analytic functions in their
arguments. Without loss of generality, it is assumed that the origin is an equilibrium point for the system, that is
f(0) = 0 andh(0) = 0.
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Definition 1: The multi–output system (7) is said to be locally observable aroundx0 = 0, u0 = 0 with observability
indiceski, i ∈ [1, p], if

∑p
i=1 ki = n and the observability matrix

O =
(
(dh1)

T · · · (dLk1−1
f h1)

T · · · (dhp)
T · · · (dL

kp−1

f hp)
T

)T

has full rankn locally aroundx0 = 0.

The problem of defining a diffeomorphismz = Φ(x) which transforms (7) into the linear observable canonical
form up to input and output injection ([16]),

ż = Az + ψ1(y) + ψ2(y)u
(8)

y = Cz

whereA andC are of the form (6) with̀ + 1 = p (and, fori ∈ [1, p], Ai andCi of dimensionki × ki andki × 1
respectively), is linked to the existence ofp vector fieldsri1(x), i ∈ [1, p] solutions of

d(Lµ
fhj)ri1 = 0, µ ∈ [0, ki − 2], d(Lki−1

f hj)ri1 = δij, (9)

∀j ∈ [1, p]. In (9), δij denotes the Kronecker index which is equal to1 if i = j and 0 otherwise. The following
theorem is shown in [33], using the notationsO = {dhi · · ·dLki−1

f hi, i ∈ [1, p]},
Oi = {dhi, · · · , dLki−2

f hi, dhj · · ·dLki−1
f hj , j 6= i, j ∈ [1, p]}1 andrjk = −adf (rj,k−1) = [rj,k−1, f ].

Theorem 1:[33] There exists a diffeomorphismz = Φ(x) which transforms system (7) into the linear observable
canonical form up to input and output injection (8) if and only if

i) The system is observable (rank O = n) with observability indiceski, i ∈ [1, p]
ii) spanOi ≡ span(Oi ∩O)

iii) [rjk, riη] = 0 ∀j, i ∈ [1, p], k ∈ [1, kj], η ∈ [1, ki]
iv) [gj, riη] = 0 ∀j ∈ [1,m], ∀i ∈ [1, p], η ∈ [1, ki − 1]

B. A preliminary technical result

Next result will be instrumental in the characterization and computation of a solution if it exists.

Proposition 1: Assume that for the given observable dynamics (1), (2), there exists a dynamic compensator of di-
mensioǹ and of the form (3), such that the extended system (1), (3) can be rewritten in appropriate coordinatesz =
Φ(x, ξ) in the form (5), with respect to thè+1 fictitious independent functions̃ye = (ϕ1(y, ξ), · · · , ϕ`+1(y, ξ))T ,
with rank(∂ϕ(y,ξ)

∂(y,ξ) ) = `+1. Let, without loss of generality, the first output satisfy∂ϕ1(y,ξ)
∂y 6= 0. Then the extended

dynamics (1), (3) admits the observer canonical form up to input and output injection also with respect to the
extended output̂ye = (ϕ1(y, ξ), ξ1, · · · , ξ`)T with observability indices(n, 1, · · · , 1).

Proof: Since the system admits the observer canonical form up to input and output injection then it satisfies
Theorem 1. Sincespan{dỹe} ≡ span{dy, dξ} and the observability indexk1 = n (sinceϕ1(y, ξ) depends on
y), one immediately verifies that ii) of Theorem 1 is satisfied only ifϕj(y, ξ) = ϕj(ξ) for j ∈ [2, ` + 1], since
otherwisespan(O1) 6≡ span(O1 ∩ O). As a consequence, the output functionỹe = (ϕ1(y, ξ), ϕ̂(ξ)T ), where
ϕ̂(ξ) : IR` → IR` is invertible and has observability indices(k1, k2, · · · , k`+1) = (n, 1, · · · , 1). Let (χT , zT

1 )T =
(φ̂0(x, ξ)T , φ1(x, ξ)T )T , be the associated change of coordinates withrank ∂(φ1(x,ξ))

∂x = n and ỹe
1 = Cz1. The

proof ends by takinĝye = (ϕ1(y, ξ), ξ1, · · · , ξ`)T , and by considering the coordinatesz = (ξ̃T , zT
1 )T , in which the

system reads (5).

III. M AIN RESULTS

Since according to Proposition 1, if a solution exists then we can take as output functionsỹe
1 = ϕ(y, ξ), ỹe

j+1 = ξj
j ∈ [1, `], we will first investigate the relationship between theri(x)’s i ∈ [1, n] defined on the original system
with respect to the single outputy = h(x) and ther̃e

ij(x, ξ)’s i ∈ [1, `+ 1], j ∈ [1, ki] defined on the extended
system with respect to the transformed output functionsỹe defined above. This will yield the characterization of
the output transformation and the dynamic compensator. The following holds true:

1Note that forki = 1, Oi reduces toOi = {dhj , j 6= i, j ∈ [1, p]}
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Proposition 2: Given system (1-2), letr1(x) be the vector field solution of equation (9) with respect to the given
output functiony = h(x). Consider the extended system (1), (3), with driftF e(x, ξ) =

(
ηT
1 (y, ξ) fT (x)

)T
and

output functionsỹe
1 = h̃e

1 = ϕ(y, ξ), ỹe
i+1 = h̃e

i+1 = ξi, i ∈ [1, `], where ∂ϕ(y,ξ)
∂y 6= 0 with observability indices

k̃1 = n, k̃i+1 = 1 for i ∈ [1, `]. Then the vector fields̃re
i1(x, ξ), i ∈ [1, ` + 1], solutions of the corresponding

equations (9)∀j ∈ [1, `+ 1] exist and are given by

r̃e
11(x, ξ) =

[
∂ϕ(y, ξ)
∂y

]−1

rT
1

∂

∂x
= α(y, ξ)rT

1

∂

∂x
(10)

r̃e
µ,1 =

∂

∂ξµ−1
+

n∑

i=1

γµ−1,i(x, ξ)ri(x)T ∂

∂x
µ ∈ [2, `+ 1] (11)

with γµ−1,n = −
[

∂ϕ(y,ξ)
∂y

]−1
∂ϕ(y,ξ)
∂ξµ−1

. Accordingly, for j ∈ [2, n],

r̃e
1j(x,ξ) =

j−1∑

i=0

Cj−1
i (−1)j−1−iLj−i−1

F e(x,ξ)α(x,ξ)rT
i+1(x)

∂

∂x
(12)

Proof: Since the original single output system is observable,r1(x) exists and is unique; moreoverr1(x), · · · , rn(x)
are independent ([23]). They can thus be used as a basis inIRn . Consider now the extended system (1), (3)
with extended output̃ye = (ϕ(y, ξ), ξ1, · · · , ξ`)T , which has, by Proposition 1, observability indices(n, 1, · · · , 1).
The corresponding vector fields̃re

µ1, µ ∈ [1, ` + 1], solution to (9), if they exist can be expressed asr̃e
µ1 =∑n

i=1 αµi(x, ξ)ri(x)T ∂
∂x +

∑`
j=1 βµj(x, ξ) ∂

∂ξj
, in the basis(rT

1 (x) ∂
∂x , · · · , r

T
n (x) ∂

∂x ,
∂

∂ξ1
, · · · , ∂

∂ξ`
).

Since k̃e
1 = n, d(Lν

Fe ỹe)r̃e
11(x, ξ) = 0 for 0 ≤ ν ≤ n − 2, which implies immediately thatβ1j(x, ξ) = 0 for

j ∈ [1, `] and thatα1i(x, ξ) = 0 for i ∈ [2, n]. Finally, since forj ∈ [2, ` + 1], ν ∈ [1, n − 1], d(Lν
Fe ỹe

j ) ∈
span{dξ, dỹe

1, · · · , d(Lν−1
Fe ỹe

1)} the previous relation ensures also thatd(Lν
Fe ỹe

j )r̃
e
11(x, ξ) = 0, j ∈ [2, `+ 1], ν ∈

[1, n − 1] while d(Ln−1
Fe ỹe

1)r̃
e
11 = 1 implies that ∂ϕ(y,ξ)

∂y
d(Ln−1

f h(x))r1(x)α11(x, ξ) = ∂ϕ(y,ξ)
∂y

α11(x, ξ) = 1. As

a consequenceα11(x, ξ) =
[

∂ϕ(y,ξ)
∂y

]−1

that is r̃e
11 exists and is given by (10), whereα(x, ξ) = α11(x, ξ) =

[
∂ϕ(y,ξ)

∂y

]−1

.

In a similar way, forµ ∈ [2, `+ 1] since k̃e
µ = 1, then it is easily verified that̃re

µ1(x, ξ) exists and must satisfy
dỹe

j r̃
e
µ1(x, ξ) = δµj . Then necessarilyβµj (x, ξ) = 0 for µ 6= j+1 andβj+1,j = 1. Moreover sincedỹe

1 r̃
e
µ1 = 0 then

∂ϕ(y,ξ)
∂y

dh(x)rn(x)αµn(x, ξ) + ∂ϕ(y,ξ)
∂ξµ−1

= 0 so thatαµn(x, ξ) = −
[

∂ϕ(y,ξ)
∂y

]−1
∂ϕ(y,ξ)
∂ξµ−1

which proves (11). Finally

(12) is proven iteratively by using the fact thatr̃e
1j(x, ξ) = −adFe(x,ξ)r̃

e
1,j−1(x, ξ).

Proposition 2 generalizes and includes the particular cases treated in [3], [8].

Next result characterizes the link between the given system and the dynamic compensator solving the problem.

Theorem 2:Assume that the observable system (1), (2), can be transformed into the canonical observer form up to
input and output injection through the compensator (3) with respect to the extended outputỹe = (ϕ(y, ξ), ξ1, · · · , ξ`)T ,
where∂ϕ(y,ξ)

∂y
6= 0. LetF e = (ηT

1 , f
T )T andGe = (ηT

2 , g
T )T be the vector fields characterizing the extended system

(1), (3), and consider the output vectorH(x, ξ) = (h(x), ξ1, · · · , ξ`)T . Denote by

β(y, ξ) = (βy, βξ1 , · · · , βξ` ) = d

(
Log

(
∂ϕ(y, ξ)
∂y

))
, (13)

and byβ(µ) = (Lµ
FeβT )T . Then the following properties hold true

[r1(x), rj(x)] = 0 ∀j ≤ n − 1 (14)
i.)

[rj(x), rn(x)] =
j−1∑

i=0

Γj
j−i(x)rj−i(x), ∀j ∈ [1, n− 1] (15)
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where, forj > i,

Γj
j−i =(−1)i

i∑

k=0

Cj−1−k
j−1−i β(i−k)Qk

j (F e,H), (16)

Qk
j (F e,H)=(−1)n−jCn−1

n−j+kd(Ln−j+k
F e H)rT

j
∂

∂x
−Cj−1

k d(Lk
F eH)rT

n
∂

∂x
(17)

ii.) [rj(x), g(x)]=
j−1∑

i=0

Cj−1
i Θi(x)rj−i(x), ∀j ∈ [1, n− 1] (18)

where Θi = (−1)i+1LGeLi
Fe

(
Log

(
∂ϕ(y, ξ)
∂y

))
(19)

Proof: By assumption, the extended system (1), (3), with output functionsỹe
1 = ϕ(y, ξ), andỹe

i+1 = ξi for i ∈
[1, `], is equivalent under change of coordinates to the observable canonical form up to input and output injection. As
a consequence the vector fieldsr̃e

1j(x, ξ), j ∈ [1, n] given by (10) and (12) must satisfy the condition[r̃e
1j, r̃

e
1µ] = 0,

∀j, µ ∈ [1, n]. According to Proposition 2, by construction denoting byυ(y, ξ) = [α(y, ξ)]−1 = ∂ϕ(y,ξ)
∂y

r1(x)T ∂

∂x
=
[
∂ϕ(y, ξ)
∂y

]
r̃e
11 = υ(y, ξ)r̃e

11(y, ξ) (20)

rj(x)T ∂

∂x
=

j−1∑

i=0

Cj−1
i (−1)j−1−iLj−i−1

Fe υ(y, ξ)r̃e
1,i+1(y, ξ) (21)

As a consequence, one gets that settingH =
(
h(x), ξ1, · · · , ξ`

)T
, consideringβ(y, ξ) given by (13) and denoting

by β(j) = (Lj
FeβT )T , standard computations lead to

[rT
j

∂
∂x , r

T
µ

∂
∂x ] =

µ−1∑
p=0

rT
µ−p

∂
∂x

(−1)pCµ−1
µ−1−p

p∑
k=0

Cp
kβ

(p−k)d(Lk
FeH)rT

j
∂

∂x
(22)

−
j−1∑
i=0

rT
j−i

∂
∂x

(−1)iCj−1
j−1−i

i∑
k=0

Ci
kβ

(i−k)d(Lk
FeH)rT

µ
∂

∂x

Since by constructiond(Lk
FeH)rT

µ
∂
∂x = 0 for µ+ k < n we immediately get that[r1, rj] = 0 ∀j ≤ n− 1 that is

(14), while specifying (22) forµ = n and consideringQk
j (F e,H) given by (17), one gets∀j < n,

[rj, rn] =
j−1∑

i=0

(−1)irj−i

i∑

k=0

Cj−1−k
j−1−i β

(i−k)Qk
j (F e,H)

that is (15), withΓj
j−i(x) given by (16).

As for ii.), by assumption forj ∈ [1, n− 1], [r̃e
1j, G

e] = 0, so that one immediately gets that forj ∈ [1, n− 1],

j−1∑

i=0

Cj−1
i (−1)j−1−i(Lj−i−1

F e α(ξ, y)[ri+1, g] − LGeLj−i−1
F e α(ξ, y)ri+1)=0 (23)

that is ([r1, g], · · · , [rn−1, g]) Ω = (r1, · · · , rn−1) Π

with Ω and Π two upper triangular matrices of dimensionn − 1 whose generic coefficient in position(i, j) is
respectivelyΩij = (−1)i+jCj−1

j−iL
j−i
Fe α(y, ξ) and Πij = (−1)i+jCj−1

j−iLGeLj−i
Fe α(y, ξ). Ω being invertible since

det(Ω) = α(y, ξ)n−1 6= 0, one gets that

([r1, g], · · · , [rn−1, g]) = (r1, · · · , rn−1) ΠΩ−1 = T

with T again an upper triangular matrix with generic coefficient in position(i, j) given bytij = (−1)i+jCj−1
j−iLGeLj−i

Fe Log(α);
ii.) follows being

[ri, g] =
i−1∑

j=0

(−1)j+1Ci−1
j LGeLj

Fe

(
Log

(
∂ϕ(y, ξ)
∂y

))
ri−j.
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Equations (15)-(16) and (18)-(19) are at the basis of the computation of the output transformation and the dynamic
compensator solving the problem as highlighted in the following paragraphs.

A. The output transformation properties

Proposition 3: Assume that there exists a compensator of dimension` of the form (3), and an output transformation
ϕ(y, ξ), with ∂ϕ(y,ξ)

∂y
6= 0, such that the extended system (1), (3) can be put in the canonical observer form (5), with

respect to the extended outputỹe = (ϕ(y, ξ), ξ1, · · · , ξ`)T . Let β(y, ξ) = [βy, βξ1 , · · · , βξ` ] be the vector satisfying
(15). Then there exists aβ0(ξ) such thatβ(y, ξ) satisfies

βy(y, ξ) = βy(y), and βξi (y, ξ) = βξi(ξ) =
∂β0(ξ)
∂ξi

i ∈ [1, `], (24)

and settingβI,y =
∫
βy(y)dy, the output transformationϕ(y, ξ) satisfies the relation

∂ϕ(y, ξ)
∂y

= eβI,y(y)+β0(ξ)c0 (25)

Proof: SettingH = (h(x), ξ1, · · · , ξ`)T , d(Ln−j
Fe H)rT

j
∂
∂x

=
(
1 0 · · · 0

)T
, so that in (15), the coefficient

of rj, Γj
j , depends only onx and is given by

Γj
j(x) = βy(y, ξ)

[
(−1)n−jCn−1

n−j − 1
]

(26)

As a consequenceβy(y, ξ) = βy(y) = ∂
∂y

(
Log

(
∂ϕ(y,ξ)

∂y

))
. Denoting byβI,y(y) =

∫
βy(y)dy, we thus have that

Log
(

∂ϕ(y,ξ)
∂y

)
= βI,y(y) + β0(ξ) + c which implies (25).

B. The dynamic compensator properties

In this section, it is shown that whenever the problem is solvable, the post-compensator can always be chosen to
be (almost) linear.

Proposition 4: Assume that there exists a compensator of dimension` of the form (3) and an output transformation
ϕ(y, ξ), with ∂ϕ(y,ξ)

∂y 6= 0, y = h(x) ∈ IR, such that the extended system (1), (3) can be put in the canonical
observer form, with respect to the extended outputỹe = (ϕ(y, ξ), ξ1, · · · , ξ`)T . Then there exists also a dynamic
compensator of dimensioǹ̄≤ `, with ¯̀≤ n− 1, and of the form

χ̇i = χi+1 + η̃1i(y) + η̃2i(y)u, i = 1, · · · , ¯̀− 1
(27)

χ̇¯̀ = η0,¯̀(χ) + η̃1¯̀(y) + η̃2,¯̀(y)u

which solves the problem with respect to the extended outputȳe = (ϕ̄(y, χ), χ1, · · · , χ¯̀)T , where∂ϕ̄
∂y

= ∂ϕ(y,ξ)
∂y

∣∣∣
β0(ξ)=χ1

=

eβI,y(y)eχ1c0.

The proof, detailed in the Appendix, is based on the computation of an appropriate change of coordinates such
that the dynamic compensator solving the problem is split into a subsystem necessary to solve the problem, and an
additional part which can be neglected. In these coordinates the first subsystem has the structure (27).

Remark.The proof of Proposition 4 shows also that the presence of the control in the dynamics may influence the
dimension of the compensator. For instance it is sufficient to consider second order systems: in the autonomous
case (see [8], [34]) if the problem can be solved then a static solution surely exists whereas this is not true anymore
in the nonautonomous case. As an example consider the systemẋ1 = x2 + x1x2u, ẋ2 = x1 + x2u, y = x2, which
does not admit any static solution but can be put in the canonical observer form by considering the compensator
χ̇ = −yu and taking as extended outputỹ = (eχy, χ)T , computed by applying the algorithm in Section III-C./
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C. The computation of the solution

Based on Theorem 2 and Propositions 3 and 4, an algorithm is now given for the computation of the desired
compensator, if it exists.2

Step 0. Solve equations (9) and check if[r1, rj] = 0 for j ≤ n−1. If not go to step exit, else set for0 ≤ l ≤ p ≤ i < j

Lj
i (p,l)=(−1)n−jCn−1

n−j+iC
n−j+p
n−j+l d(Ln−j+l

f h)rj−Cj−1
i Cp

l d(Ll
fh)rn (28)

and go to Step 1.

Step 1. Let j be the smallest index such that[rj, rn] 6= 0 andLj
0(0, 0) 6= 0. Verify that Γj

j/L
j
0(0, 0) = βy(y). If

it isn’t a function of y only, then go to step exit, else computeβI,y(y) =
∫
βy(y)dy; setα(y) = e−βI,y(y), and

considerr̃1(x) = α(y)r1(x), which corresponds to consider the new outputỹ = ϕ(y) =
∫
eβI,y(y)dy. Compute the

corresponding̃ri i ∈ [2, n], accordingly the corresponding̃Lj
i (p, l), for 0 ≤ l ≤ p ≤ i < j, and go to Step 2.

Step 2. Check if for all j ∈ [1, n− 1], [r̃j, r̃n] = 0 and [r̃j, g] = 0. If the conditions are satisfied then the system
can be transformed into the canonical observer for up to input output injection with a compensator of order 0, else
if for somej ∈ [1, n− 1], Γ̃j

j 6= 0 then go to step exit else setα(ỹ, χ1) = e−χ1 , k = 0, and go to Step 3.

Step 3. Set i = k + 1; update the compensator adding the dynamics

χ̇i = η0i(χ) + η1i(ỹ) + η2i(ỹ)u (29)

Accordingly setF e =
(
χ2 + η11(ỹ), · · · , η0i(χ) + η1i(ỹ), fT (x)

)T , Ge =
(
η21(ỹ), · · · , η2i(ỹ), gT (x)

)T

Step 3a For the computation ofη1i(ỹ): for somej > i such thatL̃j
i (0, 0) 6= 0, verify that

(
(−1)iΓ̃j

j−i(·)−
i−1≥1∑

p=1

p∑

l=0

Lp−l
f

(
∂η1,i−p(ỹ)

∂ỹ

)
L̃j

i (p, l)
)
/L̃j

i (0, 0) = Pi(ỹ)

if it isn’t a function of ỹ only, go to Step exit, else setη1,i(ỹ) =
∫
Pi(ỹ)dỹ. If with such a choice, considering

Qi
j(F

e, χ1), defined by (17), for allj ∈ [i+ 1, n− 1], Γ̃j
j−i(·) = (−1)iQi

j(F
e, χ1) go to Step 3b, else go to Step

exit.

Step 3b For the computation ofη2i(ỹ): compute[r̃i, g]; check if

[r̃i, g]=
i−1∑

j=0

Ci−1
j r̃i−jΘ̃j , Θ̃j = (−1)j+1LGeLj

Feχ1, j ∈ [0, i− 1]

and computeη2i = (−1)iΘ̃i−1 −
i−1≥1∑
j=1

Lg(x)L
i−1−j
f(x) η1j(ỹ).

If η2i := η2i(ỹ) then go to Step 4, else go to Step exit.

Step 4. Verify if there existsη0,i(χ) such that with the new compensator∀j ∈ [i + 1, n − 1], l ∈ [0, j − 1],
Γ̃j

j−l = (−1)lQl
j(F

e, χ1) with Ql
j(F

e, χ1) defined by (17), and

[r̃j, g] =
j−1∑

l=0

Cj−1
l r̃j−lΘl, with Θl = (−1)l+1LGeLl

Feχ1

If yes go to Step 5, else ifi ≤ n− 2, setη0i = χi+1, k = i and go back to Step 3, else go to Step exit.

Step 5. Let

χ̇i = χi+1 + η1i(ỹ) + η2i(ỹ)u, i ∈ [1, `− 1]

χ̇` = η0,`(χ) + η1`(ỹ) + η2`(ỹ)u

ẋ = f(x) + g(x)u

2The assumption thatη1, η2 andϕ in (2) are smooth , guarantees that if a solution exists thenβy(y), P1(y) andP2(y) in the algorithm
are integrable.
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be the extended system computed above. Considerre
11 = e−χ1 r̃T

1
∂
∂x which is the solution to (9) with respect

to the set of outputsye
1 = eχ1 ỹ, y1+i = χi, i ∈ [1, `]. By construction(re

11, · · · , re
1n) =

(
R
0

)
. Compute then

independent functionsλ(x, χ) = (λ1(x, χ), · · · , λn(x, χ))T , where∂λ(x,χ)
∂x = R−1. In the coordinates(χ̃T , zT )T =

(χT , λ(x, χ)T )T the extended system is in the canonical observer form up to input and output injection.

Step exit The system does not admit the canonical observer form up to input output injection under regular
compensator and regular output transformation.

The main result can now be stated in terms of a necessary and sufficient condition under which the problem can
be solved.

Theorem 3:Given the observable system (1), (2), there exists a dynamic compensator of dimension` ≥ 0 of the
form (3) and a regular output transformation of the form (4) such that the extended system (1), (3) is equivalent to
the canonical observer form up to input and output injection if and only if the algorithm ends at Step 5. Furthermore
the computed compensator is of minimal dimension.

Proof: If the algorithm ends at Step 5, then a compensator has been computed together with the appropriate
change of coordinates which transforms the extended system in the canonical observer form up to input and output
injection, thus proving the sufficiency part. As for the necessity the algorithm is based on the necessary conditions
enounced in Theorem 2 with the compensator already written in the form (27). At Step 3, the compensator is
updated by adding a dynamics of the form (29), whereη1i(ỹ) and η2i(ỹ) are computed in order to satisfy the
conditions on the coefficients̃Γj

j−i and Θ̃i−1 respectively given in Theorem 2, as a consequence the algorithm
cannot end at step exit if a compensator exists. Step 4 guarantees that the computed compensator is of minimal
order by checking each time the compensator is updated, if there exists anη0i(χ) which guarantees that Theorem
2 is satisfied.

Example 1:Consider the following system

ẋ1 = x2, ẋ2 = x3, ẋ3 = x4 + 2x2u

ẋ4 = x2
1x4 + x2x3 −

2
5
x3

2 + x3u, y = x1

Step 0. Standard computations lead tor1 = ∂
∂x4

, r2 = ∂
∂x3

+ x2
1

∂
∂x4

, r3 = ∂
∂x2

+ x2
1

∂
∂x3

+ (x4
1 + x2 − 2x1x2) ∂

∂x4

andr4 = ∂
∂x1

+ x2
1

∂
∂x2

+ (x4
1 + x2 − 4x1x2) ∂

∂x3
+ (x6

1 + 2x2
1x2 − 6x3

1x2 + 4
5x

2
2 + 2x1x3) ∂

∂x4
.

Since[r1, r2] = [r1, r3] = 0, we go to next step

Step 1. [r1, r4] = [r2, r4] = 0, L1
0(0, 0) = −2 and Γ1

1 = 0, so thatβ(y) = 0 which implies thatỹ = y = x1, and
we go to next step.

Step 2. [r3, r4] = (1−6x1)r2 + 18
5
x2r1. ConsequentlyΓ1

1 = Γ2
2 = Γ3

3 = 0 and we setα(ỹ, χ1) = e−χ1 , andk = 0.
MoreoverΓ3

2 = 1 − 6x1 while Γ3
1 = 18

5 x2, whereasΓ2
1 = 0.

Step 3. We seti = 1 and χ̇1 = η01(χ) + η11(ỹ) + η21(ỹ)u.

Step 3a. L3
1(0, 0) = −5. Accordingly

P1 = −Γ3
2/L3

1(0, 0) = (1 − 6x1)/5 = (1 − 6ỹ)/5

so thatη11 =
∫
P1dỹ = (x1 − 3x2

1)/5

Step 3b. Sinceg = (0, 0, 2x2, x3)T , [r1, g] = 0, so thatΘ0 = 0 and consequentlyη21 = 0.

Step 4. There doesn’t exist aη01(χ1) which ensures thatΓ3
1 = Q2

3(F e, χ1). In fact it should satisfy the equation
∂η01(χ1)

∂χ1
= −x2

1. We thus go back to Step 3 withk = 1 andη01 = χ2.

Step 3. We seti = 2 and χ̇2 = η02(χ) + η12(ỹ) + η22(ỹ)u.

Step 3a. L3
2(0, 0) = −2. Accordingly

P2=

(
Γ3

1 −
1∑

l=0

L1−l
f

(
∂η11(ỹ)
∂ỹ

)
L3

2(1, l)

)
/L3

2(0, 0) = −1 − 6x1

5
x2

1
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so thatη12(ỹ) =
∫
P2dỹ = 3

10x
4
1 − 1

15x
3
1.

Step 3b. Since[r2, g] = r1, we get thatΘ1 = 1. Consequently we have thatη22 = Θ1 − Lgη11 = 1

Step 4. [r3, g] = 2r2−x2
1r1 = 2Θ1r2+Θ2r1. ConsequentlyΘ2 = −x2

1. We have to check if there existsη02(χ1, χ2)
such thatLGeη02 = −Θ2 − LgLfη11 − Lgη12. Such a function doesn’t exists since it should satisfy the relation
∂η02
∂χ1

η21 + ∂η02
∂χ2

η22 = ∂η02
∂χ2

= x2
1. We thus go back to Step 3 withk = 2 andη02 = χ3.

Step 3. We seti = 3 and χ̇3 = η03(χ) + η13(ỹ) + η23(ỹ)u.

Sincei+ 1 = 4 > n− 1 = 3 all the conditions concerning the autonomous part are satisfied andη13(ỹ) = 0. From
Θ2 = −x2

1 we get thatη23(ỹ) = −Θ2 − Lgη12 − LgLfη11 = x2
1. Since the compensator has dimensionn− 1 we

can setη03 = 0.3

Step 5. The computed compensator is then

χ̇1 = χ2 + (x1 − 3x2
1)/5, χ̇2 =

3
10
x4

1 −
1
15
x3

1 + u, χ̇3 = x2
1u

Accordingly the associated change of coordinates is

z1 = eχ1(x4 − χ2x3 − 1

5
x1x3 − 2

5
x2

1x3 + χ3x2 + χ2
2x2 − 3χ2χ3x1)

+eχ1(
1

25
x2

1x2 −
3

10
χ3x

2
1 +

4

15
χ3x

3
1 +

2

5
χ2x1x2 −

1

5
χ2x

2
1x2 − 8

75
x3

1x2)

+eχ1(
3

50
x4

1x2 −
2

5
x2

2 +
2

5
x1x

2
2 +

13

100
χ2x

4
1 +

9

625
x5

1 −
39

250
χ2x

5
1 − χ3

2x1)

+eχ1(
4

15
χ2

2x
3
1 − 157

4500
x6

1 +
12

875
x7

1 − 3

10
χ2

2x
2
1 − 1

25
χ2x

3
1 −

1

500
x4

1)

z2 = eχ1(x3 + 3χ3x1 − 2χ2x2 − 2

5
x1x2 +

1

5
x2

1x2 + 3χ2
2x1)

+eχ1(
1

25
x3

1 − 13

100
x4

1 +
3

5
χ2x

2
1 −

8

15
x3

1χ2 +
39

250
x5

1)

z3 = eχ1(x2 − 3χ2x1 −
3

10
x2

1 +
4

15
x3

1),

z4 = x1e
χ1 , χ̃i = χi, i ∈ [1, 3].

In these coordinates the system is in the form (5). The algorithms in [28], [34], [8] fail in determining a solution.

IV. CONCLUSIONS

In the present paper we have given necessary and sufficient conditions for the existence of a dynamic compensator
such that the extended system is equivalent under change of coordinates and regular output transformations to a
linear observable system up to input output injection. The given conditions are constructive and allow to characterize
completely the structure of the controller, thus leading to the computation of a solution. An algorithm has also been
proposed for the computation of a solution of minimal dimension if it exists. Further investigations will concern
non regular solutions.
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APPENDIX

Proof of Proposition 4. Assume that the problem admits a solution. By Proposition 3 let the dynamic compensator
(3) with extended output̃ye = (ϕ(y, ξ), ξ1, · · · , ξ`)T , be a possible solution where∂ϕ(y,ξ)

∂y = eβI,y(y)+β0(ξ)c0.
If β0(ξ) = 0 then the system admits the canonical observer form up to input–output injection with respect to
the transformed output̃y1 =

∫
eβI,y(y)c0dy + cost, so that ¯̀ = 0. In fact, by Proposition 2 and eqs. (10), (12),

α(y, ξ) = α(y) = e−βI,y(y)/c0 and denoting byR̃1j(x) =
∑j−1

i=0 Cj−1
i (−1)j−1−iLj−i−1

f α(x)ri+1(x) the vector

fields associated tõy, r̃e
1j(x, ξ) = R̃T

1j(x)
∂
∂x . By assumption[r̃e

1j(x), r̃e
1i(x)] =

[
R̃T

1j(x)
∂
∂x , R̃

T
1i(x)

∂
∂x

]
= 0,

∀i, j ∈ [1, n]. Moreover,∀j ∈ [1, n − 1], [ge(x, ξ), r̃e
1j(x)] =

[
ηT
2 (ξ, y) ∂

∂ξ
+ gT (x) ∂

∂x
, R̃T

1j(x)
∂

∂x

]
= 0, which

implies that∀j ∈ [1, n− 1], [g(x), R̃1j(x)] = 0, thus proving that the problem is solvable by output tranformation
only.
Assume now thatβ0(ξ) 6= 0 and assume without loss of generalityβξ1 = ∂β0

∂ξ1
6= 0 (this can be achieved after a

possible renaming of the variables). Then settingχ1 = β0(ξ), one gets that in the coordinates(χ1, ξ2, · · · , ξ`) the
dynamic compensator reads

χ̇1 = η̄11(χ1, ξ2 · · · , ξ`, y) + η̄21(χ1, ξ2 · · · , ξ`, y)u
(30)

ξ̇i = η̄1,i(χ1, ξ2 · · · , ξ`, y) + η̄2i(χ1, ξ2 · · · , ξ`, y)u, i ∈ [2, `].

with output functions̃ye
1 = ϕ(y, χ1, ξ2, · · ·ξ`), ŷe

2 = β−1
0 (χ1, ξ2, · · · , ξ`), ŷe

1+i = ξi for i ∈ [2, `]. Due to Proposition
1, the system admits the canonical form (5) also with respect to the output functionsỹ1 = ϕ(y, χ1, ξ2, · · ·ξ`),
ỹ2 = χ1, ŷ1+i = ξi for i ∈ [2, `]. Take thenH1 = (h(x), χ1, ξ2, · · · , ξ`)T as output functions and note that since
in the new coordinates the output transformation satisfies∂ϕ(y,χ1,ξ)

∂y = eβI,y(y)eχ1c0 then the associated vector
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β(y, χ1, ξ2, · · · , ξ`) = [βy, 1, 0 · · ·0]. As a consequence forj > 0, β(j) = [β(j)
y , 0, 0 · · ·0]. Since Theorem 2 is

satisfied, in (15),Γj
j−i which depends on the variablex only, reads

Γj
j−i=(−1)i

(
i∑

k=0

Cj−1−k
j−1−i β

(i−k)
y Qk

j (f, h)+Qi
j(F

e, χ1)

)
(31)

withQk
j (f, h) andQi

j(F
e, χ1) defined by (17). Fori = 1, d(Ln−j+1

Fe χ1)rT
j

∂
∂x = d(LFeχ1)rT

n
∂
∂x = ∂η̄11(y,χ1,ξ2,··· ,ξ`)

∂y ,

sinceβy is known, we can obtainβ(1)
y and consideringLj

i (p, l) defined by (28), we get from (31)

−∂η̃11(·)
∂y

Lj
1(0, 0) = Γj

j−1(x) +
1∑

k=0

Cj−1−k
j−2 β(1−k)

y Qk
j (f, h)

Since the right-hand side depends on thex variable only, choosing aj > 1 such thatLj
1(0, 0) 6= 0, necessarily

∂η̄11(y,χ1,ξ2,··· ,ξ`)
∂y

= ψ1(y). Consequenlȳη11(χ1, ξ2, · · · , ξ`, y) = η̃01(χ1, ξ2, · · · , ξ`) + η̃11(y) with η̃11(y) =∫
ψ1(y)dy.

AnalogouslyΘ0 in (19) reads

Θ0(x) = LḡeLog(α(y, χ1)) = −Lḡe(βI,y + χ1) = −Lḡe(βI,y) − η̄21(·)

so thatη̄21(·) = −Lḡe (βI,y) − Θ0(x). Since the right handside depends onx only necessarilȳη21(·) = η̃21(y). If
η̃01(·) depends onξj , j > 1, we can set̃η01 = χ2, and, assuming without loss of generality that∂η̃01

∂ξ2
6= 0, consider

the coordinates(χ1, χ2, ξ3, · · · , ξ`) in which the dynamic compensator reads

χ̇1 = χ2 + η̃11(y) + η̃21(y)u

χ̇2 = η̂12(χ1, χ2, ξ3 · · · , ξ`, y) + η̂22(χ1, χ2, ξ3 · · · , ξ`, y)u

ξ̇j = η̂1j(χ1, χ2, ξ3 · · · , ξ`, y) + η̂2j(χ1, χ2, ξ3 · · · , ξ`, y)u, j ∈ [3, `]

and we can take as outputH2 = (h(x), χ1, χ2, ξ3 · · · , ξ`)T .

Consider nowΓj
j−2 the coefficient ofrj−2 in equation (15). From (31) denoting bŷF e the drift in the new

coordinates, one gets

Γj
j−2(x) =

2∑

k=0

Cj−1−k
j−3 β(2−k)

y Qk
j (f, h) + Q2

j(F̂
e, χ1)

Developing the previous expression, we have that

Lj
2(0,0)

∂η̂12(y, χ, ξ)

∂y
= Γj

j−2 −
2∑

k=0

Cj−1−k
j−3 β

(2−k)
y Qk

j (f,h)

−
[
(−1)n−jCn−1

n−j+2d(Ln−j+1
f η̃11)r

T
j

∂

∂x
−Cj−1

2 d(Lf η̃11)rT
n

∂

∂x

]

Choosing a value ofj > 2 such thatLj
2(0, 0) 6= 0, allows the computation of̂η12(·, y), and since the right–

hand side depends onx only then ∂η̂12(·,y)
∂y

= ψ2(y) so that denoting bỹη12(y) =
∫
ψ2(y)dy then η̂12(·, y) =

η̃02(χ1, χ2, ξ3, · · · , ξ`) + η̃12(y).

Let ĝe(x, χ, ξ) be ge(·) in the new coordinates. From (19),

Θ1 = LĝeLF̂e (βI,y + χ1) = LĝeLF̂e (βI,y) + Lĝe (χ2 + η̃11(y))

= LĝeLF̂e (βI,y) + Lĝe(η̃11(y)) + η̂22(·)

Thus, η̃22(·) = Θ1 − LĝeLF̂e (βI,y) − Lĝe (η̃11(y)) = η̃22(y). Iterating the reasoning one gets that there exists an
index ¯̀≤ ` such that the dynamic compensator can be written as

χ̇i =χi+1 + η̃1i(y) + η̃2i(y)u, i ∈ [1, ¯̀− 1]
(32)

χ̇¯̀= η̃0,¯̀(χ) + η̃1¯̀(y) + η̃2¯̀(y)u

ξ̇j = η̃1j(χ, ξ¯̀+1, · · · , ξ`)+η̃2j(χ, ξ¯̀+1, · · · , ξ`)u, j ∈ [¯̀+ 1, `] (33)

where for i ∈ [1, ¯̀], the η̃1i(y)’s can be computed by integrating the functionψi(y) defined from the coefficient
Γj

j−i given by (16), while thẽη2i(y)’s are defined by the coefficientΘi given by (19).
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We show now that if̄̀ < `, the dynamics (33) can be neglected, thus reducing the dimension of the dynamic com-
pensator from̀ to ¯̀. Consider the extended system (32)-(7), and considerr̃e

11 = α(y, χ1)rT
1

∂
∂x , with α(y, χ1) andr1

computed above. Accordingly, computer̃e
1j for j ∈ [1, n]. By construction[r̃e

1i, r̃
e
1j] = 0 for i, j ∈ [1, n]. Since the

distribution∆e = span {r̃e
11, · · · , r̃e

1n} is nilpotent, define the change of coordinates
(
χ̃T , zT

)T =
(
χT , λT (x, χ)

)T

such thatdχ∆e = 0 while dλ(x, χ) ∆e = I. In these new coordinatesF e(χ̃, z) =
(
η̃T
0 (χ̃) + η̃T

1 (y), f̃T (χ̃, z)
)T

and Ge(χ̃, z) =
(
η̃T
2 (y), g̃T (χ̃, z)

)T
. Then, for i ∈ [1, n − 1], ∂Fe(χ̃,z)

∂zi
= [r̃e

1i, F
e(χ̃, z)] = r̃e

1,i+1 = ∂
∂zi+1

,
∂Ge(χ̃,z)

∂zi
= [r̃e

1i, G
e(χ̃, z)] = 0 and zn = ŷe

1 = eχ1 ỹ + ϕ0(χ2, · · · , χ¯̀), which proves that in the new coordinates
the system reads

˙̃χ = η̃0(χ̃) + η̃1(y) + η̃2(y)u

ż = Az + ψ1(y, χ) + ψ2(y, χ)u, ŷ = ϕ(y, χ) = zn

Finally since the dynamics of the compensator is defined by theΓj
j−i’s j ∈ [1, n− 1] and theΘl ’s l ∈ [0, n− 1],

then its maximum necessary dimension isn− 1.
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