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#### Abstract

Linearization by output injection has played a key role in the observer design for nonlinear control systems for almost three decades. In this paper, following some recent works, geometric necessary and sufficient conditions are derived for the existence of a dynamic compensator solving the problem under regular output transformation. An algorithm which computes a compensator of minimal order is given.


## Index Terms

Linearization by output injection, nonlinear systems, state and output transformations, dynamic compensator.

## I. Introduction

In the early 80 's, the transformation of a nonlinear system into a linear canonical observer form was obtained and geometric conditions were derived in [22]. This so-called static solution has been widely investigated both in the continuous and discrete time context (see for example the early works of [6], [23], [21], [33], right to [13], [12], [29], [5], [14], [24], [31], [30], [32] where more general transformations were considered for continuous time systems, and to [26], [11], [37] for continuous systems with delay; [25], [4], [20], [15], [19], [9], [27], [10] deal with discrete-time and sample-data systems). Whenever those conditions are not fulfilled, the problem may be still solvable by using a dynamic compensator. This kind of solution was first considered in the discrete time context in [15] where it was first shown that for autonomous systems, differently from the continuous time case, the observability condition was enough to guarantee the reconstruction of the state through a sufficiently large buffer. The problem was further investigated in [36] and [18] where nonautonomous systems were considered. In continuous time, starting from [17], where a dynamic solution was proposed for the first time by considering the characteristic equation, several dynamic compensators have been proposed in the literature based on different approaches leading to sufficient conditions: in [28] and [35] the problem was addressed by considering chains of integrators connected to the outputs of the system; in [3] a more general setting of the problem was given, while the solution was sought within a special class, consisting of chains of integrators, or linear stable systems; finally in [2] a constructive procedure was proposed for autonomous systems based on the relative degree of the output, while more recently in [7], [8] a geometric approach was used for single output autonomous systems. Despite the numerous works on the topic, the existence of a dynamic solution in continuous time is far from being fully characterized.
In the present paper, given a SISO observable system, necessary and sufficient conditions are given for the existence of a dynamic compensator such that the extended system is equivalent under change of coordinates and regular output transformation to a linear observable system up to input and output injection. Such necessary and sufficient conditions, being algorithm based, are constructive, and lead to the computation of a solution of minimal order

[^0]whenever it exists. The effective design of an observer, which is beyond the aim of the present paper, is then notably simplified: in fact the state can be estimated through the Kazantzis-Kravaris/Luenberger observer [20] provided the extended system and the coordinates transformation satisfy appropriate assumptions as discussed in detail in [1]. We end this Section by stating exactly the problem under study.
Problem formulation: Given the single output observable system
\[

$$
\begin{align*}
\dot{x} & =f(x)+g(x) u  \tag{1}\\
y & =h(x) \tag{2}
\end{align*}
$$
\]

with $x \in \mathbb{R}^{n}(n>1), y \in \mathbb{R}, u \in \mathbb{R}, h, f$ and $g$ analytic functions in their argument, find, if possible, an integer $\ell \in \mathbb{N}$, a compensator

$$
\begin{equation*}
\dot{\xi}=\eta_{1}(y, \xi)+\eta_{2}(y, \xi) u, \quad \xi \in \mathbb{R}^{\ell} \tag{3}
\end{equation*}
$$

and $\ell+1$ independent functions $\tilde{y}_{i}^{e}=\varphi_{i}(y, \xi), i \in[1, \ell+1]$ where $\eta_{1}, \eta_{2}$ and $\varphi_{i}, i \in[1, \ell+1]$ are smooth functions in their arguments, such that the extended system (1), (3), with output function

$$
\begin{equation*}
\tilde{y}^{e}=\left(\tilde{y}_{1}^{e}, \cdots, \tilde{y}_{\ell+1}^{e}\right)^{T}=\left(\varphi_{1}(y, \xi), \cdots, \varphi_{\ell+1}(y, \xi)\right)^{T}=\varphi(y, \xi) \tag{4}
\end{equation*}
$$

with $\operatorname{rank}\left[\frac{\partial \varphi(y, \xi)}{\partial(y, \xi)}\right]=\ell+1$, is equivalent under change of coordinates $z=\Phi(\xi, x)$ to the observable canonical form

$$
\begin{align*}
\dot{z} & =A z+\psi_{1}\left(\tilde{y}^{e}\right)+\psi_{2}\left(\tilde{y}^{e}\right) u  \tag{5}\\
\tilde{y}^{e} & =\varphi(y, \xi)=C z
\end{align*}
$$

with $(A, C)$ an observable pair of the form

$$
\begin{gather*}
A=\operatorname{diag}\left(A_{1} \cdots A_{\ell+1}\right), \quad C=\operatorname{diag}\left(C_{1} \cdots C_{\ell+1}\right) \\
A_{i}=\left(\begin{array}{cc}
\mathbf{0} & 0 \\
\mathbf{I} & \mathbf{0}
\end{array}\right), \quad C_{i}=(\mathbf{0} 1)  \tag{6}\\
\psi_{j}\left(\tilde{y}^{e}\right)=\left(\psi_{j 1}\left(\tilde{y}^{e}\right), \cdots, \psi_{j, \ell+1}\left(\tilde{y}^{e}\right)\right)^{T}, j \in 1,2 \text { and } A_{i}, C_{i} \text { of dimension } k_{i} \times k_{i}, 1 \times k_{i} \text { respectively for } i \in[1, \ell+1]
\end{gather*}
$$

The paper is organized as follows. Standard results for multi-output systems are recalled in Section II since the search for a dynamic post-compensator will transform the single-output problem into a multi-output problem. Section III is devoted to the main results. Practical computations are made through an algorithm in Section III-C and concluding remarks are stated in Section IV.

## II. Recalls and Preliminary Results

The following notation will be used. Given a function $\lambda(x)$, its differential is $d \lambda(x)=\left(\frac{\partial \lambda}{\partial x_{1}}, \cdots, \frac{\partial \lambda}{\partial x_{n}}\right)$. Its Lie derivative along a vector field $\tau(x)$, is given by $L_{\tau} \lambda(x):=\frac{\partial \lambda(x)}{\partial x} \tau$. Accordingly $L_{\tau}^{i} \lambda(x)=L_{\tau}\left(L_{\tau}^{i-1} \lambda(x)\right)$. Given the vector fields $\tau_{1}(x), \tau_{2}(x)$, their Lie bracket is defined as $\left[\tau_{1}, \tau_{2}\right]:=a d_{\tau_{1}}\left(\tau_{2}\right)=\frac{\partial \tau_{2}}{\partial x} \tau_{1}-\frac{\partial \tau_{1}}{\partial x} \tau_{2} . \mathcal{C}_{i}^{j}$ will denote the binomial coefficient, that is $\mathcal{C}_{i}^{j}:=\binom{j}{i}=\frac{j!}{i!(j-i)!}$.

## A. Equivalence under change of coordinates for multi-output systems

The problem formulation recalled in the Introduction underlines that the given single-output system (1), (2) is transformed into the multi-output system (1), (3), (4). Hereafter we thus recall the general result stated in [33] concerning the equivalence of a multi-output system to the linear observer canonical form up to input and output injection, since it will be used to characterize the conditions for the existence of the compensator (3) as well as its computation. Consider then the nonlinear continuous time system

$$
\begin{align*}
\dot{x} & =f(x)+g(x) u  \tag{7}\\
y & =h(x)
\end{align*}
$$

with $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{p}, u \in \mathbb{R}^{m}, f(x), g_{i}(x)$, for $i \in[1, m]$ and $h_{j}(x)$ for $j \in[1, p]$ analytic functions in their arguments. Without loss of generality, it is assumed that the origin is an equilibrium point for the system, that is $f(0)=0$ and $h(0)=0$.

Definition 1: The multi-output system (7) is said to be locally observable around $x_{0}=0, u_{0}=0$ with observability indices $k_{i}, i \in[1, p]$, if $\sum_{i=1}^{p} k_{i}=n$ and the observability matrix

$$
O=\left(\left(d h_{1}\right)^{T} \cdots\left(d L_{f}^{k_{1}-1} h_{1}\right)^{T} \cdots\left(d h_{p}\right)^{T} \cdots\left(d L_{f}^{k_{p}-1} h_{p}\right)^{T}\right)^{T}
$$

has full rank $n$ locally around $x_{0}=0$.
The problem of defining a diffeomorphism $z=\Phi(x)$ which transforms (7) into the linear observable canonical form up to input and output injection ([16]),

$$
\begin{align*}
\dot{z} & =A z+\psi_{1}(y)+\psi_{2}(y) u \\
y & =C z \tag{8}
\end{align*}
$$

where $A$ and $C$ are of the form (6) with $\ell+1=p$ (and, for $i \in[1, p], A_{i}$ and $C_{i}$ of dimension $k_{i} \times k_{i}$ and $k_{i} \times 1$ respectively), is linked to the existence of $p$ vector fields $r_{i 1}(x), i \in[1, p]$ solutions of

$$
\begin{equation*}
d\left(L_{f}^{\mu} h_{j}\right) r_{i 1}=0, \mu \in\left[0, k_{i}-2\right], d\left(L_{f}^{k_{i}-1} h_{j}\right) r_{i 1}=\delta_{i j} \tag{9}
\end{equation*}
$$

$\forall j \in[1, p]$. In (9), $\delta_{i j}$ denotes the Kronecker index which is equal to 1 if $i=j$ and 0 otherwise. The following theorem is shown in [33], using the notations $\mathcal{O}=\left\{d h_{i} \cdots d L_{f}^{k_{i}-1} h_{i}, i \in[1, p]\right\}$, $\mathcal{O}_{i}=\left\{d h_{i}, \cdots, d L_{f}^{k_{i}-2} h_{i}, d h_{j} \cdots d L_{f}^{k_{i}-1} h_{j}, j \neq i, j \in[1, p]\right\}^{1}$ and $r_{j k}=-a d_{f}\left(r_{j, k-1}\right)=\left[r_{j, k-1}, f\right]$.
Theorem 1: [33] There exists a diffeomorphism $z=\Phi(x)$ which transforms system (7) into the linear observable canonical form up to input and output injection (8) if and only if
i) The system is observable ( $\operatorname{rank} O=n$ ) with observability indices $k_{i}, i \in[1, p]$
ii) $\operatorname{span} \mathcal{O}_{i} \equiv \operatorname{span}\left(\mathcal{O}_{i} \cap \mathcal{O}\right)$
iii) $\left[r_{j k}, r_{i \eta}\right]=0 \quad \forall j, i \in[1, p], k \in\left[1, k_{j}\right], \eta \in\left[1, k_{i}\right]$
iv) $\left[g_{j}, r_{i \eta}\right]=0 \quad \forall j \in[1, m], \forall i \in[1, p], \eta \in\left[1, k_{i}-1\right]$

## B. A preliminary technical result

Next result will be instrumental in the characterization and computation of a solution if it exists.
Proposition 1: Assume that for the given observable dynamics (1), (2), there exists a dynamic compensator of dimension $\ell$ and of the form (3), such that the extended system (1), (3) can be rewritten in appropriate coordinates $z=$ $\Phi(x, \xi)$ in the form (5), with respect to the $\ell+1$ fictitious independent functions $\tilde{y}^{e}=\left(\varphi_{1}(y, \xi), \cdots, \varphi_{\ell+1}(y, \xi)\right)^{T}$, with $\operatorname{rank}\left(\frac{\partial \varphi(y, \xi)}{\partial(y, \xi)}\right)=\ell+1$. Let, without loss of generality, the first output satisfy $\frac{\partial \varphi_{1}(y, \xi)}{\partial y} \neq 0$. Then the extended dynamics (1), (3) admits the observer canonical form up to input and output injection also with respect to the extended output $\hat{y}^{e}=\left(\varphi_{1}(y, \xi), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$ with observability indices $(n, 1, \cdots, 1)$.

Proof: Since the system admits the observer canonical form up to input and output injection then it satisfies Theorem 1. Since $\operatorname{span}\left\{d \tilde{y}^{e}\right\} \equiv \operatorname{span}\{d y, d \xi\}$ and the observability index $k_{1}=n$ (since $\varphi_{1}(y, \xi)$ depends on $y$ ), one immediately verifies that ii) of Theorem 1 is satisfied only if $\varphi_{j}(y, \xi)=\varphi_{j}(\xi)$ for $j \in[2, \ell+1]$, since otherwise $\operatorname{span}\left(\mathcal{O}_{1}\right) \not \equiv \operatorname{span}\left(\mathcal{O}_{1} \cap \mathcal{O}\right)$. As a consequence, the output function $\tilde{y}^{e}=\left(\varphi_{1}(y, \xi), \hat{\varphi}(\xi)^{T}\right)$, where $\hat{\varphi}(\xi): \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{\ell}$ is invertible and has observability indices $\left(k_{1}, k_{2}, \cdots, k_{\ell+1}\right)=(n, 1, \cdots, 1)$. Let $\left(\chi^{T}, z_{1}^{T}\right)^{T}=$ $\left(\hat{\phi}_{0}(x, \xi)^{T}, \phi_{1}(x, \xi)^{T}\right)^{T}$, be the associated change of coordinates with $\operatorname{rank} \frac{\partial\left(\phi_{1}(x, \xi)\right)}{\partial x}=n$ and $\tilde{y}_{1}^{e}=C z_{1}$. The proof ends by taking $\hat{y}^{e}=\left(\varphi_{1}(y, \xi), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$, and by considering the coordinates $z=\left(\tilde{\xi}^{T}, z_{1}^{T}\right)^{T}$, in which the system reads (5).

## III. Main Results

Since according to Proposition 1, if a solution exists then we can take as output functions $\tilde{y}_{1}^{e}=\varphi(y, \xi), \tilde{y}_{j+1}^{e}=\xi_{j}$ $j \in[1, \ell]$, we will first investigate the relationship between the $r_{i}(x)$ 's $i \in[1, n]$ defined on the original system with respect to the single output $y=h(x)$ and the $\tilde{r}_{i j}^{e}(x, \xi)$ 's $i \in[1, \ell+1], j \in\left[1, k_{i}\right]$ defined on the extended system with respect to the transformed output functions $\tilde{y}^{e}$ defined above. This will yield the characterization of the output transformation and the dynamic compensator. The following holds true:

[^1]Proposition 2: Given system (1-2), let $r_{1}(x)$ be the vector field solution of equation (9) with respect to the given output function $y=h(x)$. Consider the extended system (1), (3), with drift $F^{e}(x, \xi)=\left(\eta_{1}^{T}(y, \xi) \quad f^{T}(x)\right)^{T}$ and output functions $\tilde{y}_{1}^{e}=\tilde{h}_{1}^{e}=\varphi(y, \xi), \tilde{y}_{i+1}^{e}=\tilde{h}_{i+1}^{e}=\xi_{i}, i \in[1, \ell]$, where $\frac{\partial \varphi(y, \xi)}{\partial y} \neq 0$ with observability indices $\tilde{k}_{1}=n, \tilde{k}_{i+1}=1$ for $i \in[1, \ell]$. Then the vector fields $\tilde{r}_{i 1}^{e}(x, \xi), i \in[1, \ell+1]$, solutions of the corresponding equations (9) $\forall j \in[1, \ell+1]$ exist and are given by

$$
\begin{align*}
& \tilde{r}_{11}^{e}(x, \xi)=\left[\frac{\partial \varphi(y, \xi)}{\partial y}\right]^{-1} r_{1}^{T} \frac{\partial}{\partial x}=\alpha(y, \xi) r_{1}^{T} \frac{\partial}{\partial x}  \tag{10}\\
& \tilde{r}_{\mu, 1}^{e}=\frac{\partial}{\partial \xi_{\mu-1}}+\sum_{i=1}^{n} \gamma_{\mu-1, i}(x, \xi) r_{i}(x)^{T} \frac{\partial}{\partial x} \quad \mu \in[2, \ell+1] \tag{11}
\end{align*}
$$

with $\gamma_{\mu-1, n}=-\left[\frac{\partial \varphi(y, \xi)}{\partial y}\right]^{-1} \frac{\partial \varphi(y, \xi)}{\partial \xi_{\mu-1}}$. Accordingly, for $j \in[2, n]$,

$$
\begin{equation*}
\tilde{r}_{1 j}^{e}(x, \xi)=\sum_{i=0}^{j-1} \mathcal{C}_{i}^{j-1}(-1)^{j-1-i} L_{F e(x, \xi)}^{j-i-1} \alpha(x, \xi) r_{i+1}^{T}(x) \frac{\partial}{\partial x} \tag{12}
\end{equation*}
$$

Proof: Since the original single output system is observable, $r_{1}(x)$ exists and is unique; moreover $r_{1}(x), \cdots, r_{n}(x)$ are independent ([23]). They can thus be used as a basis in $\mathbb{R}^{n}$. Consider now the extended system (1), (3) with extended output $\tilde{y}^{e}=\left(\varphi(y, \xi), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$, which has, by Proposition 1 , observability indices $(n, 1, \cdots, 1)$. The corresponding vector fields $\tilde{r}_{\mu 1}^{e}, \mu \in[1, \ell+1]$, solution to (9), if they exist can be expressed as $\tilde{r}_{\mu 1}^{e}=$ $\sum_{i=1}^{n} \alpha_{\mu i}(x, \xi) r_{i}(x)^{T} \frac{\partial}{\partial x}+\sum_{j=1}^{\ell} \beta_{\mu j}(x, \xi) \frac{\partial}{\partial \xi_{j}}$, in the basis $\left(r_{1}^{T}(x) \frac{\partial}{\partial x}, \cdots, r_{n}^{T}(x) \frac{\partial}{\partial x}, \frac{\partial}{\partial \xi_{1}}, \cdots, \frac{\partial}{\partial \xi_{\ell}}\right)$.
Since $\tilde{k}_{1}^{e}=n, d\left(L_{F}^{\nu} \tilde{y}^{e}\right) \tilde{r}_{11}^{e}(x, \xi)=0$ for $0 \leq \nu \leq n-2$, which implies immediately that $\beta_{1 j}(x, \xi)=0$ for $j \in[1, \ell]$ and that $\alpha_{1 i}(x, \xi)=0$ for $i \in[2, n]$. Finally, since for $j \in[2, \ell+1], \nu \in[1, n-1], d\left(L_{F^{e}}^{\nu} \tilde{y}_{j}^{e}\right) \in$ $\operatorname{span}\left\{d \xi, d \tilde{y}_{1}^{e}, \cdots, d\left(L_{F e}^{\nu-1} \tilde{y}_{1}^{e}\right)\right\}$ the previous relation ensures also that $d\left(L_{F e}^{\nu} \tilde{y}_{j}^{e}\right) \tilde{r}_{11}^{e}(x, \xi)=0, j \in[2, \ell+1], \nu \in$ $[1, n-1]$ while $d\left(L_{F e}^{n-1} \tilde{y}_{1}^{e}\right) \tilde{r}_{11}^{e}=1$ implies that $\frac{\partial \varphi(y, \xi)}{\partial y} d\left(L_{f}^{n-1} h(x)\right) r_{1}(x) \alpha_{11}(x, \xi)=\frac{\partial \varphi(y, \xi)}{\partial y} \alpha_{11}(x, \xi)=1$. As a consequence $\alpha_{11}(x, \xi)=\left[\frac{\partial \varphi(y, \xi)}{\partial y}\right]^{-1}$ that is $\tilde{r}_{11}^{e}$ exists and is given by $(10)$, where $\alpha(x, \xi)=\alpha_{11}(x, \xi)=$ $\left[\frac{\partial \varphi(y, \xi)}{\partial y}\right]^{-1}$.
In a similar way, for $\mu \in[2, \ell+1]$ since $\tilde{k}_{\mu}^{e}=1$, then it is easily verified that $\tilde{r}_{\mu 1}^{e}(x, \xi)$ exists and must satisfy $d \tilde{y}_{j}^{e} \tilde{r}_{\mu 1}^{e}(x, \xi)=\delta_{\mu j}$. Then necessarily $\beta_{\mu j}(x, \xi)=0$ for $\mu \neq j+1$ and $\beta_{j+1, j}=1$. Moreover since $d \tilde{y}_{1}^{e} \tilde{r}_{\mu 1}^{e}=0$ then $\frac{\partial \varphi(y, \xi)}{\partial y} d h(x) r_{n}(x) \alpha_{\mu n}(x, \xi)+\frac{\partial \varphi(y, \xi)}{\partial \xi_{\mu-1}}=0$ so that $\alpha_{\mu n}(x, \xi)=-\left[\frac{\partial \varphi(y, \xi)}{\partial y}\right]^{-1} \frac{\partial \varphi(y, \xi)}{\partial \xi_{\mu-1}}$ which proves (11). Finally (12) is proven iteratively by using the fact that $\tilde{r}_{1 j}^{e}(x, \xi)=-a d_{F^{e}(x, \xi)} \tilde{r}_{1, j-1}^{e}(x, \xi)$.

Proposition 2 generalizes and includes the particular cases treated in [3], [8].
Next result characterizes the link between the given system and the dynamic compensator solving the problem.
Theorem 2: Assume that the observable system (1), (2), can be transformed into the canonical observer form up to input and output injection through the compensator (3) with respect to the extended output $\tilde{y}^{e}=\left(\varphi(y, \xi), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$, where $\frac{\partial \varphi(y, \xi)}{\partial y} \neq 0$. Let $F^{e}=\left(\eta_{1}^{T}, f^{T}\right)^{T}$ and $G^{e}=\left(\eta_{2}^{T}, g^{T}\right)^{T}$ be the vector fields characterizing the extended system (1), (3), and consider the output vector $H(x, \xi)=\left(h(x), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$. Denote by

$$
\begin{equation*}
\beta(y, \xi)=\left(\beta_{y}, \beta_{\xi_{1}}, \cdots, \beta_{\xi_{\ell}}\right)=d\left(\log \left(\frac{\partial \varphi(y, \xi)}{\partial y}\right)\right), \tag{13}
\end{equation*}
$$

and by $\beta^{(\mu)}=\left(L_{F^{e}}^{\mu} \beta^{T}\right)^{T}$. Then the following properties hold true

$$
\begin{align*}
&i .)  \tag{14}\\
& {\left[r_{1}(x), r_{j}(x)\right] }=0 \quad \forall j \leq n-1  \tag{15}\\
& {\left[r_{j}(x), r_{n}(x)\right] }=\sum_{i=0}^{j-1} \Gamma_{j-i}^{j}(x) r_{j-i}(x), \forall j \in[1, n-1]
\end{align*}
$$

where, for $j>i$,

$$
\begin{align*}
& \qquad \Gamma_{j-i}^{j}=(-1)^{i} \sum_{k=0}^{i} \mathcal{C}_{j-1-i}^{j-1-k} \beta^{(i-k)} Q_{j}^{k}\left(F^{e}, H\right),  \tag{16}\\
& Q_{j}^{k}\left(F_{,}^{e} H\right)=(-1)^{n-j} \mathcal{C}_{n-j+k}^{n-1} d\left(L_{F e}^{n-j+k} H\right) r_{j}^{T} \frac{\partial}{\partial x}-\mathcal{C}_{k}^{j-1} d\left(L_{F}^{k e} H\right) r_{n}^{T} \frac{\partial}{\partial x}  \tag{17}\\
& \text { ii.) }\left[r_{j}(x), g(x)\right]=\sum_{i=0}^{j-1} \mathcal{C}_{i}^{j-1} \Theta_{i}(x) r_{j-i}(x), \forall j \in[1, n-1]  \tag{18}\\
& \text { where } \quad \Theta_{i}=(-1)^{i+1} L_{G^{e}} L_{F^{e}}^{i}\left(\log \left(\frac{\partial \varphi(y, \xi)}{\partial y}\right)\right)
\end{align*}
$$

Proof: By assumption, the extended system (1), (3), with output functions $\tilde{y}_{1}^{e}=\varphi(y, \xi)$, and $\tilde{y}_{i+1}^{e}=\xi_{i}$ for $i \in$ $[1, \ell]$, is equivalent under change of coordinates to the observable canonical form up to input and output injection. As a consequence the vector fields $\tilde{r}_{1 j}^{e}(x, \xi), j \in[1, n]$ given by (10) and (12) must satisfy the condition $\left[\tilde{r}_{1 j}^{e}, \tilde{r}_{1 \mu}^{e}\right]=0$, $\forall j, \mu \in[1, n]$. According to Proposition 2, by construction denoting by $v(y, \xi)=[\alpha(y, \xi)]^{-1}=\frac{\partial \varphi(y, \xi)}{\partial y}$

$$
\begin{align*}
& r_{1}(x)^{T} \frac{\partial}{\partial x}=\left[\frac{\partial \varphi(y, \xi)}{\partial y}\right] \tilde{r}_{11}^{e}=v(y, \xi) \tilde{r}_{11}^{e}(y, \xi)  \tag{20}\\
& r_{j}(x)^{T} \frac{\partial}{\partial x}=\sum_{i=0}^{j-1} \mathcal{C}_{i}^{j-1}(-1)^{j-1-i} L_{F e}^{j-i-1} v(y, \xi) \tilde{r}_{1, i+1}^{e}(y, \xi) \tag{21}
\end{align*}
$$

As a consequence, one gets that setting $H=\left(h(x), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$, considering $\beta(y, \xi)$ given by (13) and denoting by $\beta^{(j)}=\left(L_{F^{e}}^{j} \beta^{T}\right)^{T}$, standard computations lead to

$$
\begin{gather*}
{\left[r_{j}^{T} \frac{\partial}{\partial x}, r_{\mu}^{T} \frac{\partial}{\partial x}\right]=} \\
\sum_{p=0}^{\mu-1} r_{\mu-p}^{T} \frac{\partial}{\partial x}(-1)^{p} \mathcal{C}_{\mu-1-p}^{\mu-1} \sum_{k=0}^{p} \mathcal{C}_{k}^{p} \beta^{(p-k)} d\left(L_{F^{e}}^{k} H\right) r_{j}^{T} \frac{\partial}{\partial x}  \tag{22}\\
-\sum_{i=0}^{j-1} r_{j-i}^{T} \frac{\partial}{\partial x}(-1)^{i} \mathcal{C}_{j-1-i}^{j-1} \sum_{k=0}^{i} \mathcal{C}_{k}^{i} \beta^{(i-k)} d\left(L_{F e}^{k} H\right) r_{\mu}^{T} \frac{\partial}{\partial x}
\end{gather*}
$$

Since by construction $d\left(L_{F^{e}}^{k} H\right) r_{\mu}^{T} \frac{\partial}{\partial x}=0$ for $\mu+k<n$ we immediately get that $\left[r_{1}, r_{j}\right]=0 \forall j \leq n-1$ that is (14), while specifying (22) for $\mu=n$ and considering $Q_{j}^{k}\left(F^{e}, H\right)$ given by (17), one gets $\forall j<n$,

$$
\left[r_{j}, r_{n}\right]=\sum_{i=0}^{j-1}(-1)^{i} r_{j-i} \sum_{k=0}^{i} \mathcal{C}_{j-1-i}^{j-1-k} \beta^{(i-k)} Q_{j}^{k}\left(F^{e}, H\right)
$$

that is (15), with $\Gamma_{j-i}^{j}(x)$ given by (16).
As for ii.), by assumption for $j \in[1, n-1],\left[\tilde{r}_{1 j}^{e}, G^{e}\right]=0$, so that one immediately gets that for $j \in[1, n-1]$,

$$
\begin{equation*}
\sum_{i=0}^{j-1} \mathcal{C}_{i}^{j-1}(-1)^{j-1-i}\left(L_{F e}^{j-i-1} \alpha(\xi, y)\left[r_{i+1}, g\right]-L_{G^{e}} L_{F e}^{j-i-1} \alpha(\xi, y) r_{i+1}\right)=0 \tag{23}
\end{equation*}
$$

that is $\left(\left[r_{1}, g\right], \cdots,\left[r_{n-1}, g\right]\right) \Omega=\left(r_{1}, \cdots, r_{n-1}\right) \Pi$
with $\Omega$ and $\Pi$ two upper triangular matrices of dimension $n-1$ whose generic coefficient in position $(i, j)$ is respectively $\Omega_{i j}=(-1)^{i+j} \mathcal{C}_{j-i}^{j-1} L_{F e}^{j-i} \alpha(y, \xi)$ and $\Pi_{i j}=(-1)^{i+j} \mathcal{C}_{j-i}^{j-1} L_{G^{e}} L_{F e}^{j-i} \alpha(y, \xi)$. $\Omega$ being invertible since $\operatorname{det}(\Omega)=\alpha(y, \xi)^{n-1} \neq 0$, one gets that

$$
\left(\left[r_{1}, g\right], \cdots,\left[r_{n-1}, g\right]\right)=\left(r_{1}, \cdots, r_{n-1}\right) \Pi \Omega^{-1}=T
$$

with $T$ again an upper triangular matrix with generic coefficient in position $(i, j)$ given by $t_{i j}=(-1)^{i+j} \mathcal{C}_{j-i}^{j-1} L_{G^{e}} L_{F^{e}}^{j-i} \log (\alpha)$; ii.) follows being

$$
\left[r_{i}, g\right]=\sum_{j=0}^{i-1}(-1)^{j+1} \mathcal{C}_{j}^{i-1} L_{G^{e}} L_{F^{e}}^{j}\left(\log \left(\frac{\partial \varphi(y, \xi)}{\partial y}\right)\right) r_{i-j}
$$

Equations (15)-(16) and (18)-(19) are at the basis of the computation of the output transformation and the dynamic compensator solving the problem as highlighted in the following paragraphs.

## A. The output transformation properties

Proposition 3: Assume that there exists a compensator of dimension $\ell$ of the form (3), and an output transformation $\varphi(y, \xi)$, with $\frac{\partial \varphi(y, \xi)}{\partial y} \neq 0$, such that the extended system (1), (3) can be put in the canonical observer form (5), with respect to the extended output $\tilde{y}^{e}=\left(\varphi(y, \xi), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$. Let $\beta(y, \xi)=\left[\beta_{y}, \beta_{\xi_{1}}, \cdots, \beta_{\xi_{\ell}}\right]$ be the vector satisfying (15). Then there exists a $\beta_{0}(\xi)$ such that $\beta(y, \xi)$ satisfies

$$
\begin{equation*}
\beta_{y}(y, \xi)=\beta_{y}(y), \text { and } \beta_{\xi_{i}}(y, \xi)=\beta_{\xi_{i}}(\xi)=\frac{\partial \beta_{0}(\xi)}{\partial \xi_{i}} i \in[1, \ell] \tag{24}
\end{equation*}
$$

and setting $\beta_{I, y}=\int \beta_{y}(y) d y$, the output transformation $\varphi(y, \xi)$ satisfies the relation

$$
\begin{equation*}
\frac{\partial \varphi(y, \xi)}{\partial y}=e^{\beta_{I, y}(y)+\beta_{0}(\xi)} c_{0} \tag{25}
\end{equation*}
$$

Proof: Setting $H=\left(h(x), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}, d\left(L_{F e}^{n-j} H\right) r_{j}^{T} \frac{\partial}{\partial x}=\left(\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right)^{T}$, so that in (15), the coefficient of $r_{j}, \Gamma_{j}^{j}$, depends only on $x$ and is given by

$$
\begin{equation*}
\Gamma_{j}^{j}(x)=\beta_{y}(y, \xi)\left[(-1)^{n-j} \mathcal{C}_{n-j}^{n-1}-1\right] \tag{26}
\end{equation*}
$$

As a consequence $\beta_{y}(y, \xi)=\beta_{y}(y)=\frac{\partial}{\partial y}\left(\log \left(\frac{\partial \varphi(y, \xi)}{\partial y}\right)\right)$. Denoting by $\beta_{I, y}(y)=\int \beta_{y}(y) d y$, we thus have that $\log \left(\frac{\partial \varphi(y, \xi)}{\partial y}\right)=\beta_{I, y}(y)+\beta_{0}(\xi)+c$ which implies (25).

## B. The dynamic compensator properties

In this section, it is shown that whenever the problem is solvable, the post-compensator can always be chosen to be (almost) linear.
Proposition 4: Assume that there exists a compensator of dimension $\ell$ of the form (3) and an output transformation $\varphi(y, \xi)$, with $\frac{\partial \varphi(y, \xi)}{\partial y} \neq 0, y=h(x) \in \mathbb{R}$, such that the extended system (1), (3) can be put in the canonical observer form, with respect to the extended output $\tilde{y}^{e}=\left(\varphi(y, \xi), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$. Then there exists also a dynamic compensator of dimension $\bar{\ell} \leq \ell$, with $\bar{\ell} \leq n-1$, and of the form

$$
\begin{align*}
\dot{\chi}_{i} & =\chi_{i+1}+\tilde{\eta}_{1 i}(y)+\tilde{\eta}_{2 i}(y) u, \quad i=1, \cdots, \bar{\ell}-1  \tag{27}\\
\dot{\chi}_{\bar{\ell}} & =\eta_{0, \bar{\ell}}(\chi)+\tilde{\eta}_{1 \bar{\ell}}(y)+\tilde{\eta}_{2, \bar{\ell}}(y) u
\end{align*}
$$

which solves the problem with respect to the extended output $\bar{y}^{e}=\left(\bar{\varphi}(y, \chi), \chi_{1}, \cdots, \chi_{\bar{\ell}}\right)^{T}$, where $\frac{\partial \bar{\varphi}}{\partial y}=\left.\frac{\partial \varphi(y, \xi)}{\partial y}\right|_{\beta_{0}(\xi)=\chi_{1}}=$ $e^{\beta_{I, y}(y)} e^{\chi_{1}} c_{0}$.

The proof, detailed in the Appendix, is based on the computation of an appropriate change of coordinates such that the dynamic compensator solving the problem is split into a subsystem necessary to solve the problem, and an additional part which can be neglected. In these coordinates the first subsystem has the structure (27).
Remark. The proof of Proposition 4 shows also that the presence of the control in the dynamics may influence the dimension of the compensator. For instance it is sufficient to consider second order systems: in the autonomous case (see [8], [34]) if the problem can be solved then a static solution surely exists whereas this is not true anymore in the nonautonomous case. As an example consider the system $\dot{x}_{1}=x_{2}+x_{1} x_{2} u, \dot{x}_{2}=x_{1}+x_{2} u, y=x_{2}$, which does not admit any static solution but can be put in the canonical observer form by considering the compensator $\dot{\chi}=-y u$ and taking as extended output $\tilde{y}=\left(e^{\chi} y, \chi\right)^{T}$, computed by applying the algorithm in Section III-C. $\triangleleft$

## C. The computation of the solution

Based on Theorem 2 and Propositions 3 and 4, an algorithm is now given for the computation of the desired compensator, if it exists. ${ }^{2}$
Step 0. Solve equations (9) and check if $\left[r_{1}, r_{j}\right]=0$ for $j \leq n-1$. If not go to step exit, else set for $0 \leq l \leq p \leq i<j$

$$
\begin{equation*}
\mathcal{L}_{i}^{j}(p, l)=(-1)^{n-j} \mathcal{C}_{n-j+i}^{n-1} \mathcal{C}_{n-j+l}^{n-j+p} d\left(L_{f}^{n-j+l} h\right) r_{j}-\mathcal{C}_{i}^{j-1} \mathcal{C}_{l}^{p} d\left(L_{f}^{l} h\right) r_{n} \tag{28}
\end{equation*}
$$

and go to Step 1.
Step 1. Let $j$ be the smallest index such that $\left[r_{j}, r_{n}\right] \neq 0$ and $\mathcal{L}_{0}^{j}(0,0) \neq 0$. Verify that $\Gamma_{j}^{j} / \mathcal{L}_{0}^{j}(0,0)=\beta_{y}(y)$. If it isn't a function of $y$ only, then go to step exit, else compute $\beta_{I, y}(y)=\int \beta_{y}(y) d y$; set $\alpha(y)=e^{-\beta_{I, y}(y)}$, and consider $\tilde{r}_{1}(x)=\alpha(y) r_{1}(x)$, which corresponds to consider the new output $\tilde{y}=\varphi(y)=\int e^{\beta_{I, y}(y)} d y$. Compute the corresponding $\tilde{r}_{i} i \in[2, n]$, accordingly the corresponding $\tilde{\mathcal{L}}_{i}^{j}(p, l)$, for $0 \leq l \leq p \leq i<j$, and go to Step 2 .
Step 2. Check if for all $j \in[1, n-1],\left[\tilde{r}_{j}, \tilde{r}_{n}\right]=0$ and $\left[\tilde{r}_{j}, g\right]=0$. If the conditions are satisfied then the system can be transformed into the canonical observer for up to input output injection with a compensator of order 0 , else if for some $j \in[1, n-1], \tilde{\Gamma}_{j}^{j} \neq 0$ then go to step exit else set $\alpha\left(\tilde{y}, \chi_{1}\right)=e^{-\chi_{1}}, k=0$, and go to Step 3.
Step 3. Set $i=k+1$; update the compensator adding the dynamics

$$
\begin{equation*}
\dot{\chi}_{i}=\eta_{0 i}(\chi)+\eta_{1 i}(\tilde{y})+\eta_{2 i}(\tilde{y}) u \tag{29}
\end{equation*}
$$

Accordingly set $F^{e}=\left(\chi_{2}+\eta_{11}(\tilde{y}), \cdots, \eta_{0 i}(\chi)+\eta_{1 i}(\tilde{y}), f^{T}(x)\right)^{T}, G^{e}=\left(\eta_{21}(\tilde{y}), \cdots, \eta_{2 i}(\tilde{y}), g^{T}(x)\right)^{T}$
Step 3a For the computation of $\eta_{1 i}(\tilde{y})$ : for some $j>i$ such that $\tilde{\mathcal{L}}_{i}^{j}(0,0) \neq 0$, verify that

$$
\left((-1)^{i} \tilde{\Gamma}_{j-i}^{j}(\cdot)-\sum_{p=1}^{i-1 \geq 1} \sum_{l=0}^{p} L_{f}^{p-l}\left(\frac{\partial \eta_{1, i-p}(\tilde{y})}{\partial \tilde{y}}\right) \tilde{\mathcal{L}}_{i}^{j}(p, l)\right) / \tilde{\mathcal{L}}_{i}^{j}(0,0)=\mathcal{P}_{i}(\tilde{y})
$$

if it isn't a function of $\tilde{y}$ only, go to Step exit, else set $\eta_{1, i}(\tilde{y})=\int \mathcal{P}_{i}(\tilde{y}) d \tilde{y}$. If with such a choice, considering $Q_{j}^{i}\left(F^{e}, \chi_{1}\right)$, defined by (17), for all $j \in[i+1, n-1], \tilde{\Gamma}_{j-i}^{j}(\cdot)=(-1)^{i} Q_{j}^{i}\left(F^{e}, \chi_{1}\right)$ go to Step 3 b , else go to Step exit.
Step 3b For the computation of $\eta_{2 i}(\tilde{y})$ : compute $\left[\tilde{r}_{i}, g\right]$; check if

$$
\left[\tilde{r}_{i}, g\right]=\sum_{j=0}^{i-1} \mathcal{C}_{j}^{i-1} \tilde{r}_{i-j} \tilde{\Theta}_{j}, \tilde{\Theta}_{j}=(-1)^{j+1} L_{G^{e}} L_{F^{e}}^{j} \chi_{1}, j \in[0, i-1]
$$

and compute $\eta_{2 i}=(-1)^{i} \tilde{\Theta}_{i-1}-\sum_{j=1}^{i-1 \geq 1} L_{g(x)} L_{f(x)}^{i-1-j} \eta_{1 j}(\tilde{y})$.
If $\eta_{2 i}:=\eta_{2 i}(\tilde{y})$ then go to Step 4, else go to Step exit.
 $\tilde{\Gamma}_{j-l}^{j}=(-1)^{l} Q_{j}^{l}\left(F^{e}, \chi_{1}\right)$ with $Q_{j}^{l}\left(F^{e}, \chi_{1}\right)$ defined by (17), and

$$
\left[\tilde{r}_{j}, g\right]=\sum_{l=0}^{j-1} \mathcal{C}_{l}^{j-1} \tilde{r}_{j-l} \Theta_{l}, \text { with } \Theta_{l}=(-1)^{l+1} L_{G^{e}} L_{F^{e}}^{l} \chi_{1}
$$

If yes go to Step 5, else if $i \leq n-2$, set $\eta_{0 i}=\chi_{i+1}, k=i$ and go back to Step 3, else go to Step exit.
Step 5. Let

$$
\begin{aligned}
\dot{\chi}_{i} & =\chi_{i+1}+\eta_{1 i}(\tilde{y})+\eta_{2 i}(\tilde{y}) u, \quad i \in[1, \ell-1] \\
\dot{\chi}_{\ell} & =\eta_{0, \ell}(\chi)+\eta_{1 \ell}(\tilde{y})+\eta_{2 \ell}(\tilde{y}) u \\
\dot{x} & =f(x)+g(x) u
\end{aligned}
$$

[^2]be the extended system computed above. Consider $r_{11}^{e}=e^{-\chi_{1}} \tilde{r}_{1}^{T} \frac{\partial}{\partial x}$ which is the solution to (9) with respect to the set of outputs $y_{1}^{e}=e^{\chi_{1}} \tilde{y}, y_{1+i}=\chi_{i}, i \in[1, \ell]$. By construction $\left(r_{11}^{e}, \cdots, r_{1 n}^{e}\right)=\binom{R}{0}$. Compute the $n$ independent functions $\lambda(x, \chi)=\left(\lambda_{1}(x, \chi), \cdots, \lambda_{n}(x, \chi)\right)^{T}$, where $\frac{\partial \lambda(x, \chi)}{\partial x}=R^{-1}$. In the coordinates $\left(\tilde{\chi}^{T}, z^{T}\right)^{T}=$ $\left(\chi^{T}, \lambda(x, \chi)^{T}\right)^{T}$ the extended system is in the canonical observer form up to input and output injection.
Step exit The system does not admit the canonical observer form up to input output injection under regular compensator and regular output transformation.
The main result can now be stated in terms of a necessary and sufficient condition under which the problem can be solved.

Theorem 3: Given the observable system (1), (2), there exists a dynamic compensator of dimension $\ell \geq 0$ of the form (3) and a regular output transformation of the form (4) such that the extended system (1), (3) is equivalent to the canonical observer form up to input and output injection if and only if the algorithm ends at Step 5. Furthermore the computed compensator is of minimal dimension.

Proof: If the algorithm ends at Step 5, then a compensator has been computed together with the appropriate change of coordinates which transforms the extended system in the canonical observer form up to input and output injection, thus proving the sufficiency part. As for the necessity the algorithm is based on the necessary conditions enounced in Theorem 2 with the compensator already written in the form (27). At Step 3, the compensator is updated by adding a dynamics of the form (29), where $\eta_{1 i}(\tilde{y})$ and $\eta_{2 i}(\tilde{y})$ are computed in order to satisfy the conditions on the coefficients $\tilde{\Gamma}_{j-i}^{j}$ and $\tilde{\Theta}_{i-1}$ respectively given in Theorem 2, as a consequence the algorithm cannot end at step exit if a compensator exists. Step 4 guarantees that the computed compensator is of minimal order by checking each time the compensator is updated, if there exists an $\eta_{0 i}(\chi)$ which guarantees that Theorem 2 is satisfied.
Example 1: Consider the following system

$$
\begin{aligned}
& \dot{x}_{1}=x_{2}, \dot{x}_{2}=x_{3}, \dot{x}_{3}=x_{4}+2 x_{2} u \\
& \dot{x}_{4}=x_{1}^{2} x_{4}+x_{2} x_{3}-\frac{2}{5} x_{2}^{3}+x_{3} u, \quad y=x_{1}
\end{aligned}
$$

Step 0. Standard computations lead to $r_{1}=\frac{\partial}{\partial x_{4}}, r_{2}=\frac{\partial}{\partial x_{3}}+x_{1}^{2} \frac{\partial}{\partial x_{4}}, r_{3}=\frac{\partial}{\partial x_{2}}+x_{1}^{2} \frac{\partial}{\partial x_{3}}+\left(x_{1}^{4}+x_{2}-2 x_{1} x_{2}\right) \frac{\partial}{\partial x_{4}}$ and $r_{4}=\frac{\partial}{\partial x_{1}}+x_{1}^{2} \frac{\partial}{\partial x_{2}}+\left(x_{1}^{4}+x_{2}-4 x_{1} x_{2}\right) \frac{\partial}{\partial x_{3}}+\left(x_{1}^{6}+2 x_{1}^{2} x_{2}-6 x_{1}^{3} x_{2}+\frac{4}{5} x_{2}^{2}+2 x_{1} x_{3}\right) \frac{\partial}{\partial x_{4}}$.
Since $\left[r_{1}, r_{2}\right]=\left[r_{1}, r_{3}\right]=0$, we go to next step
Step 1. $\left[r_{1}, r_{4}\right]=\left[r_{2}, r_{4}\right]=0, \mathcal{L}_{0}^{1}(0,0)=-2$ and $\Gamma_{1}^{1}=0$, so that $\beta(y)=0$ which implies that $\tilde{y}=y=x_{1}$, and we go to next step.
Step 2. $\left[r_{3}, r_{4}\right]=\left(1-6 x_{1}\right) r_{2}+\frac{18}{5} x_{2} r_{1}$. Consequently $\Gamma_{1}^{1}=\Gamma_{2}^{2}=\Gamma_{3}^{3}=0$ and we set $\alpha\left(\tilde{y}, \chi_{1}\right)=e^{-\chi_{1}}$, and $k=0$. Moreover $\Gamma_{2}^{3}=1-6 x_{1}$ while $\Gamma_{1}^{3}=\frac{18}{5} x_{2}$, whereas $\Gamma_{1}^{2}=0$.
Step 3. We set $i=1$ and $\dot{\chi}_{1}=\eta_{01}(\chi)+\eta_{11}(\tilde{y})+\eta_{21}(\tilde{y}) u$.
Step 3a. $\mathcal{L}_{1}^{3}(0,0)=-5$. Accordingly

$$
\mathcal{P}_{1}=-\Gamma_{2}^{3} / \mathcal{L}_{1}^{3}(0,0)=\left(1-6 x_{1}\right) / 5=(1-6 \tilde{y}) / 5
$$

so that $\eta_{11}=\int \mathcal{P}_{1} d \tilde{y}=\left(x_{1}-3 x_{1}^{2}\right) / 5$
Step 3b. Since $g=\left(0,0,2 x_{2}, x_{3}\right)^{T},\left[r_{1}, g\right]=0$, so that $\Theta_{0}=0$ and consequently $\eta_{21}=0$.
Step 4. There doesn't exist a $\eta_{01}\left(\chi_{1}\right)$ which ensures that $\Gamma_{1}^{3}=Q_{3}^{2}\left(F^{e}, \chi_{1}\right)$. In fact it should satisfy the equation $\frac{\partial \eta_{01}\left(\chi_{1}\right)}{\partial \chi_{1}}=-x_{1}^{2}$. We thus go back to Step 3 with $k=1$ and $\eta_{01}=\chi_{2}$.
Step 3. We set $i=2$ and $\dot{\chi}_{2}=\eta_{02}(\chi)+\eta_{12}(\tilde{y})+\eta_{22}(\tilde{y}) u$.
Step 3a. $\mathcal{L}_{2}^{3}(0,0)=-2$. Accordingly

$$
\mathcal{P}_{2}=\left(\Gamma_{1}^{3}-\sum_{l=0}^{1} L_{f}^{1-l}\left(\frac{\partial \eta_{11}(\tilde{y})}{\partial \tilde{y}}\right) \mathcal{L}_{2}^{3}(1, l)\right) / \mathcal{L}_{2}^{3}(0,0)=-\frac{1-6 x_{1}}{5} x_{1}^{2}
$$

so that $\eta_{12}(\tilde{y})=\int \mathcal{P}_{2} d \tilde{y}=\frac{3}{10} x_{1}^{4}-\frac{1}{15} x_{1}^{3}$.
Step 3b. Since $\left[r_{2}, g\right]=r_{1}$, we get that $\Theta_{1}=1$. Consequently we have that $\eta_{22}=\Theta_{1}-L_{g} \eta_{11}=1$
Step 4. $\left[r_{3}, g\right]=2 r_{2}-x_{1}^{2} r_{1}=2 \Theta_{1} r_{2}+\Theta_{2} r_{1}$. Consequently $\Theta_{2}=-x_{1}^{2}$. We have to check if there exists $\eta_{02}\left(\chi_{1}, \chi_{2}\right)$ such that $L_{G e} \eta_{02}=-\Theta_{2}-L_{g} L_{f} \eta_{11}-L_{g} \eta_{12}$. Such a function doesn't exists since it should satisfy the relation $\frac{\partial \eta_{02}}{\partial \chi_{1}} \eta_{21}+\frac{\partial \eta_{02}}{\partial \chi_{2}} \eta_{22}=\frac{\partial \eta_{02}}{\partial \chi_{2}}=x_{1}^{2}$. We thus go back to Step 3 with $k=2$ and $\eta_{02}=\chi_{3}$.
Step 3. We set $i=3$ and $\dot{\chi}_{3}=\eta_{03}(\chi)+\eta_{13}(\tilde{y})+\eta_{23}(\tilde{y}) u$.
Since $i+1=4>n-1=3$ all the conditions concerning the autonomous part are satisfied and $\eta_{13}(\tilde{y})=0$. From $\Theta_{2}=-x_{1}^{2}$ we get that $\eta_{23}(\tilde{y})=-\Theta_{2}-L_{g} \eta_{12}-L_{g} L_{f} \eta_{11}=x_{1}^{2}$. Since the compensator has dimension $n-1$ we can set $\eta_{03}=0$. ${ }^{3}$

Step 5. The computed compensator is then

$$
\dot{\chi}_{1}=\chi_{2}+\left(x_{1}-3 x_{1}^{2}\right) / 5, \quad \dot{\chi}_{2}=\frac{3}{10} x_{1}^{4}-\frac{1}{15} x_{1}^{3}+u, \quad \dot{\chi}_{3}=x_{1}^{2} u
$$

Accordingly the associated change of coordinates is

$$
\begin{aligned}
& z_{1}=e^{\chi_{1}}\left(x_{4}-\chi_{2} x_{3}-\frac{1}{5} x_{1} x_{3}-\frac{2}{5} x_{1}^{2} x_{3}+\chi_{3} x_{2}+\chi_{2}^{2} x_{2}-3 \chi_{2} \chi_{3} x_{1}\right) \\
& +e^{\chi_{1}}\left(\frac{1}{25} x_{1}^{2} x_{2}-\frac{3}{10} \chi_{3} x_{1}^{2}+\frac{4}{15} \chi_{3} x_{1}^{3}+\frac{2}{5} \chi_{2} x_{1} x_{2}-\frac{1}{5} \chi_{2} x_{1}^{2} x_{2}-\frac{8}{75} x_{1}^{3} x_{2}\right) \\
& +e^{\chi_{1}}\left(\frac{3}{50} x_{1}^{4} x_{2}-\frac{2}{5} x_{2}^{2}+\frac{2}{5} x_{1} x_{2}^{2}+\frac{13}{100} \chi_{2} x_{1}^{4}+\frac{9}{625} x_{1}^{5}-\frac{39}{250} \chi_{2} x_{1}^{5}-\chi_{2}^{3} x_{1}\right) \\
& +e^{\chi_{1}}\left(\frac{4}{15} \chi_{2}^{2} x_{1}^{3}-\frac{157}{4500} x_{1}^{6}+\frac{12}{875} x_{1}^{7}-\frac{3}{10} \chi_{2}^{2} x_{1}^{2}-\frac{1}{25} \chi_{2} x_{1}^{3}-\frac{1}{500} x_{1}^{4}\right) \\
& z_{2}=e^{\chi_{1}}\left(x_{3}+3 \chi_{3} x_{1}-2 \chi_{2} x_{2}-\frac{2}{5} x_{1} x_{2}+\frac{1}{5} x_{1}^{2} x_{2}+3 \chi_{2}^{2} x_{1}\right) \\
& \quad+e^{\chi_{1}}\left(\frac{1}{25} x_{1}^{3}-\frac{13}{100} x_{1}^{4}+\frac{3}{5} \chi_{2} x_{1}^{2}-\frac{8}{15} x_{1}^{3} \chi_{2}+\frac{39}{250} x_{1}^{5}\right) \\
& z_{3}=e^{\chi_{1}}\left(x_{2}-3 \chi_{2} x_{1}-\frac{3}{10} x_{1}^{2}+\frac{4}{15} x_{1}^{3}\right), \\
& z_{4}=x_{1} e^{\chi_{1}}, \tilde{\chi}_{i}=\chi_{i}, i \in[1,3] .
\end{aligned}
$$

In these coordinates the system is in the form (5). The algorithms in [28], [34], [8] fail in determining a solution.

## IV. CONCLUSIONS

In the present paper we have given necessary and sufficient conditions for the existence of a dynamic compensator such that the extended system is equivalent under change of coordinates and regular output transformations to a linear observable system up to input output injection. The given conditions are constructive and allow to characterize completely the structure of the controller, thus leading to the computation of a solution. An algorithm has also been proposed for the computation of a solution of minimal dimension if it exists. Further investigations will concern non regular solutions.
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## Appendix

Proof of Proposition 4. Assume that the problem admits a solution. By Proposition 3 let the dynamic compensator (3) with extended output $\tilde{y}^{e}=\left(\varphi(y, \xi), \xi_{1}, \cdots, \xi_{\ell}\right)^{T}$, be a possible solution where $\frac{\partial \varphi(y, \xi)}{\partial y}=e^{\beta_{I, y}(y)+\beta_{0}(\xi)} c_{0}$. If $\beta_{0}(\xi)=0$ then the system admits the canonical observer form up to input-output injection with respect to the transformed output $\tilde{y}_{1}=\int e^{\beta_{I, y}(y)} c_{0} d y+$ cost, so that $\bar{\ell}=0$. In fact, by Proposition 2 and eqs. (10), (12), $\alpha(y, \xi)=\alpha(y)=e^{-\beta_{I, y}(y)} / c_{0}$ and denoting by $\tilde{R}_{1 j}(x)=\sum_{i=0}^{j-1} \mathcal{C}_{i}^{j-1}(-1)^{j-1-i} L_{f}^{j-i-1} \alpha(x) r_{i+1}(x)$ the vector fields associated to $\tilde{y}$, $\tilde{r}_{1 j}^{e}(x, \xi)=\tilde{R}_{1 j}^{T}(x) \frac{\partial}{\partial x}$. By assumption $\left[\tilde{r}_{1 j}^{e}(x), \tilde{r}_{1 i}^{e}(x)\right]=\left[\tilde{R}_{1 j}^{T}(x) \frac{\partial}{\partial x}, \tilde{R}_{1 i}^{T}(x) \frac{\partial}{\partial x}\right]=0$, $\forall i, j \in[1, n]$. Moreover, $\forall j \in[1, n-1],\left[g^{e}(x, \xi), \tilde{r}_{1 j}^{e}(x)\right]=\left[\eta_{2}^{T}(\xi, y) \frac{\partial}{\partial \xi}+g^{T}(x) \frac{\partial}{\partial x}, \tilde{R}_{1 j}^{T}(x) \frac{\partial}{\partial x}\right]=0$, which implies that $\forall j \in[1, n-1],\left[g(x), \tilde{R}_{1 j}(x)\right]=0$, thus proving that the problem is solvable by output tranformation only.
Assume now that $\beta_{0}(\xi) \neq 0$ and assume without loss of generality $\beta_{\xi_{1}}=\frac{\partial \beta_{0}}{\partial \xi_{1}} \neq 0$ (this can be achieved after a possible renaming of the variables). Then setting $\chi_{1}=\beta_{0}(\xi)$, one gets that in the coordinates $\left(\chi_{1}, \xi_{2}, \cdots, \xi_{\ell}\right)$ the dynamic compensator reads

$$
\begin{align*}
\dot{\chi}_{1} & =\bar{\eta}_{11}\left(\chi_{1}, \xi_{2} \cdots, \xi_{\ell}, y\right)+\bar{\eta}_{21}\left(\chi_{1}, \xi_{2} \cdots, \xi_{\ell}, y\right) u \\
\dot{\xi}_{i} & =\bar{\eta}_{1, i}\left(\chi_{1}, \xi_{2} \cdots, \xi_{\ell}, y\right)+\bar{\eta}_{2 i}\left(\chi_{1}, \xi_{2} \cdots, \xi_{\ell}, y\right) u, i \in[2, \ell] . \tag{30}
\end{align*}
$$

with output functions $\tilde{y}_{1}^{e}=\varphi\left(y, \chi_{1}, \xi_{2}, \cdots \xi_{\ell}\right), \hat{y}_{2}^{e}=\beta_{0}^{-1}\left(\chi_{1}, \xi_{2}, \cdots, \xi_{\ell}\right), \hat{y}_{1+i}^{e}=\xi_{i}$ for $i \in[2, \ell]$. Due to Proposition 1 , the system admits the canonical form (5) also with respect to the output functions $\tilde{y}_{1}=\varphi\left(y, \chi_{1}, \xi_{2}, \cdots \xi_{\ell}\right)$, $\tilde{y}_{2}=\chi_{1}, \hat{y}_{1+i}=\xi_{i}$ for $i \in[2, \ell]$. Take then $H_{1}=\left(h(x), \chi_{1}, \xi_{2}, \cdots, \xi_{\ell}\right)^{T}$ as output functions and note that since in the new coordinates the output transformation satisfies $\frac{\partial \varphi\left(y, \chi_{1}, \xi\right)}{\partial y}=e^{\beta_{I, y}(y)} e^{\chi_{1}} c_{0}$ then the associated vector
$\beta\left(y, \chi_{1}, \xi_{2}, \cdots, \xi_{\ell}\right)=\left[\beta_{y}, 1,0 \cdots 0\right]$. As a consequence for $j>0, \beta^{(j)}=\left[\beta_{y}^{(j)}, 0,0 \cdots 0\right]$. Since Theorem 2 is satisfied, in (15), $\Gamma_{j-i}^{j}$ which depends on the variable $x$ only, reads

$$
\begin{equation*}
\Gamma_{j-i}^{j}=(-1)^{i}\left(\sum_{k=0}^{i} \mathcal{C}_{j-1-i}^{j-1-k} \beta_{y}^{(i-k)} Q_{j}^{k}(f, h)+Q_{j}^{i}\left(F^{e}, \chi_{1}\right)\right) \tag{31}
\end{equation*}
$$

with $Q_{j}^{k}(f, h)$ and $Q_{j}^{i}\left(F^{e}, \chi_{1}\right)$ defined by (17). For $i=1, d\left(L_{F e}^{n-j+1} \chi_{1}\right) r_{j}^{T} \frac{\partial}{\partial x}=d\left(L_{F_{e}} \chi_{1}\right) r_{n}^{T} \frac{\partial}{\partial x}=\frac{\partial \bar{\eta}_{11}\left(y, \chi_{1}, \xi_{2}, \cdots, \xi_{\ell}\right)}{\partial y}$, since $\beta_{y}$ is known, we can obtain $\beta_{y}^{(1)}$ and considering $\mathcal{L}_{i}^{j}(p, l)$ defined by (28), we get from (31)

$$
-\frac{\partial \tilde{\eta}_{11}(\cdot)}{\partial y} \mathcal{L}_{1}^{j}(0,0)=\Gamma_{j-1}^{j}(x)+\sum_{k=0}^{1} \mathcal{C}_{j-2}^{j-1-k} \beta_{y}^{(1-k)} Q_{j}^{k}(f, h)
$$

Since the right-hand side depends on the $x$ variable only, choosing a $j>1$ such that $\mathcal{L}_{1}^{j}(0,0) \neq 0$, necessarily $\frac{\partial \bar{\eta}_{11}\left(y, \chi_{1}, \xi_{2}, \cdots, \xi_{\ell}\right)}{\partial y}=\psi_{1}(y)$. Consequenly $\bar{\eta}_{11}\left(\chi_{1}, \xi_{2}, \cdots, \xi_{\ell}, y\right)=\tilde{\eta}_{01}\left(\chi_{1}, \xi_{2}, \cdots, \xi_{\ell}\right)+\tilde{\eta}_{11}(y)$ with $\tilde{\eta}_{11}(y)=$ $\int \psi_{1}(y) d y$.
Analogously $\Theta_{0}$ in (19) reads

$$
\Theta_{0}(x)=L_{\bar{g}^{e}} \log \left(\alpha\left(y, \chi_{1}\right)\right)=-L_{\bar{g}^{e}}\left(\beta_{I, y}+\chi_{1}\right)=-L_{\bar{g}^{e}}\left(\beta_{I, y}\right)-\bar{\eta}_{21}(\cdot)
$$

so that $\bar{\eta}_{21}(\cdot)=-L_{\bar{g}^{e}}\left(\beta_{I, y}\right)-\Theta_{0}(x)$. Since the right handside depends on $x$ only necessarily $\bar{\eta}_{21}(\cdot)=\tilde{\eta}_{21}(y)$. If $\tilde{\eta}_{01}(\cdot)$ depends on $\xi_{j}, j>1$, we can set $\tilde{\eta}_{01}=\chi_{2}$, and, assuming without loss of generality that $\frac{\partial \tilde{\eta}_{01}}{\partial \xi_{2}} \neq 0$, consider the coordinates $\left(\chi_{1}, \chi_{2}, \xi_{3}, \cdots, \xi_{\ell}\right)$ in which the dynamic compensator reads

$$
\begin{aligned}
\dot{\chi}_{1} & =\chi_{2}+\tilde{\eta}_{11}(y)+\tilde{\eta}_{21}(y) u \\
\dot{\chi}_{2} & =\hat{\eta}_{12}\left(\chi_{1}, \chi_{2}, \xi_{3} \cdots, \xi_{\ell}, y\right)+\hat{\eta}_{22}\left(\chi_{1}, \chi_{2}, \xi_{3} \cdots, \xi_{\ell}, y\right) u \\
\dot{\xi}_{j} & =\hat{\eta}_{1 j}\left(\chi_{1}, \chi_{2}, \xi_{3} \cdots, \xi_{\ell}, y\right)+\hat{\eta}_{2 j}\left(\chi_{1}, \chi_{2}, \xi_{3} \cdots, \xi_{\ell}, y\right) u, j \in[3, \ell]
\end{aligned}
$$

and we can take as output $H_{2}=\left(h(x), \chi_{1}, \chi_{2}, \xi_{3} \cdots, \xi_{\ell}\right)^{T}$.
Consider now $\Gamma_{j-2}^{j}$ the coefficient of $r_{j-2}$ in equation (15). From (31) denoting by $\hat{F}^{e}$ the drift in the new coordinates, one gets

$$
\Gamma_{j-2}^{j}(x)=\sum_{k=0}^{2} \mathcal{C}_{j-3}^{j-1-k} \beta_{y}^{(2-k)} Q_{j}^{k}(f, h)+Q_{j}^{2}\left(\hat{F}^{e}, \chi_{1}\right)
$$

Developing the previous expression, we have that

$$
\begin{aligned}
& \mathcal{L}_{2}^{j}(0,0) \frac{\partial \hat{\eta}_{12}(y, \chi, \xi)}{\partial y}=\Gamma_{j-2}^{j}-\sum_{k=0}^{2} \mathcal{C}_{j-3}^{j-1-k} \beta_{y}^{(2-k)} Q_{j}^{k}(f, h) \\
& -\left[(-1)^{n-j} \mathcal{C}_{n-j+2}^{n-1} d\left(L_{f}^{n-j+1} \tilde{\eta}_{11}\right) r_{j}^{T} \frac{\partial}{\partial x}-\mathcal{C}_{2}^{j-1} d\left(L_{f} \tilde{\eta}_{11}\right) r_{n}^{T} \frac{\partial}{\partial x}\right]
\end{aligned}
$$

Choosing a value of $j>2$ such that $\mathcal{L}_{2}^{j}(0,0) \neq 0$, allows the computation of $\hat{\eta}_{12}(\cdot, y)$, and since the righthand side depends on $x$ only then $\frac{\partial \hat{\eta}_{12}(\cdot, y)}{\partial y}=\psi_{2}(y)$ so that denoting by $\tilde{\eta}_{12}(y)=\int \psi_{2}(y) d y$ then $\hat{\eta}_{12}(\cdot, y)=$ $\tilde{\eta}_{02}\left(\chi_{1}, \chi_{2}, \xi_{3}, \cdots, \xi_{\ell}\right)+\tilde{\eta}_{12}(y)$.
Let $\hat{g}^{e}(x, \chi, \xi)$ be $g^{e}(\cdot)$ in the new coordinates. From (19),

$$
\begin{aligned}
\Theta_{1} & =L_{\hat{g}^{e}} L_{\hat{F}^{e}}\left(\beta_{I, y}+\chi_{1}\right)=L_{\hat{g}^{e}} L_{\hat{F}^{e}}\left(\beta_{I, y}\right)+L_{\hat{g}^{e}}\left(\chi_{2}+\tilde{\eta}_{11}(y)\right) \\
& =L_{\hat{g}^{e}} L_{\hat{F}^{e}}\left(\beta_{I, y}\right)+L_{\hat{g}^{e}}\left(\tilde{\eta}_{11}(y)\right)+\hat{\eta}_{22}(\cdot)
\end{aligned}
$$

Thus, $\tilde{\eta}_{22}(\cdot)=\Theta_{1}-L_{\hat{g}^{e}} L_{\hat{F}^{e}}\left(\beta_{I, y}\right)-L_{\hat{g}^{e}}\left(\tilde{\eta}_{11}(y)\right)=\tilde{\eta}_{22}(y)$. Iterating the reasoning one gets that there exists an index $\bar{\ell} \leq \ell$ such that the dynamic compensator can be written as

$$
\begin{align*}
\dot{\chi}_{i} & =\chi_{i+1}+\tilde{\eta}_{1 i}(y)+\tilde{\eta}_{2 i}(y) u, \quad i \in[1, \bar{\ell}-1]  \tag{32}\\
\dot{\chi}_{\bar{\ell}} & =\tilde{\eta}_{0, \bar{\ell}}(\chi)+\tilde{\eta}_{1 \bar{\ell}}(y)+\tilde{\eta}_{2 \bar{\ell}}(y) u \\
\dot{\xi}_{j} & =\tilde{\eta}_{1 j}\left(\chi, \xi_{\bar{\ell}+1}, \cdots, \xi_{\ell}\right)+\tilde{\eta}_{2 j}\left(\chi, \xi_{\bar{\ell}+1}, \cdots, \xi_{\ell}\right) u, j \in[\bar{\ell}+1, \ell] \tag{33}
\end{align*}
$$

where for $i \in[1, \bar{\ell}]$, the $\tilde{\eta}_{1 i}(y)$ 's can be computed by integrating the function $\psi_{i}(y)$ defined from the coefficient $\Gamma_{j-i}^{j}$ given by (16), while the $\tilde{\eta}_{2 i}(y)$ 's are defined by the coefficient $\Theta_{i}$ given by (19).

We show now that if $\bar{\ell}<\ell$, the dynamics (33) can be neglected, thus reducing the dimension of the dynamic compensator from $\ell$ to $\bar{\ell}$. Consider the extended system (32)-(7), and consider $\tilde{r}_{11}^{e}=\alpha\left(y, \chi_{1}\right) r_{1}^{T} \frac{\partial}{\partial x}$, with $\alpha\left(y, \chi_{1}\right)$ and $r_{1}$ computed above. Accordingly, compute $\tilde{r}_{1 j}^{e}$ for $j \in[1, n]$. By construction $\left[\tilde{r}_{1 i}^{e}, \tilde{r}_{1 j}^{e}\right]=0$ for $i, j \in[1, n]$. Since the distribution $\Delta^{e}=\operatorname{span}\left\{\tilde{r}_{11}^{e}, \cdots, \tilde{r}_{1 n}^{e}\right\}$ is nilpotent, define the change of coordinates $\left(\tilde{\chi}^{T}, z^{T}\right)^{T}=\left(\chi^{T}, \lambda^{T}(x, \chi)\right)^{T}$ such that $d \chi \Delta^{e}=0$ while $d \lambda(x, \chi) \Delta^{e}=I$. In these new coordinates $F^{e}(\tilde{\chi}, z)=\left(\tilde{\eta}_{0}^{T}(\tilde{\chi})+\tilde{\eta}_{1}^{T}(y), \quad \tilde{f}^{T}(\tilde{\chi}, z)\right)^{T}$ and $G^{e}(\tilde{\chi}, z)=\left(\tilde{\eta}_{2}^{T}(y), \quad \tilde{g}^{T}(\tilde{\chi}, z)\right)^{T}$. Then, for $i \in[1, n-1], \frac{\partial F^{e}(\tilde{\chi}, z)}{\partial z_{i}}=\left[\tilde{r}_{1 i}^{e}, F^{e}(\tilde{\chi}, z)\right]=\tilde{r}_{1, i+1}^{e}=\frac{\partial}{\partial z_{i+1}}$, $\frac{\partial G^{e}(\tilde{\chi}, z)}{\partial z_{i}}=\left[\tilde{r}_{1 i}^{e}, G^{e}(\tilde{\chi}, z)\right]=0$ and $z_{n}=\hat{y}_{1}^{e}=e^{\chi_{1}} \tilde{y}+\varphi_{0}\left(\chi_{2}, \cdots, \chi \bar{\ell}\right)$, which proves that in the new coordinates the system reads

$$
\begin{aligned}
\dot{\tilde{\chi}} & =\tilde{\eta}_{0}(\tilde{\chi})+\tilde{\eta}_{1}(y)+\tilde{\eta}_{2}(y) u \\
\dot{z} & =A z+\psi_{1}(y, \chi)+\psi_{2}(y, \chi) u, \quad \hat{y}=\varphi(y, \chi)=z_{n}
\end{aligned}
$$

Finally since the dynamics of the compensator is defined by the $\Gamma_{j-i}^{j}$ 's $j \in[1, n-1]$ and the $\Theta_{l}$ 's $l \in[0, n-1]$, then its maximum necessary dimension is $n-1$.
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[^1]:    ${ }^{1}$ Note that for $k_{i}=1, \mathcal{O}_{i}$ reduces to $\mathcal{O}_{i}=\left\{d h_{j}, j \neq i, j \in[1, p]\right\}$

[^2]:    ${ }^{2}$ The assumption that $\eta_{1}, \eta_{2}$ and $\varphi$ in (2) are smooth, guarantees that if a solution exists then $\beta_{y}(y), \mathcal{P}_{1}(y)$ and $\mathcal{P}_{2}(y)$ in the algorithm are integrable.

[^3]:    ${ }^{3} \eta_{03}$ may be chosen to achieve stabilization of the compensator for $y=u=0$.

