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Semiclassical bounds for spectra of biharmonic operators

Davide Buoso, Luigi Provenzano and Joachim Stubbe

Abstract. We provide complementary semiclassical bounds for the Riesz means Ri(z) of the
etgenvalues of various biharmonic operators, with a second term in the expected power of z.
The method we discuss makes use of the averaged variational principle (AVP), and yields two-
sided bounds for individual eigenvalues, which are semiclassically sharp. The AVP also yields

comparisons with Riesz means of different operators, in particular Laplacians.

1. Introduction

Let © C R? be a bounded domain with boundary 0. We consider the eigenvalue
problem for the biharmonic operator with various boundary conditions:

{ A2y = wu, on €,

Ai(u) = As(u) =0, on 9. (1.1)

The biharmonic operator A? = AA is the first iteration of the Laplace operator
—A, and A;(u), Aa(u) represent two linear operators which we shall specify for
each problem. These operators are generated from self-adjoint representations of
various quadratic forms defined on a suitable dense closed subspace of the Sobolev
space H?(Q), see Section 2.

The interest of studying problem (1.1) is motivated by several applications as
the modelling of vibrations of a thin elastic plate subject to different constraints
or the static loading of a slender beam, and models for suspension bridges. We
refer the reader to [8, 9, 16, 17, 27, 35, 38] for more details on the applications
related with problem (1.1).

We always suppose that the spectrum of (1.1) consists of an ordered sequence
of eigenvalues w; tending to infinity,

0w fwySwz<---

This assumption holds, for example, when (2 has finite Lebesgue measure and
the boundary conditions in (1.1) are given by the so-called Dirichlet boundary
conditions

Ai(u) =u, As(u) =|Vul,
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(where V denotes the gradient operator) emerging from the study of the oscilla-
tions of a clamped plate. For other boundary conditions and precise definitions
we refer to Section 2.

An important issue in the spectral theory of partial differential operators is
the asymptotic expansion of the eigenvalues w; as j — oo and eigenvalue bounds
in terms of the asymptotic expansion, called semiclassical estimates, which is the
main subject of the present paper for the eigenvalue problem (1.1). To this end,
it is convenient to consider the counting function

N(z) = Card{w; : w; < z, wj is an eigenvalue},

and, in a tradition due to Berezin [4], Riesz means,

Ro(2) =) (2 — w3,

J

with ¢ > 0 (here x4 denotes the positive part of z). N(z) can be interpreted as
the limit of R,(z) when ¢ — 0. The Riesz means R, (z) are related to N(z) via
the integral transform

Ry(2)=0 /Ooo(z — )7 ' N(t)dt, (1.2)

and in particular the behavior of w; as j — oo is given by the asymptotic expansion
of the counting function N(z) as z — co. There is a large literature dealing with
the asymptotic expansion of the counting function or other spectral quantities, we
refer to the books by Ivrii [22] and Safarov and Vassiliev [37], that present the
state of the art as well as the key references.

The leading term in the asymptotic expansion is known as the Weyl limit,
going back to the fundamental work of H. Weyl [40] on the asymptotic behavior
of Dirichlet Laplacian eigenvalues

—Au =wu, on {,
u =0, on 0f).

It is now known that the Weyl limit depends on the principal symbol of the partial
differential operator which is connected to the Fourier transform and equals |p|?
for the Laplace operator, and |p|* for biharmonic operator.

We may summarize the Weyl law for an operator with principal symbol |p|?>™

i 20— mt [ [ - s = 2n) B0l (13

Z—r 00 22m

where the right hand side corresponds to the normalized phase space volume of
the operator. Here m = 1,2, but (1.3) remains true for higher iterations of the
Laplacian on a bounded domain 2 under suitable boundary conditions (see e.g.,
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[37]). Here By = 1“(%;2/2) is the volume of the d-dimensional unit ball. The
equivalent statement for the eigenvalues w; is

=, (1.4)

.2m

lim
j—oo jTI

where Cy = (27‘(‘)23;% is the so-called classical constant.

The Weyl law (1.3) or (1.4) is of striking simplicity. The limit depends only on
the volume of the domain and a universal dimensional constant and is independent
of the boundary conditions. In particular, we infer from the Weyl law that at least
asymptotically the eigenvalues of the biharmonic problem (1.1) equal the squares
of Laplacian eigenvalues.

One may then ask whether the counting function is bounded by its Weyl law,
that is whether it is possible to establish sharp semiclassical bounds of the type

N(2)z" 7 < (20)79By4|Q|, or N(z)z 7% > (2r)"“B4|Q),

for all z > 0. Even in the simpler case of Laplacian eigenvalues (m = 1) this is,
apart from special domains, still an open problem known as Polya’s conjecture
where it is conjectured that the first inequality should hold for Dirichlet boundary
conditions. However, for Riesz means Ri(z) = [; N(t)dt, sharp bounds have
been obtained both for Laplace and biharmonic operators since there are plenty
of variational techniques which can be applied, see e.g., Berezin [4], Li-Yau [33],
Kroger, [23] and Laptev [30, 31].

Combining the Weyl law (1.3) for N(z) and the integral relation (1.2), one
obtains

. Rl(z) o —d om - 2m —d
tim S — (amy [ [ (1= P s = 52 2m) Bl

2m
and the corresponding sharp semiclassical bounds are of the form

2m ] 2m ]
Ri(2) < (2m)"4By|Q|z' T, or Ri(z) > 2m+d(2w)—d3d|g|z1+%.

~—2m+d

When m = 1 (Dirichlet Laplacian eigenvalues) the first inequality is the celebrated
Berezin—Li—Yau bound and when m = 2 it has been shown for biharmonic Dirichlet
eigenvalues by Levine and Protter [32].

The effect of boundary conditions on the spectrum is already seen in the second
term of the asymptotic expansion, i.e., that following the Weyl law. As shown in
[22, 37], at least for smooth domains 2 C R? there is a two terms asymptotic
expansion of the form

N(2) = (20)9B4|Q)27% + agm|0Q)2 5 + o (ZT> , (1.5)

where ag4 ., is a real constant depending on the dimension d, the order m of the
differential operator (where as before m = 1 corresponds to Laplacian eigenvalues
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and m = 2 to biharmonic eigenvalues), and on the boundary conditions. Ap-
plying these techniques we compute (1.5) for various boundary conditions of the
biharmonic eigenvalue problem (1.1).

We remark that all the classical strategies to get two-term expansions for
eigenvalues of elliptic operator, as shown in [22, 37], involve the extensive use of
microlocal analysis, that requires a number of regularity conditions on the domain
Q) that are not yet well understood in simple geometrical terms. However, recently
Frank and Larson [15] (see also [13, 14]) have proved a two-term expansion for
Riesz means of Laplacian eigenvalues without using microlocal analysis and with
low regularity assumptions on 2.

The asymptotic expansion (1.5) suggests to look for bounds of N(z) (or Ry(z))
in terms of (1.5). In this work we show that in some circumstances the Levine-
Protter bound can be reversed, so that there is a kind of “Kroger” lower bound for
Dirichlet Bilaplacian Riesz means (i.e., an upper bound for eigenvalue averages).
Reversing the inequalities requires lower-order correction terms, which, as will
be seen, include information about the boundary of the domain. As in [20] an
essential tool will be the averaged variational principle first introduced in [19] (see
also [11]), which gives an efficient derivation of Kréger’s inequality and has been
used to derive various other upper bounds for averages of eigenvalues.

Moreover, since the techniques for the two term asymptotic expansion do not
apply to the eigenvalue problem (1.1) on an interval (that is, d = 1) we study sep-
arately the one dimensional problems and exhibit a remarkable common similarity
of the different spectra, see Section 7. In particular, two terms asymptotics for
one dimensional problems are a consequence of asymptotically sharp upper and
lower bounds of the corresponding Riesz means which we provide in Section 7

The paper is organized as follows. In Section 2 we introduce the biharmonic
eigenvalue problems we study and we present the main results of the paper. In
Section 3 we prove some inequalities between biharmonic eigenvalues and then
compute the respective semiclassical asymptotic expansions. Section 4 is dedicated
to the semiclassical estimates for Dirichlet Bilaplacian eigenvalues, while Navier
and Kuttler—Sigillito eigenvalues are treated in Section 5. Section 6 contains a few
remarks on Neumann Bilaplacian eigenvalues. Finally, Section 7 is devoted to the
one dimensional biharmonic eigenvalue problems.

2. Biharmonic eigenvalue problems and main results

In this section we introduce the eigenvalue problems of the form (1.1) that we will
study in the sequel and present the main results of the paper. Unless differently
specified, we assume € C R? to be a bounded domain with Lipschitz boundary
oN.

In the following we will denote by 14 the characteristic function of A C R,
For a function f € L'(R?) we will denote by f(¢) its Fourier transform defined
by f(&) = (2m)~ %2 Jga f(z)e®®*dx, and with abuse of notation, for a function
f € H2(Q) we will still denote by f(€) the Fourier transform of its extension by
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zero to R%. We will also denote by B(z, R) the d-dimensional ball (in R?) of radius
R centered at the point x.
The Dirichlet Laplacian eigenvalue problem is

—A’U,j = )\juj, in Q,
u; =0, on 012,

and the eigenvalues are variationally characterized by

. fQ |Vu|2
A; = min max S
ver (@) uev\{0} [ u
dim V=j

The Neumann Laplacian eigenvalue problem is

—Avj = pv;, in €,
% =0, on 01},

and the eigenvalues are variationally characterized by

_ . fsz [Vul?
,u' = min max 72
VCcH'(Q)ueV\{0} fQ U
dim V=j

The biharmonic eigenvalue equation we will consider is
A?u = wu, in Q, (2.1)
complemented with four different sets of boundary conditions:

e Dirichlet boundary conditions:

ou
=—=0 2.2
u=o-=0 (2.2)
e Navier boundary conditions:
0%u
u=(1—a) 52 + alAu = 0; (2.3)

e Kuttler—Sigillito boundary conditions:

@_8Au
v v

) 0
+ (1 — a)divpg (ayVaQu) =0; (2.4)

e Neumann boundary conditions:

0? 0A 0
(1-— a)aiyz + alAu = Tl/u + (1 — a)divan (C,)I/Vagu) =0. (2.5)
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Here v is the outer unit normal vector defined on 92, divgq and Vyq are the
tangential divergence and the tangential gradient on 02, respectively, and a is the
Poisson ratio, a € (—(d — 1)7!,1). Note that the quadratic form associated with
all these problems is

Q(u,v) = /Q(l —a)D?u : D*v + aAuAv, (2.6)

but this form is set in H3(£2) for Dirichlet boundary conditions, in H?(Q)N Hg ()
for Navier boundary conditions, in H2(Q) = {u € H*(Q) : 9% = 0 on 9Q} for
Kuttler-Sigillito boundary conditions, and in H?(§2) for Neumann boundary con-

ditions. In particular, the Dirichlet problem does not see the Poisson ratio, as

/ D?u: D%y = / AulAv
Q Q

for any u,v, € H3(2). Here and in the sequel, the Frobenius product is defined as

0%u 8%v
D?u: D% =
uEr= a%; 8xa8;v3 &Eaax@

Furthermore, we will denote by Uj, A; the eigenfunctions and the eigenvalues of
the Dirichlet problem (2.1), (2.2). Similarly, we will use U;, A;(a) for the Navier
problem (2.1), (2.3), V;, M;(a) for the Kuttler-Sigillito problem (2.1), (2.4), and
V;, Mj;(a) for the Neumann problem (2.1), (2.5). We will not write explicitly the
dependence on the Poisson ratio a for eigenfunctions, but we will for eigenvalues
(with the exception of Dirichlet eigenvalues that do not depend on a). When we
consider these problems in general without specifying the boundary conditions, we
will use instead u,w as a generic eigenfunction with its associated eigenvalue.
Note that the eigenvalues can be characterized via the minimax formulation

as
fQ (Au)?
Aj = min max 5
VCHj () ueV\{0} Jou
dim V=j

Jo(1 = a)|D?*ul?® + a(Au)?,

Aj(a) = min max ’
J( )= VCH?(Q)NH () ueV\{0} fQ w2
dim V=j
/ 1—a)|D?ul? + a(Au)?,
Mj(a) = min  max Jo(1 = a)| U|2 a(Au) ,
VCH2(Q)ueV\{0} fQ w
dim V=j
and » 2
1-— D A ’
Mia)= min  max JelZOIP7u+a(Au)

VCH?(Q) ueV\{0} Jo u?
dim V=j
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Tt is worth observing that, when a = 1, the Navier problem (2.1), (2.3) becomes

{ 42[? =AU, inQ, (2.7)

U=AU=0, on .

If the domain € is only Lipschitz, in principle the quadratic form (2.6) is not coer-
cive in H?(Q)N Hg () and the spectrum of problem (2.7) may be not variationally
characterizable. However, the form is coercive as soon as 2 also satisfies the so-
called uniform outer ball condition (see [1]; see also [18, Section 2.7]). In particular,
in this case the domain of the Dirichlet Laplacian is precisely H?(Q) N Hg(£2) and
the following identification becomes immediate

Uj=uj, Aj(1) =A%,

for all j € N. Note that, in the literature, problem (2.7) is known to be the classical
Navier problem, whereas problem (2.1), (2.3) is a more recent generalization (see
also [6, 18] and the references therein for a discussion on the physical meaning of
the problem). Analogously, when a = 1, the Kuttler—Sigillito problem (2.1), (2.4)
becomes

(2.8)

oV _ OAV _
v T ov 0, on 89

{ A2V = M)V, inQ,
Again, if  is only Lipschitz, the problem (2.8) may not be variationally charac-
terizable, but for 2 smooth enough we recover that the domain of the Neumann

Laplacian is precisely H2(Q) and then
‘7j = Uy, Mj(l) = M?a

for all j € N. We point out that problem (2.1), (2.4) has not been widely studied
yet, although it is appearing as an important problem in a number of different
situations (see e.g., [7, 26, 25]). We remark though that it was first stated as a
Steklov-type problem by Kuttler and Sigillito in [24].
On the other hand, the Neumann problem (2.1), (2.5) with a = 1 becomes
instead
{ A%V =M1)V, inQ,

AV =28V =0, on 09,

so that the boundary conditions do not satisfy the complementing conditions (see
e.g., [18]), and in particular it has a kernel consisting of the harmonic functions
in H?(Q), which is infinite dimensional when d > 2. It was shown in [36] that
the remaining part of the spectrum consists of the eigenvalues of the biharmonic
Dirichlet problem (2.1), (2.2).

The main results of the present paper are inequalities related to the eigenvalues
of problem (1.1), both for the eigenvalues and for Riesz means R;(z). To this end,
we first provide inequalities between the eigenvalues of the different problems (see
Theorem 3.1).

Theorem A. The following inequalities hold.
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e For any j € N, and for any a € (—(d —1)71,1),
M; < Mj,Aj < A;.

e For any j € N,
AT <A,

e If in addition Q is convex, then for any j € N and a € (—(d — 1)1, 1),
M;j(a) < 4.

In order to understand when our bounds are sharp with respect to the semi-
classical asymptotic expansion, we first compute it for all the boundary conditions
(see Theorem 3.4). We remark that, while our assumptions are enough to ensure
the validity of the first term in expansions (2.9) and (2.10) (see e.g., [12] and the
references therein), the derivation of the second term requires additional regularity
on the domain 2. In particular, the domain has to be at least piecewise C'*° and
the so-called nonperiodicity and nonblocking conditions have to be satisfied. We
refer to [37, Chapter 1] for the description of all the necessary smoothness con-
ditions, in particular to [37, Definition 1.3.7] for the definition of nonperiodicity
condition and to [37, Definition 1.3.22] for the definition of nonblocking condition.
Roughly speaking, the nonperiodicity condition states that the periodic trajec-
tories of the billiard flow G! : T*Q — T*Q form a set of zero measure in 7%,
the unit cotangent bundle; the nonblocking conditions states that the dead-end
trajectories (i.e., trajectories which experience an infinite number of reflections in
a finite time) of the billiard flow form a set of zero measure as well.

Theorem B. Let 2 be piecewise C'*° satisfying the nonperiodicity and nonblock-
ing conditions, and let d > 2. We have

N(2) = (20) "9 By|Q|25 + c12°T +o(z 7)), (2.9)

where the geometrical constant ¢; involving the measure of the boundary is given
by (3.14)—(3.17). In particular,

4 , 4

Ri(z) = m(%)*dmmz% n dfgz¥ oz ). (2.10)
Our third main result concerns lower bounds for Riesz means of Dirichlet

eigenvalues (see Theorem 4.1).

Theorem C. Let Q be a domain in R? of finite measure. Then for any ¢ €
HZ(2) N L>(Q2) and z > 0 the following inequality holds

4 A2\ 5
5= A 60 2 e Balolp (= - 1ol

j 4 N

||A¢||%) e

—2(27)4By||V 2( -

+
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Moreover, for all positive integers k

1 ¢ k¢ L IVol3 (k) 2 Ag)3
- C d 5
IR d<|9|> P F 425 Ca (g ) 07 4 T

for p(¢) < 1, where p(¢) is defined in (4.4).

Theorem C implies two-terms, asymptotically sharp lower bounds for Riesz
means compatible with the two-term asymptotics given by Theorem B (see The-
orem 4.5). Analogous results hold for the Navier (2.1),(2.3), and the Kuttler—
Sigillito (2.1),(2.4) problems.

These results are obtained by an extensive application of the averaged varia-
tional principle (AVP), that we recall here in the formulation available in [11].

Lemma 2.1. Consider a self-adjoint operator H on a Hilbert space H, the spec-
trum of which is discrete at least in its lower portion, so that —oo < wy < w1 <

The corresponding orthonormalized eigenvectors are denoted {w(j)}. The
closed quadratic form corresponding to H is denoted Q(p, @) for vectors ¢ in the
quadratic-form domain Q(H) C H. Let f, € Q(H) be a family of vectors indezed
by a variable p ranging over a measure space (M, X, 0). Suppose that My is a
subset of M. Then for any z € R,

G=w) [ w95

provided that the integrals converge.

"o > /zm CIl2 = QU £)) do, (211)

7'

3. Comparison of eigenvalues and eigenvalue asymptotics

In this section we provide some new results concerning the eigenvalues of problems
(2.1)—(2.5). First, we provide inequalities between eigenvalues of the problems we
introduced in the previous section. Then, we complete the section by computing
their asymptotics up to the second term.

3.1. Comparison of eigenvalues

We start with the following

Theorem 3.1. Let Q be a bounded domain in R* with Lipschitz boundary. Then
the following inequalities hold.

e For any j €N, and for any a € (—(d — 1)1, 1),

M; < M, A; < A;. (3.1)

e Forany j €N,
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o Ifin addition Q is convex, then for any j € N and a € (—(d —1)71,1),

Mj(a) < 4. (33)

We observe that all the quantities in (3.1)—(3.3) have the same Weyl limit, while
the respective second terms already agree with these inequalities, see Theorem 3.4
below.

We also remark that inequality (3.2) holds under the milder assumption that
Q) is an open set of finite measure. On the other hand, if the boundary 0f is
assumed to be at least C2, then it becomes a strict inequality. For a proof of this
fact we refer to [34, Theorem 1.1], where the author also provides a good survey
on this type of inequalities.

Proof. Inequality (3.1) follows directly from the respective minimax characteriza-
tions. As for inequality (3.2), we start with the Cauchy—Schwarz inequality

(o) = () (o)

which is valid for all uw € H2(Q) N H}(Q). From this, we get
2
Jo IVul? - Jo(Au)?
Jou? T o

for all u € H(Q) N H}(Q), in particular for u € HZ(Q). From this inequality, if
we choose a linear, finite dimensional subspace V' C HZ (), we get

2\ 2 2
(fQ [Vul ) < max Jo(Au) ’
Jo u? uevV\{0} [, u?

irrespective of the choice of V. At this point, we may think of this as an inequality
between two functions of V:

Vo2 2 Au)2
FO) = max (12VEY gy 2 ey J2BW°
uev\{o} \ [, u? uev\{0} [, u?

max
ueV\{0}

and
F(V)<G(V),

where V varies among all the finite dimensional subspaces of H3(2). We may as
well fix a natural j and restrict our attention to subspaces of dimension j, which
is a subset of all the finite dimensional subspaces. So, it makes sense to consider
the infimum, namely

inf F(V)< inf G(V),
VCH2(Q) VCHG(Q)
dim V=j dim V=j
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the inequality holding since it holds pointwise. If we now analyze both sides of
the inequality, we recover that

Au)?
inf G(V) = min max f§2(72) — A]’
VCHg (%) veH2 (@) ueV\{0}  [ou
dim V=; dim Ve

since the min-max is always achieved by the corresponding eigenfunctions (i.e.,
the infimum is achieved choosing V as the space generated by the first j eigen-
functions), while

Vul2\?
inf F(V)= inf max (M>

VCH2(Q) verz@uev\{oy \ [ u?
dim V=j dim V=j

Now note that, if we consider sets A C R} (meaning that if « € A then a > 0),
then

2 2 2 2

iI,}xf = (igf a)?, mf}na = (mjn @), sgp a? = (sB‘p a)”, max o = (m}x a)”,

since f(z) = z? is an increasing continuous function of the positive real numbers

onto themselves. Hence
2
Vaul2\ 2 Vul?
inf max <f9||> = inf max f9|7|

verz@uev\{oy \  [ou? verz@)uev\{oy [ u?
dim V=j dim V=j

The final step is increasing the space on which the infimum is taken:

Vul? Vul|?
inf max f9|72| > inf max fgl% =\
VCH(Q) weV\{0} fQ U VCHE(Q) ueV\{0} fQ U

This proves (3.2).
Regarding (3.3), we assume first that Q is smooth (C°°). We note that for any
smooth function u on 2 we have

1 0 ou
D%y 2d:r:/ Au 2d:£+7/ —(|Vul? daf/ Au—do, 3.4
[t = [(awpar g [ qvapiao = [ sugtin (34

where do the measure element of 0Q2. Equality (3.4) follows from the pointwise
identity |D?u|? = JA(|Vu|*) — VAu - Vu. Now we note that, on 052,

1
§S—|Vu|2 = V% -Vu—Vul - Dv-Vu
v v

155 0%u O
ZVan-VaQU+ uou

B 25y~ H(Voau, Vogu). (3.5)
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Here II(-,-) denotes the second fundamental form on 02 (in fact IT = Dv). The
quadratic form II(-,-) defined on the tangent space to 92 is symmetric and its
eigenvalues are the principal curvatures of 0f).

Assume now that u is such that % =0 on 09 and that II > 0 in the sense of
quadratic forms (this holds e.g., for smooth convex domains). Then Vu = Vaqu
on 0N (the gradient of u restricted on the boundary belongs to the tangent space
to the boundary). This fact combined with (3.4) and (3.5) implies that for such u

and €2
/|D2u\2d:c§/(Au)2d:v
Q Q

Since we assumed (2 smooth, then all eigenfunctions of the Neumann Laplacian
belong to C°°(2) N H%(Q) and satisfy g—jj = 0 on 0f). Hence, taking the space
generated by the first j eigenfunctions of the Neumann Laplacian as j-dimensional
subspace of H%() of test functions into the min-max formula for M;(a), we obtain
(3.3), which is then proved in the case of a smooth convex domain. Since any
convex domain can be approximated uniformly by smooth convex domains, we
have pointwise convergence of eigenvalues (see e.g., [3]). Therefore, we deduce the
validity of (3.3) for any convex set. O

3.2. Semiclassical asymptotics

In this section, the domain  C R? will always be a bounded domain, smooth
enough in order to apply the arguments in [37, 39] (see Theorem B). In particular,
smooth convex sets and piecewise smooth domains with non positive conormal
curvature (such as polyhedra) are admissible. Moreover, the dimension d will
always be such that d > 2.

We parametrize ) locally in such a way that Q = {(z1,...,24) : 4 > 0} and
o = {(z1,...,24-1,0)}. We also denote by (z, &) the elements of the cotangent
bundle T, £ = (&1,...,&4) being the coordinates on the fiber T Q). Setting
' = (x1,...,24-1) and & = (&1,...,&4—1), we have that (z/,¢’) are coordinates
for the cotangent bundle T*0S).

The operator A2 is represented by the symbol

Al©) =Il' = <25k>,

and the operator can be recovered from the symbol by substituting &, with Dy =
—i— a . Note that this operator coincides with its principal part, i.e., the symbol
only contams monomials of the same degree.
Regarding the boundary operators, we recall that, because of the parametriza-
tion we have chosen, in this case the normal derivative is
o 0

% = 787.1‘16 (On 69)

Let us now discuss the various boundary conditions one by one.
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e By(D)u = u. Its symbol is By(§) = 1.
e Bi(D)u = %. Its symbol is By () = —i&y.

e By(D)u = (1 — a)g%‘ + aAu. Its symbol is By(¢§) = —&€% —iaK&y — al¢’|?
(where K is the sum of the principal curvatures). Note that its principal
part is Bo(&) = —&2 — al¢/|?.

e B3(D)u= %A—V” + (1 —a)divon (g—yvmu). Writing the symbol for this oper-

ator is quite complicated, but using the equality

: 0 ou )
leaQ (&Vagu> = Aaga — leg),, (Vagu . DV)

we can easily write the principal part Bs(£) = €3 4 i(2 — a)éql€'|?.

Now we introduce an auxiliary problem related with problems (2.1)—(2.5):

{ A(¢', Da)v(wa) = nv(za), xa € (0,+00),

3 3.6
B;(&', Dg)v|z,=0 = 0, (3.6)

where the boundary conditions will be: j = 0,1 for the Dirichlet case,
7 =0,2 for the Navier case,

7 =1, 3 for the Kuttler-Sigillito case,
v'(0) =v"(0) =0,
or j = 2,3 for the Neumann case,
v"(0) = al¢']?v(0) = v"(0) — (2~ @) €'[*v'(0) = 0.

Note that problem (3.6) depends on ¢’ € R4~

We are interested in the spectrum of problem (3.6). We start by observing
that there are no eigenvalues, with the sole exception of the Neumann case with
a # 0, where there is a simple eigenvalue

n=n&) = fla)¢*

fla) =4a—1-3a*+2(1 —a)y/2a% —2a + 1. (3.7)

Notice that 0 < f(a) < 1 for a € (—(d — 1)71,1), with f(a) = 1 only for a = 0.
We remark that the case a = 0 does not have eigenvalues, hence neither is [¢/|*
(differently from the case a # 0).

where



280 D. Buoso, L. Provenzano and J. Stubbe

In addition, problem (3.6) is known to have as essential spectrum the strip
[[€']%, +00] (see e.g., [37, Appendix A]). Moreover, the essential spectrum has only
one threshold with one double root. A threshold 7®! is a point in the essential
spectrum for which the equation

A, Q) =n"

has a multiple real root. It is clear that, in our case, the only threshold is n** =
|€']*. At this point we search for generalized eigenfunctions in the strip ]n*t, +o0].
To do so, we have first to solve the equation

A€ ¢) =, (3.8)

for any 7 €]n®!, +oo[. Equation (3.8) always has four roots:

G ==V =8P G =y V= [€F &
= =iV +IEP G =iV IE.

We then search for generalized eigenfunctions (associated with 7) of the form
v(xg) = aj e % 4 afeiq“ + a;eigzd. (3.9)

Note that these generalized eigenfunctions are not proper eigenfunctions (because

they are not L?-functions), nevertheless they are bounded solutions. We search for

+
. . . . .(ll
generalized eigenfunctions because we need to compute the quantity arg (Zf)’

where arg is the standard complex argument of a number.

e Dirichlet problem. Through the boundary conditions we get

ay +af +ag =0,
Gray +Gaf +¢ay =0,

hence

o _ G -G [gF Vn-lg

a; G -G N

from which we obtain

af (s €'
arg (11_) = arctan —————= — 7 + 2k7 = arcsin 7 —m+ 2km, (3.10)
n

ay V=€
for some k € Z.
e Navier problem. Through the boundary conditions we get

ay +af +af =0,
(¢ )?ar +(¢)%ay +()%az =0,
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that yields aj /a; = —1, hence

+
arg (z“{) =T 4 %kn, (3.11)
aj 2

for some k € Z.

e Kuttler—Sigillito problem. Through the boundary conditions we get

{ ¢ a1 +C1 ay JFG_Q; =0,
¢y ) (C1 ) (Cz )3(12+ =0,

that yields aj /a] = 1, hence

+
arg <zal_> =T 4 okn, (3.12)
aj 2

for some k € Z.

e Neumann problem. Through the boundary conditions we get

{ —(¢0)%ar = (¢H)%a (<2> —al¢'*(ay +af +a3) =0,
_i(Cf)3a1_ - (Cf_) (Cz) a2 - Z( )|§ | ((:l_a’l_ +C1 a1 <2 a2) 0,

that yields
a+
G () +aleP) ()2 + 2 - a)le?) (al_ + 1)
1 aJr
= (G +al¢'P) (G + 2~ a)le'P) ( - 1) .

Therefore
af _A+iB _ (A+iB)?

ay A—iB A2+ B?’

where

A= V= lEP (Vi+ 1 -a)le']?)*, B = /i + &7 (vVi— (1 -a)e?)”.

In particular

al T A
arg (zl_> = arg (i) + 2arg (A+1iB) = 5~ 2arctan B +2km, (3.13)
ay

for some k € Z.

We now recall the following theorem ([37, Theorem 1.6.1]).
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Theorem 3.2. Let Q) be piecewise C°° and satisfying the nonperiodicity and non-
blocking conditions, and let d > 2. Let N(z) be the counting function associated
with the biharmonic operator with either Dirichlet, Navier, or Neumann boundary
conditions, i.e., the problem given by equation (2.1) coupled with (2.2), (2.3), or
(2.5), respectively. Then, for z — 400 we have

N(z) = coz% + clz% +o0 (z%) ,

where

co = (27r)_d/ dxd€, ¢ = (27T)1_d/ shift* (1, &' )dx'de’.
l€]4<1 T*9Q

Here shift™ is the shift function associated with problem (3.6), and there exists an
analytic branch arg, of the argument arg such that we have

arggdet(iRR(n,§’))

shift*(n,&') = N*(n,¢) + o ’

where N is the counting function of problem (3.6), and R is the reflection matriz
associated with problem (3.6), in particular

0, ifn<n¥,
det(iR(n,¢")) = {

:a+ .
i1—L, otherwise,
ay
with ai defined in (3.9).
In addition, the function arg, is a suitable branch of the complex argument

satisfying the following condition

ar ii .

€o ar 9

We stress the fact that the function arg, depends on the particular problem
that is considered, and not a function chosen once and for all.

lim
n—[&’|*

Corollary 3.3. Let Q be piecewise C*° and satisfying the nonperiodicity and non-
blocking conditions, and let d > 2. If w; is the j-th eigenvalue of the biharmonic
operator with either Dirichlet, Navier, or Neumann boundary conditions, then we
have

or equivalently

as j — +o0.
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Now we compute the coefficients cg,c;. As for ¢y, it depends only on the
equation and therefore will be the same for both Dirichlet, Navier, and Neumann
boundary conditions, and it is

co = (27T)_d/ dadé = (2m) "1 B4|Q|.
lela<1 Jo

As for ¢, its definition sensitively depends on the boundary conditions, so we split
the discussion.

e Dirichlet boundary conditions. We have seen that problem (3.6) has no
eigenvalue, and it is easy to check that the function arg, is given by formula
(3.10) with k& = 0. Hence

e = (2m) 709 (/ arcsin |¢/|2d¢’ — 7rBd1>
1€ 1<1

~Taene U (e )
e Navier boundary conditions. We have seen that problem (3.6) has no

eigenvalue, and it is easy to check that the function arg, is given by formula
(3.11) with & = 0. Hence

(3.14)

= (2m)1 490 ( >d _Baalo 3.15
C1 (7'[') | ‘ lerl<1 4 g (2 )d 1 ( )

o Kuttler—Sigillito boundary conditions. We have seen that problem
(3.6) has no eigenvalue, and it is easy to check that the function arg, is
given by formula (3.12) with k¥ = 0. Hence

= (2m)' 99| Lger = BaalO9

eger 1(2m)i 1 (3.16)

e Neumann boundary conditions. Let us start with the case a # 0. Here
we have seen that problem (3.6) has a simple eigenvalue

= f(a)l¢'I*,

so that

0, otherwise.

N+()\,§') _ { L if [ < f(a)” i
It is also easily checked that the function arg is given by formula (3.13) with
k = 0, therefore

Bufos) R
= 1(2m)0- <4f() —1-4 - /Ot arctan g(t,a)dt |, (3.17)
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where )
V1—12 (14 (1—a)t?)
VIFEZ(1-(1-a)2)
If instead we consider the case a = 0, we recall that there are no eigenvalues,
however now the function arg, is given by formula (3.13) but with & = 1, so

that here
By_1|09 d—1 [ 4,
= s (2 | ot o)

g(t,a) = (3.18)

and in particular, as f(0) = 1, we have that formula (3.17) still holds.
We observe that, by using the equality

1 s
arctan z + arctan — = 5 Vo >0,
T

as g(t,a) > 0 for all t € (0,1) and for all a, we obtain the equivalent formula

By 1|09
= w 4f(a ) -3+ 47/ =2 arctan(g(t,a)"')dt | .
4(2m)-
Summing up, we have the following

Theorem 3.4. Let Q be piecewise C° and satisfying the nonperiodicity and
2

nonblocking conditions, and let d > 2. Let Cq4 = (2m)?B,; . For any a €
(—(d—1)71,1), the following expansions hold:

A(%(hod*2§?5<l*¢§<)>>2$(J0d+o@a’@lw

~ ] % CQBd 1 |BQ| % .3
Al = @Qm>+ﬂ%ém(m>*4”» (3:20)
=z () CABa ol (TN
MJ(a)_Cd<Q|) 5t +o(3%), (3.21)

and

M;(a) = C3 (‘Jﬁ')

—a ! 7
CdBd ! (4f(a)le -1 —4u/ 72 arctan g(t, a)dt) 109 ( ) -1—0(]'%)7
dBlfﬁ ™ Jo 12 \ 1€

ks

as j — oo, for any a € (—(d—1)71,1), where f is defined in (3.7) and g is defined
n (3.18).
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We conclude this discussion with a few remarks.

Remark 3.5. It is interesting to see that, contrary to what happens with the
Laplacian, in the case of the biharmonic operator the quantity |c1| is not the same
for Dirichlet and Neumann eigenvalues. In fact, this is the case even for a = 0.
In addition, the dependence on the dimension is even stronger, and it is actually
worth noticing that, as the dimension grows, the asymptotics of (the square root)
of the eigenvalues of the Dirichlet Bilaplacian converge to that of the eigenvalues
of the Dirichlet Laplacian, because

L (59)
lim 14— 42—
oo T AT (EB)

A<V

is, in a sense, “squeezing” towards an equality, asymptotically in j and in d. On
the other hand, the Dominated Convergence Theorem tells us that

d—1 [*
lim 4—— [ t¥ 2 arctan(g(t,a) )dt = 0
d—o0 ™ 0

for all a € ((d —1)71,1). However,

lim f(a)F = {

d— 00

and hence the inequality

1, a=0,
400, otherwise,

telling us that the asymptotics of (the square root) of the Neumann Bilaplacian
eigenvalues converge to that of the Neumann Laplacian eigenvalues only for a = 0,
while in the other cases the asymptotic expansions blow up. This can be inter-
preted as the fact that, when the dimension increases, the control of the Hessian
matrix on the Laplacian (expressed by the Poisson ratio in the quadratic form
(2.6)) weakens significantly, making the asymptotics blow up.

Remark 3.6. We observe that, if ) satisfies the uniform outer ball condition (see
[1, 18]), then the expansion (3.20) holds also for a = 1. The same remark applies
to (3.21). On the other hand, even though the Neumann problem (2.1), (2.5) does
not satisfy the complementing condition (see [18]) when ¢ = 1 and the operator
does not have compact resolvent, and therefore all the discussion in this section
does not apply, it is nevertheless interesting to see what happens to ¢c; as a — 1—.

We observe that
T (a+L
arctan g(t, a)dt =_1— )

d—1 [ (1
BN Uiy S L O B
a=1 Vil (52)

7T 0
while .
lim f(a)™@ = 4o0.

a—1—
This is coherent with what we know about the spectrum of this operator: apart
from an infinite dimensional kernel, the remaining part of the spectrum consists
of the eigenvalues of the Dirichlet Bilaplacian, see [36].
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Remark 3.7. It is striking that the asymptotics for the Navier and the Kuttler—
Sigillito problems are the same as those of the Dirichlet Laplacian and the Neu-
mann Laplacian, respectively. In particular, the dependence on the Poisson ratio is
not visible in those expansions, and the link with the respective Laplacian counter-
part becomes evident. However, apart from the case a = 1 where the identification
becomes immediate, it is not clear at all what are the relations between the re-
spective Laplacian and Bilaplacian eigenvalues.

4. The biharmonic Dirichlet operator

In this section we focus our attention to the biharmonic Dirichlet problem (2.1),
(2.2). In particular, the quadratic form (2.6) will be set into HZ(Q2). Through
all this section, @ C R? will be a domain with finite Lebesgue measure, unless
otherwise specified. In fact, since the embedding H} (2) C L*(Q) is compact under
the sole assumption that the measure of Q is finite, it is standard to see that the
spectrum is discrete and consists of an ordered sequence of positive eigenvalues
tending to infinity.
Note that the quadratic form (2.6) is now equal to

Q(u,v) = / D?*u: D*v = / AulAv,
Q Q

so the dependence upon the Poisson ratio disappears.

We also observe here that, directly from (3.19), we have the following asymp-
totic law for averages of eigenvalues, holding if we require suitable assumptions on
Q) (see Theorem 3.4)

k 4
1 d E\?
- A= — (2=
k; ? d+4od<|§2|>
d C2B,_ I (4L Q[ k\¢
+ — Ca 1d_;1* <1+ ( 4d+)3 |8Q| (Q) +0(k
d+3 gpl= VAl (42) ) 1el \|Qf

as k — +oo, where Cy = (27)?B,

alw
—

v

4.1. Lower bounds for Riesz means

In this section we will apply the averaged variational principle to obtain lower
bounds for Riesz means (respectively, upper bounds for averages) of eigenvalues
of A on Q.

Applying the AVP (2.11) with test functions f,(z) = (27)~%2e%¢(z), with
#(x) € HZ(2) N L*°(£2), we obtain the following
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Theorem 4.1. Let Q be a domain in R of finite measure. For any ¢ € HZ () N
L>(Q) and z > 0 the following inequality holds

441
4 - 1Ag)3) **
§ z—A;), ||oU;]3 > 2m) 9B ¢2<z—

jZl( J)+ H ]”2 d+4( ) d” H2 H¢”% N

4+3
|A¢%) )

—2(27) " By||V 2( -

+

Moreover, for all positive integers k

k 4 2
1 d kN s [IVl3 < k > _2 [|Agl3
72 A; < 2 = i 42 Cql — d

113 lol3
(4.3)
for p(¢) < 1, where
p(¢) = _lellz (4.4)
19 - 19113

Proof. We take in (2.11) trial functions of the form f, = (27)~%/2e*¢(z) with
¢ € HZ(Q) N LX(Q) real valued. After averaging over p € R? and using the
unitarity of the Fourier transform we get, for any R > 0,

S =), [ Ui > 2n /M <z|¢||§ -/ <A<¢>eip'w>|2dx) p.

j>1
(4.5)
Now we note that

/ |A(ge?™)|? = / A — [p26 + 2ip- V| du

Q Q
- /Q (A6 — [p26)? +4lp- Vo[ da
- /ﬂ (AG)? + [pl*¢? — 2pPéAd + dlp - Vo[ da
- /Q (AG)? +pl*6? + 2pP IV + 4|p- V[ de,

which implies

S =), [ F@Uie

> (2m) / (<z 16l — 2pPIVelZ — [ Ad]E - 4 / p- v¢2dz2> dp
[p|<R Q

= (2 —dB 2 _ A¢|%) Rd _ d Rd+4 _ 2||v¢||%Rd+2) . 46
(@m)~ Balldll (( EE ivd EE (4.6)
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2
R4 _ (Z— |A¢!2)
lellz /4
we obtain (4.2).

Now we can consider (4.5) with the evaluation z = Aj41, so that the sum at
the left-hand side is taken over the first k positive integers. Hence, as in (4.6), we
get

Choosing

k k
1612 3" (st — ) > 3 (Mg — Ay) / & (1)U (2)da
Jj=1 j=1 Q
> (2m) ¢ / ((Akﬂ = p[")lelz = 20 IVellz — [[Ag]l5 — 4 / Ip- V¢|2dw) dp
Ip|<R Q

B A3\ a d  Ldta VI3 ara
(om) Bl (Ao - I v 912 e

for any R > 0, where the first inequality follows from [, ¢*(x)U? (z)dx < [|¢]|%.

We choose now
R* 02<k )ﬁ (0)~
“\ 10

Standard computations show that with this choice inequality (4.7) implies (4.3).
O

Al

Remark 4.2. The right side of inequality (4.3) provides a good relation between
the upper bound and the semiclassical behaviour of the average of the first &

eigenvalues, which is known to be a lower bound for the average, see [30] (see also
[4, 33]).

As a corollary, we have a lower bound for the partition function (the trace of
the heat kernel).

Corollary 4.3. For any ¢ € HZ(Q) N L>(Q) and t > 0,

lael13

3 4
SN oU; B 2 g emBar (24 ) lelge T fr?
j=1

l1aell3 .,

—2(2m) 9Byl (‘; + Z) [Vo|2e” T3 ‘t3-1. (4.8)
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Moreover,
4 d d
—Ajt> —d — vy
S e > o) Bdr<2+4)t 1€
4 4 d\ ,_a (t|Ag]3 + []¢l13 — lI¢l13
. Bdr(m)t (

lell2,
~ 2 +5) Ttz g

(4.9)

Proof. Laplace transforming (4.2) yields inequality (4.8) for all ¢ > 0. In view of
the semiclassical expansion, we are interested in bounds for small ¢ and therefore
we apply the inequality 1 — 2 < e~ < 1 for all z > 0 to (4.8) and the inequality
16U;I3 < [|4]I3, and we get (4.9). O

We prove now more explicit bounds presenting a first term which is sharp and
a second term of the correct order in k with respect to (4.1). As we shall see, the
more regular the domain (Q is, the more information is contained in the bounds.
We note that formula (4.3) with ¢ = 1q is a “reverse Berezin—Li—Yau inequality”
for the biharmonic operator. Clearly, such an inequality does not hold and in fact
we cannot use ¢ = 1 in (4.3). However, the form of inequality (4.3) suggests that
a suitable choice of ¢ is a function in HZ(2) N L>°(2) which approximates the
constant function 1.

We construct now functions ¢, € H3(Q) N L>(2) depending on h > 0 which
approximate 1g as h — 07 and with controlled L?(Q)-norm of their gradients and
Laplacians. For z € R? we denote by §(x) the function §(x) := dist(z,dQ). Let
h > 0 and let wy, C Q) be defined by

wp:={reN:d(x)<h}.
We note that wp = €2 whenever h > rq, where rqo denotes the inradius of €

o= el

We define a function ¢, € HZ(f2) such that ¢;, =1 in Q\ @y, and 0 < ¢, < 1
on  as follows. Let f: [0,4+00[— R be defined by

d’+6d ;
f(r) = S 1), %f r € [0,1],
0, if r e [1, 400l

By construction f € C11([0,+00)), f/(0) =0, and f(r) > 0 on ]0,1].
Let now ny,: R — [0, +00[ be defined by

mie) =5t (7).
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By construction

/ nu(x)dr = 1,
]Rd

for all h > 0 and 7y, is supported on B(0, h).
Let h < rq and consider 1 := lg\g;- We set

On = (1g *77%) o

By construction, ¢, € C'!(R?). Moreover, for any x € R4\ Q,

on@) = [ 1@ —ndi= [ 1@y =0.

2 B(w,%) 2
In the same way one has that, for any z € R?\ €,
ngh(x) =0.

(4.10)

This means that ¢, is a continuously differentiable function on Q with ¢p|s0 =
|[Vénloa| = 0 and with Lipschitz continuous first partial derivatives, in other

words, ¢, € HZ(9).
Moreover, for any = € Q \ &y, we have

¢h<m>=/B( Ly —ody= [ ey =1

B(2.3)

and, for any = € wy,

quﬁh(m):/B( .

[Nl

B(ac,%) 2

(W) (x —y)dy < / nu(x —y)dy = 1.

We estimate now the L (Q)-norm of V¢, and A¢y, (note that, since ¢, € CH1(Q),

then Ag¢p € L>®(Q2)). We have

d 5 d 2

i=1 i=1 ’2

h 8d(d +2)(d+4)

< 2|12 | B )| == 2

< 1vny I3[ (0.5 )| = 212
hence 8d(d+2)(d+4) 1

+ +

2 T

Moreover
2
|A¢)h\2 = |1n * Ann

2 d
d

< 1] / Any|dx | = 64d*(d 42<>~
< 2”‘”(3(0,3)' n2|x> (d+4) 152

1

h2’

1
ﬁ7
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hence
d \* 1
Adpll? < 64d(d+ 4% | —— | - —=.
We set J
8d(d + 2)(d + 4) - d
A= 2 T AZ = 64d%(d+4)? | —— ) . 4.11
d 16 ) 2= 64d°(d +4) FID) (4.11)

We have proved the following

Lemma 4.4. Let Q be a domain in R? of finite measure. Let rq > 0 denote the
inradius of Q. Then, for all h €]0,rq] there exists a function ¢p, € HZ(Q)NL>(Q)
such that

i) 0 < ¢n(x) <1 forallz € Q;

i) onp =1 on Q\ wWy;
i) [|[Vonlloo < Agh™t, with Ay depending only on d;
W) |Adnlloe < Agh™2, with Ag depending only on d.

We note that, once we are able to estimate the size of wy, by choosing a suitable
h into (4.2), then inequalities (4.3) and (4.8) become asymptotically sharp. A
suitable choice will be h ~ k=% in the case of sufficiently smooth domains. This
is made clear in the next theorem,which is stated for averages of eigenvalues only.
We remark though that analogous computations allow to prove related estimates
for Riesz means and the partition functions as well.

Theorem 4.5. Let Q be a domain in RY of finite measure.

i) For all positive integers k

k 4 2
1 a(k\1 2 (k\¢
P S4(d+40d<ad'9'>d<|m) cacatulon’ (gy) *)
=1 9}

(4.12)
where aq,bq,cq are constants which depend only on the dimension and are
given by (4.15).

d
1) Let Q be such that limy,_,q+ |°;lh| = 10Q| < co. Then, for k > || (26‘{13/‘2d ) ,
da e

et () ol () . o

where My depends only on d and is given by (4.22). Here R(k) = o(k®/%)
as k — 400, and it depends explicitly on k,d, |2, |09 and |wp)| with h(k)
given by (4.21).
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i) If 0 is convex or if 0 is of class C* and bounded, then ii) holds. Moreover
there exists C = C(d, Q) > 0 such that (4.13) holds with

A gc(;')? (410

Finally, there exists kg which depends only on d and 2 such that, for all k >
ko, R(k) depends explicitly on k,d, |Q|, |09 if Q is convex and on k. d, ||, ]09
and integrals of the mean curvature H of O if Q is of class C2.

Proof. We start by proving i). We construct a test function in HZ(£2) supported
in a ball B, of radius rq contained in  (by definition of rq such a ball exists).

Let then
2
=]
Yo (T) 1= ( — .
Q 7"(21

Explicit computations show that

5 384rd By
1¥rall2 T (d+2)(d+4)(d+6)(d+8)’
[¥ra |2, =1,
Vg ll5 — d(d+8)
[nolls 31y
[AYrg I3 (8 +d(d —2))(d +6)(d +8)
[V ll3 6r¢ '

We set

(d+2)(d+4)(d+6)(d+8)

Qq =

384 B4 ’
by =aq (d(d; 8>> : , (4.15)
BT =2)(d +6)(d+8)
- .

Formula (4.12) now follows from (4.3) with ¢ = 1., and standard computations.
This proves point ).
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We prove now ii). From (4.3) it follows that, for d > 4,

BN .
<|Q| p(p)~
Vo2 )3 L2 [lAgl3
+2 Ca | —= @+
Toiz < \jar) ~@
4
d k\¢4 d k
-7t (o) e ()
2
L IVlB

)
(
)
I (&) o)1 + 12012
)
(
)
(

d k 4
< 2 K 2
d+4cd(| )
V912 k) RN
+2 Cal =) p(¢) %+
Toiz C*\jar) ~@
%

: (4.16)
)

d ! 4 T Q812 - I8l
L C- Y (L R o ) (
d+4 d<| | d+4 4 18113
2
4 olVel3

k4 |ﬂ|¢>||2) 1262
Cy 5
RSN |) ( ez ) Tl

where p(¢) is defined in (4.4). We have used Bernoulli’s inequality in the fifth line
of (4.16). If d = 2,3, we use the following fact

p(6) 1 = (p(6P—141) /1 < 2 (p(9) 7 1)

so that, for d = 2,3 we have

i)

2 k |ﬂ|||¢|io+||¢5)<|ﬂ|||¢|zo||¢|3) (4.17)
702 v
T d<|sz|> ( EE

e
Vo3 ( >(|ﬂ|||¢||2)5 1Ag|2

2 Cy .

M YRR 6z ) " Tl

lk
PE

For each positive integer k, we choose ¢ = ¢, defined by (4.10) into (4.16) and
(4.17). Thanks to Lemma 4.4 and to the fact that |Q)]

= lwn| < lignllz < 19, we
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1 d o\ ENE [ Jwnl
Z A < 2 (2 ik [ bt 2 B
D J—d+4CdQQO d+ACdQQO (Ku—wm)

A2 <k>5( MI:f A2
+2d7C e i — + - Lhnd 1 B 4.18
Qo) N\ G —fenl) TR ey 4

if d > 4, and
o= e () e () () ()
ke T 1 d+4""\|Q] 1] = fwn| / \ Q] = |wn|

2 2 ~
A2 (k)d( MI:Y A3l
T, e Lt Ll P (i ) 4 SRl (419)
h2(|€ = lwnl) €2 1€2] — |wn] A1 = |wnl)
if d =2,3. In both cases, since limj,_,g+ M = |09, we can write

kT 4 [ k\1[ho9
1 () v () ()
A2[09)] i 22099
2 4.2
2500 Cd(|Q|) + g R R, (1.20)

where R(k,h) is defined in (4.23) and the constants Agq, Ay are as in (4.11). Here
we could optimize with respect to h and find the optimal h which is given by an

1k:
PR

1 -4
explicit dimensional constant times C * (ﬁ) . We set

h:h(k)_\FAdCd <|é>_55, (4.21)

so that inequality (4.20) becomes

[4 3 1109 4 Ag L,

For simplicity we choose € = v/2 which optimizes the first two terms depending
on ¢ since the goal is not to get best constants here (already the constants Ay, Ag

d d/2
are not optimal). It follows that, for any k& > \Q|% (%) (we need h < rg),
Q

we obtain
k 4 El
1 k ) |02 < )d
— — + Myg—— C’2 — + R(k, h(k)),
e = e () andared (i
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C(dd+2)\? (d + 6)2 d \?
Md_8<d+6) <2+ (d+2)%(d + 4) (d+2) ) (422)

We also note that the remainder function R(k, h(k)) in (4.20) with h = h(k) given
by (4.21) is o(k%/?) as k — +oo. This concludes the proof of ii).

Now, let us pass to #i7). It is known that lim,_,o+ lwhl = |09 if Q is Lipschitz
(see e.g., [2]). In particular this is true for convex sets (Whlch are Lipschitz) and
for sets with C? boundaries. Hence 7i) holds for these classes of domains. Let us
now write explicitly the remainder R(k,h) in (4.20). For simplicity we consider
the case d > 4, the case d = 2, 3 being similar. We have that

Cd o (kNT( sl hjQ
Rk, h) = 53 (|Q|) (|ﬂ||wh,| 5]

where

Aic B o ~ hjog
A0l o 9]
(1= k)" (9l = fn)
213( || h|aﬂ|>
—= — . 4.23
e jr ) 4

Consider §2 convex first. We note that for convex domains and for all A < rq, then
|wrn| < h|0S|. This follows from the co-area formula and from the fact that the
measure of the sets 9Qy, := {x € Q : dist(z, Q) = h} is a non-increasing function
of h, for h € [0,7q]. Hence, from (4.23) we deduce that

kN7 h20Q?
Rk 1) < 5 <|ﬂ|) Q] — hlo%)

A2 kO 1 1
+2 dc( ) h|OQ -
“\ 19| 199 noo )4 Q)
Q (1 - ~5
i
LA oo

T ht (9] = hjoa)
A (k) 12|00
S EwE 121 192112 — hlo)

2Adc ( k )5 (1+2) h?|902
d
Q1) 191 (191 - koo (1 + 7))
A 2oq)
h* 19QY(19] - hloQ)’

where the second inequality follows from Bernoulli’s inequality. Choosing h = h(k)
as in point 1) (see (4.21)) we immediately deduce the validity of iii) in the case
that Q is convex.
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Let now Q be of class C? and bounded. In this case, we note that there exists
h €]0,7q[ such that any point in w;, has a unique nearest point on 9%, for all
h € (0,h). Let us take the supremum of such h (still denoted h). It is standard to
see that for all h €]0, h|

h? K /d . _
|wn| < h|OQ| + " (]) (—1)7"1hi—2 ” H(s)! " do(s), (4.24)
=2

where H(s) denotes the mean curvature of 9 at s € 9Q. We refer to [21, Theorem
2.19] for a proof of (4.24). We choose again h = h(k) as in (4.21) and insert it
into (4.20). Therefore, we are allowed to implement the upper bound (4.24) into
(4.23). This confirms the claim of iii) for bounded domains of class C2. O

We conclude this discussion with a few remarks.
Remark 4.6. Point i) of Theorem 4.5 provides a bound which is not asymptoti-

cally sharp in k& and which shows a dependence on rq. The presence of the term
1/4

ro | is somehow natural for lower eigenvalues. For example, for d = 2 it is known
that
1
Al > o,
291

if v > 2, where v denotes the number of connected components of 9 (see [10]),
while
N>
1= 47,52)7
if v = 1. Since A; > A3, the exponent 4 on rq in (4.12) is sharp. However, for
larger eigenvalues the bound (4.12) is not good, and in fact asymptotically sharp

bounds hold starting from a given positive integer kg depending on d and €2, as in
(4.13) (cf. (4.26)).

Remark 4.7. Point i) of Theorem 4.5 holds if € is such that Mq(99Q) = |09,

where (o
i Lol
Mq(09Q) = hlg& W (4.25)
The limit (4.25) is usually called the Minkowski content of 0f) relative to € (see
e.g., [28, 29]). There are some sufficient conditions which assure that Mg (9Q) =
|092|, for example if  has a Lipschitz boundary (see [2] for the proof and for a more
detailed discussion on Minkowski content and conditions ensuring Mq(0) =

|0€2]).

Remark 4.8. The estimate (4.14) of point i¢) can be proved also for Lipschitz
domains with piecewise C? boundaries. In addition, more refined estimates for
the remainder in the case of smooth, mean convex or convex sets can be obtained
by means of a deeper (though long and technical) analysis (see e.g., [21]). In
dimension d = 2 we can find explicit dependence of the remainder R(k) in terms
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of the number of connected components of the boundary (for C? domains) or in
terms of the angles (in the case of polygons), see [21]. We don’t enter here into
the details of more refined estimates, which require more careful but standard
computations. However, we remark that Theorem 4.1 gives a general recipe to
obtain asymptotically sharp upper bounds for averages with explicit dependence
on the geometry of Q (via a suitable choice of test functions ¢).

We also remark that asymptotically sharp estimates with a well-behaved sec-
ond term can be obtained for Riesz means and for the partition function by plug-
ging into (4.2) and (4.3) the same test functions ¢, used in the proof of Theorem
4.5.

Remark 4.9. We note that the second term in the upper bound (4.13) coincides
with the second term of the semiclassical asymptotic expansion of the average of
biharmonic Dirichlet eigenvalues (4.1), up to a multiplicative dimensional constant.

Remark 4.10. We observe that formula (4.19) holds for any @ C R? of finite
measure (it need not be bounded), hence upper bounds depend on information of
|wp|. In a general situation we can only say that |ws| — 0 as h — 0", This is
a simple consequence of the Dominated Convergence Theorem. We deduce that
|wn| = w(h) where w: ]0, +00[— R is such that limj_,o+ w(h) = 0. As in the proof
of point i) of Theorem 4.5, we can prove that, for any Q of finite measure (we

o a2 p Ve
take for simplicity h = h(k) = C, (l—m) into (4.18)-(4.19))

ii Ca (fn)ﬁ + g (é)“ (de <&>—w>
+0 ((H];')d w <0d1/2 (|]€Q|>_1/d>> . (4.26)

as k — +oo, for all k& > |Q|C’;d/2r§d. Here M) is a constant which depends only

on the dimension and which can be computed explicitly as in the proof of point
i1) of Theorem 4.5. Combining (4.26) with the Berezin-Li-Yau inequality

1o E\?
— >
ez 7% ()
proved in [30] for all domains of finite measure, we deduce the validity of (1.4) for

wj = A; on domains of finite measure.

Remark 4.11. Now, let us denote by D the Minkowski dimension of 92 relative
to €, which is defined by

. Do Jwal
D.—mf{ﬂe[d—l,d]. hm+ 1d—F )

h—0
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Let the D-dimensional Minkowski content of 02 relative to €2 be defined by
|wn|
" hd—D

Assume now that €2 is such that the Minkowski dimension of 9§} relative to (2 is
D €]d—1,d| (for example, if Q is a fractal set) and let M p(99) be the Minkowski
content of Jf) relative to 2. From (4.26) we immediately see that

k 4
1 ko) Mp(9Q)  poass ( k )
f§: < b MR o e (L
ke~ (IQI) ¢l 1€2]

() )

as k — +oo, for all & > |Q|Cd_d/ . Hence the second term of the upper bound
for the average depends only on k,d, D, |Q] and M p(9€2). Analogous inequalities
have been proved for the eigenvalues of the Dirichlet Laplacian (see [21]), and are
related to the so-called Weyl-Berry conjecture (see [5, 29]).

Mp(09Q) = hm

D—d+4
d

4.2. Asymptotically Weyl-sharp bounds on eigenvalues

(5)2 (427

k 4 3
1 d k o\ ¢ k¢
- < —C? = — :
ij_lA]dHCd(mO +4 (i) (429

for some constant A independent of k, for all k > ko (this is for example the case
of point 4i) of Theorem 4.5). Then

E\? [6(d+1) C? A
A >02(> _( A )k
=gl d(d+4) |07 T|Q|

Assume that € is such that

e

?vM—‘

and

IS
S

2 A 5 12 24 A ki
( c? i d+3 3) d_3<9+2d)k3+92k3, (4.29)
d(d + 4)|Q|4 d |0 2\ 4d Q|7 1642 |3
and
kE\T  (6(d+1) C2 AN 1
A <C? | = d 2 2d
’““‘Cd<ﬂl> +<d(d+4)| ot TaE) "
2 A 5 12 24 1A ki
( 9C 4 d+3 3>kd 3<9+2d>k3+8 2k (4.30)
d(d+ 4)|Q|4 d |0 2\ 4d Q|7 1642 Q|7
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(4.31)

Semiclassical bounds for spectra of biharmonic operators
In particular, for all k& > kg there exists a constant C(d, |2, A) such that

%
k ) < C(d,|9, Ak,

Ay —CF (
“\19]
Inequalities (4.29) and (4.30) follow from (4.27) and (4.28) by observing that

j=k—l+1
and
1
Ak+1§7 A,
j=k+1
and by choosing [ € N such that
l=Fk'"21 +b
with b € [—%, %] In particular, with this choice,
1.1 i 3 1-7
3k _2d§l§§k 2d (4.32)
and k —1 <1< k+ 1. For example, we see that
1 k 1 k k—1
wzi ¥ aei(Sa-5n)
j=k—1+1 J=1 Jj=1
d C3 1/ 1,4 1_4 A (k—=D'fa
> (-2 d - (gta —(k—1)Ta :
_<d+4Q|3l( (k=D ) Q] d l
4 144 3 143
_ 4o (ENTEL N T (BN RE (B
el GO O () I B € I (R O Yy
(4.33)
We also have
2
k 1\FE I 1\
“li-(1-- =2l1-(1-- 1— -
() )= (0
k ! 2AN?\  d+4  Ad+1) A2
>2 (1 (1-2)(1-= = . (4.34
l( ( k)( dk)) d 2t 43
912
(4.35)

Nk 3+d, (91200
=1 d iBk APRE

i (1 -
Bound (4.29) follows by plugging (4.34) and (4.35) into (4.33) and by (4.32). The

upper bound (4.30) is proven similarly.
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5. The biharmonic Navier and Kuttler—Sigillito operators

In this section we focus our attention to the Navier (2.1),(2.3), and Kuttler—
Sigillito (2.1),(2.4) problems. In particular, the quadratic form (2.6) will be set into
H?(Q) N H () for the Navier problem, and into H2(f2) for the Kuttler—Sigillito
problem, for Q C R? a bounded open set. We observe that for the eigenvalues of
the biharmonic operator with Navier and Kuttler—Sigillito boundary conditions,
the very same lower bounds on Riesz means (upper bounds on averages) of the
Dirichlet case hold. In particular we have the following result, which is valid for
any domain 2 with finite Lebesgue measure (for the Navier problem) and with
Lipschitz boundary (for the Kuttler—Sigillito problem).

Theorem 5.1. Leta € (—(d—1)71,1).

i) Theorem 4.1, C’orollary 4.3 and Theorem 4.5 hold with A;,U; replaced by
Aj(a),U; or Mj(a),V;.

i) Formulas (4.29), (4.30) and (4.31) hold with A; replaced by Aj(a) or M;(a).

Proof. As for point i), the proofs of Theorem 4.1, Corollary 4.3 and Theorem 4.5
in the case of Navier or Kuttler—Sigillito conditions can be carried out exactly in
the same way as in the Dirichlet case by using test functions ¢ € HZ(). Also,
those arguments yield the same results for the Navier case when using ¢ € H2(2)N
H}(Q). Alternatively, the results immediately follow by pointwise comparison of
eigenvalues:

M;(a), A;(a) < Ay,

for all positive integers j, see (3.2). Point ii) follows from point ¢) as in the
Dirichlet case. O

We also have the following inequalities relating Navier eigenvalues to Lapla-
cian eigenvalues. Note that, if () satisfies the uniform outer ball condition, the
inequalities are valid also for a = 1.

Theorem 5.2. Let a € (—(d—1)71,1). For all positive integers m,n, N

n

N ~
Ot = A) = 3o (wia = [ VO da), (51)

Jj=1 k=1

m N
S Gunis =)y = Yl | VOPdo— [ DTGP (52)
k=1

j=2
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Consequently,

m
Hm+1 Z n+1l — + Z Hm4+1 — Hj (1 - (l)
j=2

n

1 -
(1 - a)/im+1)‘n+1 +a | Ang1— N Z()‘nJrl - )‘j) - Ak(a)
i=1

v
M= 5

=
Il
—

Moreover,
(1-a) Z (2(z = Nj)+ + (2 = 1g) 4 115)

2

N
Z (1-a)2’>+a zf%Z(Z*)\jﬁ — A |,

k=1 j

and in particular for a =0

m

(G M) = =)+ D =) 2 Y

J

>z

Proof. Tnequality (5.1) is obtained from (2.11) with w; = \j, ¥; = uj, f, = Uk,
and Q(f, f) = [, [V f]?, while for (5.2) we used wj = p;, ¥; = v, fp = aUy, and

then we summed over @ = 1,...,d. Moreover, inequality (5.1) also yields
= 1
Z ( n+1 — Z n+1 2t (AUk) )
j=1 k=1
which coupled with (5.2) provides the appearance of Ay O

6. The biharmonic Neumann operator

In this section we focus our attention to the biharmonic Neumann problem (2.1),
(2.5). In particular, the quadratic form (2.6) will be set into H2(Q2), for 2 C R? a
bounded set with continuous boundary.

Our result is an improvement of the Kroger-Laptev bound using a refinement
of Young’s inequality for real numbers, which not only improves the estimates for
Riesz means and sums, but also provides a bound on individual eigenvalues. It
will be useful to introduce the following notation:

k 4/d ilz M;(a)
kc§<|g|> . Sk(a):= b rf%kl .

Note that my is the Weyl expression, and the Kroger—-Laptev inequality is ex-
pressed as Si < 1. We prove the following refinement of this inequality.
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Theorem 6.1. For all k > 0, and for all a € (—(d — 1)71,1), the Neumann
eigenvalue My11(a) satisfies

my(1 — Sk(a My y1(a

or equivalently

i (1= VI=5@) £ Mia(o) < g (14 V1= 5ul@)

Proof. The trial functions f(z) = e??"* are admissible, so choosing them in (2.11)
(see also [23, 30]) leads after a calculation to the following bound for the eigenvalues
of the Neumann biharmonic operator, where the set 901 is chosen as {p € R?} with
Lebesgue measure, and 90, is the ball of radius R in R? (see [11, 23] for details of
the calculation):

k
d d4 1

for all R > 0. Putting R? = m®¥*2{/* with 2, =

k
41 d+4 d d+4
EZ ) < i (4%_4_%4).

Applying the refinement of Young’s inequality given by Lemma 6.2 with p = d/4,
we obtain

+ 41
ZM —mp < —mg (\/xk — 1)2,
which strengthens the Kroger—Laptev estimate

2 ]{74/d

k
; e

and yields the desired bound on M1 (a). O

w\)—‘

Lemma 6.2. For any p,x > 0, let y,(x) = (p+ 1)z — p — 2PT1. Then

yp(z) < —p(1 = V).

Proof. From Young’s inequality we know that y,(z) < 0 (see [20]). The assertion
follows from the identity

Yp(z) = —p(1 — V)2 + V2ys, (V7).
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7. One dimensional biharmonic eigenvalue problems

On the interval [0, 1] we consider the fourth-order eigenvalue value problems:

{ ugfl)(x) = Ag’j)un(x), x € (0,1), (7.1)
u®(0) = w9 (0) = u®(1) = w9 (1) =0, '
where 4,5 € {0,1,2,3}, ¢ # j and u£3) denotes the j-th derivative of the function
uy. There are six eigenvalue problems beginning with the Dirichlet problem corre-
sponding to (0,1) up to the Neumann problem corresponding to (2,3). It is easy
to see that problem (7.1) is a Sturm-Liouville problem for any choice of ¢, j, and
in particular the spectrum consists of an increasing sequence of simple eigenvalues
(with the possible exception of the kernel) diverging to infinity. In order to further
analyze the eigenvalues, we need to study the equation

cosycoshy = 1. (7.2)
Let 79 = 0 and ~,, be the positive roots (in increasing order) of (7.2). Then
1 nal s
=m0t g +(=1)"" rp, 0<rn<5 (7.3)

where 7, is strictly decreasing in n and satisfies the following bounds.

Proposition 7.1. For all odd positive integers

1 . 2 . 1
sarcsinh | —————< | <7, <arcsin [ —————< |, (7.4)
2 coshw(n+§) coshw(n—l—§)

and for all even positive integers

1 2 1
arcsin | ———————~ | < 7p, < arcsin - .
coshm(n + 3) coshm(n+3) 14+ /l_m
2
(7.5)
Therefore, as n — oo,
-1 n+1

coshm(n + 3) o (cosh2 m(n + é)) '
Proof. The cosine is positive between the zeros (2m — %) 7w and (2m + %) m, where
equation (7.2) always has two roots by the intermediate value theorem applied to
the continuous function v + cos y cosh v, since cos 2mm cosh 2mm = cosh 2mm > 1.
Therefore, we may label the positive roots 7 as in (7.3), where r,, verifies the
condition

1 =sinry, cosh <7r (n + ;) + (—1)”+1rn) , (7.7

from which we easily derive the inequalities (7.4) and (7.5), having the asymp-
totic expansion (7.6) as a consequence. From the equations coshvy,11sinr, ;1 =
cosh, sinr, and v,+1 > 7, we see that r, is strictly decreasing. O
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We now present the spectra and the associated (non-normalized) eigenfunctions
of the different eigenvalue problems.

e Biharmonic Dirichlet eigenvalue problem. The eigenfunctions are of the form
un(z) = A( cosh(v,x) — cos(ynz)) — sinh(v,z) + sin(y,z),

with A = cosh(vn)—cos(Vn) and

AP = .
e Navier eigenvalue problem. The operator is the square of the Dirichlet Lapla-

cian and therefore
A = it

e Dirichlet—-Neumann mixed eigenvalue problem. There is one zero eigenvalue
with eigenfunction u;(z) = z(1 — x). For the positive eigenvalues the eigen-
functions are of the form

Un(z) = A( cosh(v,z) — COS('an)) — sinh(y,z) — sin(y,2),

with A — sinh (v, )+sin(yn)

cosh(vn)—cos(vn) and

AP =iy

o Neumann—Dirichlet mized eigenvalue problem. There is one zero eigenvalue
with eigenfunction uq () = 1. For the positive eigenvalues the eigenfunctions
are of the form

un(z) = (cosh(ynz) + cos(ynz)) — A(sinh(y,z) — sin(y,z)),

with A = cosh(vn)—cos(vyn) and

AL =y

o Kuttler—Sigillito eigenvalue problem. The operator is the square of the Neu-
mann Laplacian and therefore
Ag}’g) =nt(n—1)%
e Biharmonic Neumann eigenvalue problem. The eigenvalue 0 has multiplicity

2 with corresponding eigenfunctions 1,x. For the positive eigenvalues the
eigenfunctions are of the form

Un(2) = A( cosh(v,x) + cos(y,z)) — (sinh(ynz) — sin(ynx)),

with A = SmOn)=sia) 4y q

APPAZT =0, APV =1, nz3.
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Remark 7.2. We note that the Dirichlet—-Neumann and the Neumann—Dirichlet
eigenvalue problems have not been described in Section 2 and in fact they have a
completely different nature from the Dirichlet, Navier, Kuttler-Sigillito and Neu-
mann problems. They can not be associated with the quadratic form (2.6), how-
ever, they can be understood as a “reduction” of a buckling-type eigenvalue prob-
lem of sixth order which has a standard variational formulation, namely problem

(7.8)

{u(ﬁ) () = wu'(z), x € (0,1),
u(0) = u"(0) = u®(0) = u(1) = u"(1) = u? (1) = 0.

The weak formulation of this problem reads

/ W (@)¢" (2)dz = w / W ()¢ (@)dz, Yo e H3(0.1)) N HL((0,1)),
0 0

in the unknowns w € R, u € H3((0,1)) N H}((0,1)). It is standard to recast this
problem to an eigenvalue problem for a compact self-adjoint operator on a Hilbert
space.

It is easy to prove that any solution of u(®) (x) = wu”(x) is of the form

u(z) = ag + a1 + ag sin(w'/*z) + as cos(w'/*z) + age” " 4 a5e*‘”1/4$,

for some ay, ..., a5 € R. Imposing boundary conditions it is possible to prove that
wi = 0 is an eigenvalue of multiplicity one with corresponding (non-normalized)
eigenfunction z(1 — z), while all the other eigenvalues w,,, n > 2, are simple and
positive, and are given implicitly by the equation cos(w'/4) cosh(w'/4) = 1. This
means that w, = v2_,, i.e., the eigenvalues of (7.8) coincide with AP and ALY,

Also the eigenfunctions coincide. We claim that an eigenpair (u,w) of (7.8)
is also an eigenpair of the Dirichlet—Neumann problem, and vice-versa. In fact,
let (u,w) be an eigenpair of (7.8). Then we have that (u®(z) — wu(z))” = 0
for 2 € (0,1) and from the boundary conditions we also have that u(*)(0) —
wu(0) = u® (1) — wu(l) = 0, thus u® (z) — wu(x) = 0 for z € (0,1). Moreover,
u”(0) = w"'(1) = 0. This implies that u is a solution to the Dirichlet—Neumann
problem. Vice-versa, let (u,w) an eigenpair of the Dirichlet-Neumann problem.
Thus u(® (z) = wu(x) for = € (0,1), and clearly u(0) = v (0) = u(1) = u"(1) =
0. Moreover ) (0) = wu(0) = 0 and u* (1) = wu(1) = 0.

Analogous arguments allow to deduce that, given an eigenpair (u,w) of problem
(7.8), then (u”,w) is an eigenpair of the Neumann—Dirichlet problem. Vice-versa,
given an eigenpair (v,w) of the Neumann-Dirichlet problem, then (u,w) is an
eigenpair of problem (7.8), where u is the solution to the boundary value problem
u’(z) =v(z) for z € (0,1), u(0) = u(1) = 0.
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Summarizing, for n > 1 we have

A 58
NG
A%O’S) =%
AS’Z) = Va1
A = 7t(n — 1)
Ag’?)) = Yn_2

with the convention v_; = 0. Since n < 7, < n + 1, the spectra are in decreasing
order and the eigenvalues of two “neighbored” operators in the table are interlacing

with strict inequalities for all positive eigenvalues (with the only exception A5LO73) =
AS’Q)). In particular, for all positive integers n we have the following identities

0,3 1,2 2,3
Agmo’l) = A’EL-‘rl) = A7(1+1) = A§1+2)'

We note that the Neumann eigenvalues satisfy the sharp Weyl-type bound of the
form ASLQ’S) < 74(n — 1)* and not A%Z"S) < 7*(n — 2)% where the shift is made by

the dimension of the kernel.

With respect to semiclassical limits, while there is no two-term asymptotic
expansion of the form (2.9) for the counting function N(z), the expansion (2.10)
for the Riesz means Rj(z) is still valid. This is a corollary of the following asymp-
totically sharp two-term upper and lower bounds. We shall denote by Rgm )(z)
the Riesz means corresponding to the eigenvalues Agf’])7 i,7€{0,1,2,3},i#j. A
crucial ingredient in the proof of the following theorem is Lemma 7.5 on polyno-
mial bounds for one dimensional Riesz means, which is proved at the end of this
section.

Theorem 7.3. For any z > 0 we have the following inequalities

e Biharmonic Dirichlet eigenvalue problem.

4 5 117‘( 3 3772 1 1277‘(3 1
o F T 6 T 2 T om0 O
<> (2= AP,
n>1
4 372 . 1x® . 1xt

5 T 3
Z4_Z+624+ 22 + —z4 + — +c.

2 30 8



Semiclassical bounds for spectra of biharmonic operators

307

o Navier eigenvalue problem.

5 1 ™ 3
5n0 27 3%
<Y (E-AP),
n>1
<iz%—lz+zz%+7r2
T oom 2 6 1

e Dirichlet—-Neumann and Neumann—Dirichlet mized eigenvalue problem.

4 5 1171' 3 371'2 1 1277‘(3 1
—z4 1 2 R

570 6 - 2 210 ©
<D (AP L =D (2 - A0,
n>1 n>1
<4, i—&—ﬁzi—i—gﬂjz%—i—ﬁzi—i—ﬁ—l—c.
=5 6 2 30 8

o Kuttler—Sigillito eigenvalue problem.

4 5 1 T 3
5r0 Tt 3
< Z(Z A 3))
n>1
< izg + ler Zz% + 722%
Y 2 6 12
e Biharmonic Neumann eigenvalue problem
4 ].].7T 3 37T2 1 1277T 1
—2z1+z— z1 22 — ———2z1 —
5T 6 2 240
<Y (=AY,
n>1
ATty drg
Y 6 2 30 8

Here ¢ €]2,3[ is defined by (7.9).

Proof. Let us start with the Dirichlet eigenvalues A%O’l) =~ We have

R"V(x) =Y <z — <7r (n + ;) + (—1)n+17~n>4> :
n>1 +

=
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We set R := zi7~! and pn = rpm . With this notation we ave

4
Z(Z*’Yn *7T4Z - *7r4z <R4 <n+ + (= 1)”+1pn> )
n>1 n>1 n=1

for some N satisfying R — 2 < N < R. Expanding the sum we get
4 N 4
Z <R4 (n+ + (- )”“pn) ) = <R4— <n+2> )
=1 1
al 1\* 1
—4) (=1t (pn (n + 2) + o3 (n + 2))
1
N

n=

The sums containing p,, lead to absolutely converging series as N tends to infinity.
In order to have explicit bounds on these sums we need simpler bounds on 7.
From condition (7.7) we deduce that, for odd n

1 1
31 = < < 2 77\'71.
SIN Ty, cosh (7{' (n + %) + rn) ~ cosh (7?, n %) = z€

Using the fact that sinx > %x for all x € [0, g] we deduce that r,, < we™™". For

even n we use the fact that 0 < r,, < 5 and deduce that

1 1 1
sinr, = < = < 2e7 ™",

cosh (m(n+3) —rn) ~ cosh(m(n+3)—%) cosh(mn)

As in the odd case, we deduce that r, < we~"". Then

S (r3) et (o43)) ¢ (o o0 3) 1)

n=1
> \* 1
< ;4 (ﬂe_”" (n + 2) + g3e=3mn (n + 2))

1\ 2
+ e 2™ (n + 2) +ate™ ™ = ¢, (7.9)

where ¢ can be explicitly computed (¢ &~ 2.51272...). In particular the previous
estimates imply that 2 < ¢ < 3. Therefore

—C<Z =), 4Z<R4 ( >4>§c.
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We shall prove in Lemma 7.5 asymptotically sharp upper and lower bounds on
Zgil (R* —n*), see (7.10), and on 25:1 (R4 - (n+ %)4), see (7.11). In partic-
ular, upper and lower bounds on Rgo’l)(z) follow from (7.11) .

The bounds on Rf"’”(z) follow from those on Rgo’l)(z) by observing that
R§2’3)(z) = Rgo’l)(z) + 2z, where the additional term is due to the kernel. In
the same way, the bounds on Rgo’g)(z) and Rgl’z) (z) follow from those on Rgo’l) (2)
by observing that Rgo’?’)(z) = R§1’2) (2) = Rgo’l)(z) +z.

The Riesz means Rgo’z)(z) for the Navier problem is instead explicitly com-
putable and

RgO’Q) (2) = Z (z — 7r4n4)+ =t Z (R4 — n4)+ .

n

Upper and lower bounds follow then from (7.10). Finally, upper and lower bounds
for Rgl’?’)(z) follow from those on R§0’2)(z) by noting that Rgl’3)(z) = R§°’2)(z) +

z. O

From Theorem 7.3 we deduce the following
Corollary 7.4. The following expansion holds

3
1

i 4 5 i,j
B = Rt s oty

(4,) _ i+j—3
1 - 2 .

where ¢

We conclude by proving the following polynomial upper and lower bounds on
one dimensional Riesz means.

Lemma 7.5. For all R > 0 the following inequalities hold:

1 3 4 4 4 5 1 4
-3k <> (R —n'), - R+ R <

n>1

1 3 1 2
5 R (7.10)

3 1
R+ 5R2 +gRtg (11D

In particular (7.11) holds if we replace ), <, (R4 —(n+ %)4)
2 +

by Say (R~ (n+3)") with NeN, R-2< N < R.
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Proof. We start by proving (7.10) for R > 1. We have that
N
4 4 4
(Rt =nt) =D (R -
n>1 n=1

where N = [R] and therefore R — 1 < N < R. Expanding and re-arranging the
sum in a suitable way we get

N
1 1 1 1 1 4
— —735 R4 ——N°—-N*--N3 R*) N+-R'-_R°.
nz::l ') —gR+3 5 2 3V Tl3 " Tt T
We set
1 5 1 4 1 3 1 4 1 4 4 5
. 1s 14 1 R SRY-ZR
Jr(z) F0 - gt —gat <30+ T+ z

and we estimate its maximum and minimum for z € [R — 1,R], R > 1. We

have that fr(z) = —2z(x +1)(2z +1) < 0 for all x > 1. We also note that
FRR—1H =2 TS 0and fr(R— 1) = —2R*+LR*+ AR~ 13 <0, for all
R > 1. Hence the maximum is attained in between these two points at some Nj.

By concavity

1 Noo
) = g (R=3) + [ st

(v
< fn (R_;>+éf;{ <R_;>

1 7 7
< 3, +p2 O 153 2
Fr(No) < R Tt S 6R T R

which implies

We deduce the bound
4 1 1 . 1
4_ 4y < Zps_lpa 2 ps 2
E(R n)+_5R 2R +6R +—12R

which holds for all R > 0.
By concavity we also deduce that

(o) 2 win{fa(F~ 1), fa(R)} =min{ 1+ o -y RO+ o)

= lps R
AT
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for all R > 1. This implies the bound

> (R —n*)y >

which holds for all R > 0. This concludes the proof of (7.10).
It is possible to obtain upper and lower bounds for »° -, (R4 — (n + %)4)
2 +

ot~

R? (7.12)

as in the proof of (7.10), however computations become involved. Instead, we
proceed as follows. We have

22:1 <R4— (n+;>4>+:i <R4— <n+;>4>

where N € N satisfies R — 2 < N < R. Expanding and re-arranging the sum in a
suitable way we get

n=1
4 o 401 e a b, b, T o T 1
= _R°— ~ 2t 23— = e )Rt - —
5R R Jr(6 B+ Q)R +(2 240)RJF 5 6 +24O+167
(7.13)
where ¢ := R — 1 — N so that ¢t € [—1,1]. Minimizing and maximizing each
coefficient we find
_Egl_gﬂgl’ —§§2t3—E§§7
6 6 6 2 272
2 ot , 7 1 B 1 1
S e < <<~
240 — 2 240 — 30 5 6 240 16 — 8

This concludes the proof of the lemma. O
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