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For more than a year, the Covid-19 pandemic has hit our most consolidated habits with
serious challenges on social and economic system. Implementation of the guidelines for
social distancing has led to the shifting of most of the research activities remotely. After
very careful consideration, concerning the health of all conference participants and the
restricted mobility of the staff of many universities and research centres, the Executive
Board of the Italian Statistical Society (SIS) and the Local Organizing Committee de-
cided to schedule the 50 Meeting of the Italian Statistical Society in remote from the
215 to the 25% of June 2021. The Conference is streamed through the Microsoft Teams
platform provided by the University of Cagliari.

The conference program includes 4 plenary sessions, 15 specialized sessions, 20 solicited
sessions, 37 contributed sessions and the poster exhibition. The meeting will also host
three Satellite Events on ‘Measuring uncertainty in key official economic statistics’,
‘Covid-19: the urgent call for a unified statistical and demographic challenge’ and ‘Evento
SIS-PLS Statistica in classe: verso un insegnamento laboratoriale’. The first one, sched-
uled for June 17, has been organized by prof. Tiziana Laureti and is streamed via the
Zoom platform. The second satellite event, scheduled for June 18, has been organized
by the Young SIS Group and is streamed via the Zoom platform. The third satellite event
is scheduled for July 8" and has been organised by prof. Laura Ventura and is hosted
on Pearson’s platform. A panel discussion, organized by Linda Laura Sabbadini has also
been included in the program.

The conference committee had registered 323 accepted submissions, including 128 to be
presented in invited plenary, specialized and solicited sessions, and 195 spontaneously
submitted for oral and poster sessions.

This volume gathers most of the peer-reviewed papers submitted to the 50% Meeting of
the Italian Statistical Society and presented at the virtual Conference. It is organized
into 6 chapters corresponding to the plenary, specialized, the solicited sessions, satellite
events, and to the general topics for contributed papers and posters. The volume covers
a wide variety of subjects ranging from methodological and theoretical contributions, to
applied works and case studies, giving an excellent overview of the interests of the Italian
statisticians and their international collaborations.

Of course, both the SIS Conference and this volume would not be possible without the
collaboration of the members of the Scientific Committee and the members of the Uni-
versita di Pisa, Scuola Superiore Sant’Anna and National Research Council of Pisa.
Members of these three institutions took part actively in the Local Organizing Commit-
tee. The conference also received support from sponsors, namely TStat and Banca di
Pisa e Fornacette. To all of them, our thanks.

We would also like to thank the University of Cagliari for the IT support provided for
the organization of the online event and in particular Prof. Francesco Mola, Rector of
the University of Cagliari and our esteemed colleague, and Dr. Roberto Barreri, manager
of the Systems, Infrastructure and Data Department.

Our thanks also go to all contributors for having submitted their work to the conference,
the members of the Program Committee and the extra reviewers for their efforts in this
difficult period. Finally, we wish to express our gratitude to the publisher Pearson Italia
for all the support received.
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Citizen Data and Citizen Science: a challenge for
Official Statistics

Dati dei cittadini e Citizen Science: una sfida per la
Statistica ufficiale

Monica Pratesi

Abstract Citizen Data and Citizen Science are undoubtedly a challenge and an
opportunity for Official Statistics. The paper follows the evolution in the production
of statistics and indicators and give some hints for using Citizen data in the
production of indicators for monitoring the achievement of SDGs

Abstract Dati dei cittadini e Citizen science sono sfide ed opportunita per la
Statistica Ufficiale. Nel lavoro si segue [’evoluzione nella produzione di dati ed
indicatori e si descrivono i primi passi per l'uso dei dati dei cittadini nella
produzione di indicatori per il monitoraggio degli obiettivi di sviluppo sostenibile
(SDG).

Key words: Citizen Data, Citizen Science, SDGs

1 Introduction: the Next Generation data

In the last ten years official statisticians have been discussing on the impact of the
Big Data in the production of Official Statistics (OS), highlighting many advantages
and also disadvantages of their use. The main question was and is: “What is the
future of Official Statistics in the Big data era?”

A lot has been done for the use of big data in OS by the International and National
Statistical Institutes (NSIs), including the Istat. My contribution to the debate was
initially on model based estimates using big data sources (Marchetti et al, 2015;
2016), then, in my capacity of President of Italian Statistical Society (SIS), I
intervened on the error profile of Big Data (Pratesi, 2017; 2018). Since last year, 1
have been focusing on Citizen Science as the global process of digitization is so
pervasive that times are mature for studying how to using and reusing Citizen Data
in the production of OS (Pratesi, 2021).



Monica Pratesi

As a matter of fact Official Statistics have always been evolving and the term
“Trusted Smart Statistics” (TSS) was put forward by Eurostat and officially adopted
by the European Statistical System (ESS) in 2018 in the so-called Bucharest
memorandum to signify this evolution. But using big data, smart statistics, citizen
data and citizen science in producing OS, could it be a danger? Would OS be under
attack either by discussions on trust or by competition with statistics produced with
lower quality? For this, the official statisticians of the future have to be more than
just data engineers (Radermacher, 2019).

These data are nothing more and nothing less than Next Generation Data and
following the same evolution track in data production process than NSIs have
always followed we will answer to the above questions. The evolution track —
presented in Section 2 - has always guaranteed trust in data collection and
processing. In the sections 3 and 4, the challenges of Citizen Data (CD) and Citizen
Science (CS) to OS are discussed. Finally, in section 5, a project on the use of
Citizen Science and Citizen Data to estimate BES indicators (Equitable Sustainable
indicators), which will be implemented by Istat, is recalled.

2 The evolution process for producing Statistics and Indicators

The mission of OS has always been to provide a quantitative representation of the
society, economy, and environment for purposes of public interest, for policy design
and evaluation and as basis for informing the public debate. The production of
modern OS is based on a system of scientific methods, regulations, codes, practices,
ethical principles, and institutional settings that was developed through the last two
centuries at the national level in parallel to the developments of modern states
(Ricciato et al, 2019).

The Figure 1 illustrates the evolution mechanism of the production process of a
general OS system (engine), with its data sources (fuels) and User’s information
needs (accelerators). We see immediately that statistics and indicators are influenced
both by fuels and accelerators. The rise of new data sources can give new fuels for
Statistics and Indicators, but it can also act as a multiplier as it provokes new data
information needs, becoming accelerators that stimulate further needs to be satisfied.
Moreover, the statistical methods and the rules, for example, to guarantee the
privacy and the trust on Statistics and Indicators produced, are obviously to adapt to
the characteristics of the various data sources.

It is evident that this scheme of the evolution of the OS production process
covers the current situation, but it is also valid for all the various breakthrough
periods of data collection and statistical production lived by the NSIs.
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Evolution— engine, fuel(s), accelerators

Data sources (fuels) User’s Inf Needs* (accel )
‘ Data sources ~ General Information
already avallable e = needs (avalilable)
- == Statistics
‘ New statistical S e i ——  New Information needs
Data sources i
e Indicators
Big data "~ Sudden Changes in
__and new ICT sources Information needs
Statisticel methods used by 05 (Covid-19)

0S system =engine

* *Users: Citizens, Stakeholders, C i ituti G it

Figure 1: Evolution of the production process of a general OS system

For example, in Italy a sudden change in the information needs happened after
the II world war. The government, policy makers and all the stakeholders needed
new statistics to reconstruct economic situation (Marshall and Fanfani Plans) and the
OS reacted designing and carrying out surveys in different domains, in particular for
the construction of the National Accounts, developing new structured and
standardized survey methods.

Therefore, the new scenario of data sources outlined in the introduction, moves
the evolution mechanism, affecting for example the roles of the various stakeholders
and their mutual relationships, to reply also to the questions by the National
Recovery and Resilience Plan (NRRP). Summarizing there is a need for timely
reactions, both in terms of necessary reorganizations of the NSIs and publications of
the first, even provisional results of the data collection process, as Experimental
Statistics.

3 The Citizen Data and the Citizen Science: a challenge for OS

As already said in the introduction, Big data, smart statistics and citizen are
inseparable: from smartphones, meters, fridges and cars to internet platforms, the
data of most digital technologies is Citizen Data, that is the data of the citizens and
on the citizens.

In addition to raising political and ethical issues of privacy, confidentiality and
data protection, the repurposing of big data call for rethinking relations between the
citizens and the production of official statistics, if they are to be trusted. I am
convinced that the future of Official Statistics does not depend only on the
possibility to use new sources of data or new methods, but also on the possibilities
that the new digital technologies offer to establish new relationships with the
citizens. Their role is destined to evolve from that of respondents to that of
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collaborators and co-producers of official statistics data (Ruppert, E., et al., 2018;
Ruppert, E., 2019).

First, the possibility to exploit Citizen-generated data (CGD) - that are produced
by non-state actors, particularly individual or civil society organizations - for official
statistical purposes seems to represent a very promising avenue to collect timely and
relevant new data. Privacy issues prevent citizens to fully disclosure this kind of
data, while their management and storage by privately owned digital platforms
generate some remarkable concerns by citizens themselves on their correct
protection. In order to fully exploit this kind of data, NSIs need to develop a better
understanding on the way they are generated and how can be made accessible for
official purposes (Casarez-Crageda et al 2020).

The second approach, that aims at the direct collaboration of the citizens in
producing OS, following the principles of the Citizen Science (CS) involves citizens
along all the phases of the so-called data value chain: planning, collection,
processing, analysis and use (Nascimento et al 2018). This is an important
involvement that we can also link to the Post Normal Science approach (Pratesi,
2020).

The general opportunity for OS resides in gaining a new awareness of citizens in
their participation to the process of official data production. Rethinking citizen
involvement along the phases of the data value chain can help counter the trust
deficit between citizens and governments and consequently establish a participatory
data ecosystem (Misra and Schmidt, 2020)

The use phase in the data value chain requires an uptake stage that involves three
activities: connecting data to users; incentivizing users to incorporate data into the
decision-making process; and influencing them to value data. The active
involvement of citizens in the data production is a challenge for OS to reduce the
gap between users and producers. In my opinion it would also have a positive
feedback on Statistical literacy, as the ability of data users to interpret and critically
evaluate statistical information in a variety of contexts .

It is clear that the concept of citizen data and co-production raise practical and
political questions that it is impossible to summarized here.

Moreover, CS produces data difficult to compare, the measures of precision are
not clear. The challenge for OS resides in the rethinking the data collection process
and of the concept of quality of the data. Traditional aspects inherent to the data
production process and that are typical when NSIs conceive and govern it such as
accuracy, timeliness, representativeness, completeness, etc. should be rethought and
enriched introducing also other aspects. These last are important when the NSIs are
not in the position to interfere in every aspect of the production process of the data
as: evaluation of self-selection bias, quality checks post-production, evaluation of
potential use of the data. Issues as comparability across domains, coherence and
benchmarking will be even more important than in traditional data production
settings. Even if there are proposals to define the quality profile of citizen-generated
data, there are not yet comprehensive and meaningful empirical studies.

To fill this gap we need research in OS to generate many Experimental Statistics,
producing results also by unusual tools such as inference from nonprobability
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samples, data integration and data fusion of new and traditional data, model based
and model assisted estimation methods.

This is true for all the thematic areas where OS is called to produce data: from
economic life, as consumption expenditure, earning and usage of disposable income
to the aspects of daily life, like access to public services, life-long education,
participation in social and cultural life.

4 A project on the measure the quality of Citizen Data for the
compilation of SDGs indicators

An important area, essential for regeneration and government in this difficult

moment marked by the pandemic, is that of the Sustainable Development Goals
(SDGs). SDGs are objectives included in the government programs of European
countries. A recent review highlighted how data collected through CS initiatives can
feed an important part of indicators for monitoring the Sustainable Development
Goals (Fraisl D. et al, 2020). Among the European countries where this practice is
widespread, Italy is missing.
However, the possibility for NSI to successfully use CGD data for official statistical
production in general, and for the set up and maintenance of SDG indicators in
particular, has to meet the essential condition that their quality for statistical
purposes can be carefully assessed and their potential biases corrected using a
consistent methodological and statistical data processing approach.

Table 1: Experimental settings to test the quality of CGD for the compilation of SDG indicators

Area of Specific topic Characteristics of ~ Availability of Methodology to
reference of under units reporting additional test for the
SDG investigation CDG data information quality of CGD
indicators
Goal 1 - Poverty, Linkable to EuSilc and Record linkage,
Poverty material Business Household Statistical
deprivation, Register. Budget Survey matching,
Latent variables
models.
Goal 4 - Informal Linkable to Labour Force Record linkage,
Education education (i.e. Business Survey, Statistical
cinema, read Register. educational matching,
books, theatre), registers and Latent variables
soft skills. others models.
administrative
sources.
Goal 2 — Food waste Linkable to Household Record linkage,
Food security Business Budget Survey, Statistical
improve Register. Aspects of daily ~ matching,
nutrition life. Latent variables

models.
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Table 1 highlights some possible experimental settings that can be established by
ISTAT to test the quality of CGD data for the compilation of SDG indicators.

The work is in progress and the settings in the table are the initial step of a complex
experiment (Pratesi et al, 2021).

Istat has a leading role in Europe for the production of Equitable and Sustainable
Well-being (BES) indicators. The recent presentation of the BES Report of 10
March 2021 testifies to this. I believe that CS is a path to further improve the
Institute's contribution.

References

Cazarez-Grageda, K., Schmidt, J., Ranjan, R. (2020) Reusing Citizen-Generated Data For Official
Reporting A quality framework for national statistical office-civil society organisation engagement
PARIS21 Working Paper

Fraisi, D., Campbell, J., See, L., When, U., Wardlaw, J., Gold, M., Moorthy, I., Arias, R., Piera, J.,
Oliver, J.L., Maso, J., Penker, M., Fritz, S. (2020), Mapping citizen science contributions to the UN
sustainable development goals, Sustainable Science, 15, pp. 1735-1751

Marchetti, S., Giusti, C., Pratesi, M., Salvati, N., Giannotti, F., Pedreschi, D., Rinizivillo, S., Pappalardo,
L., and Gabrielli, L. (2015), Small area model-based estimation using big data sources, in Journal of
Official Statistics, 31, pp. 263-281

Marchetti, S., Giusti C., Pratesi M (2016), The use of Twitter data to improve small area estimates of
households’ share of food consumption expenditure in Italy, in AStA Wirtschafts- und Sozialstatistisches
Archiv: 57 10 (2-3) 60 61 July 2016

Nascimento, S., Iglesias, J.M.R., Owen, R., Schade, S., Shanley, L. (2018), Citizen Science for policy
formulation and implementation, chapter 16 in: Hecher, S,. Haklay, M., Bowser, A., Makuch, Z., Vogel,
J., Bonn, A. (2018), Citizen Science: innovation in Open Science, Society and Policy, UCI Press London
Misra, A. and Schmidt, J. (2020), Enhancing trust in data — participatory data ecosystems for the post-
COVID society, in Shaping The Covid-19 Recovery: Ideas From Oecd's Generation Y And Z © OECD
2020

Pratesi, M., (2017), Big Data: the point of view of a Statistician, Etica e Economia, 12/4

Pratesi, M. (2018), Statistica: linguaggio sovradisciplinare per comprendere e dare valore ai dati talk in
the Conference on “Data to Change” held on January 15, 2018 at the Italian House of Representatives, in
Statistica&Societa, 2018

Pratesi, M. (2020), Parlare chiaro: statistica, dati e modelli, talk in “Parlare chiaro, i rischi della
confusione dei numeri”, online workshop, 30 aprile 2020, Universita Politecnica delle Marche

Pratesi, M., (2021), Official Statistics and Citizen Science, Seminar held March, 18, 2021,
http://www.centrodagum.it/en/seminario-scuola-dei-dottorati-delle-scienze-sociali-universita-di-firenze/
Pratesi M, Ceccarelli C, Menghinello S. (2021), Citizen generated data and Official Statistics: an
application to SDGs indicators, Discussion paper n 274, Department of Economics and Management,
University of Pisa.

Radermacher W. (2019), Governing-by-the-numbers/Statistical governance: Reflections on the future of
official statistics in a digital and globalized society, Statistical Journal of the IAOS,

Ricciato, F., Wirthmann, A., Giannakouris, K., Reis, F., Skaliotis, M. (2019), Trusted smart statistics:
Motivations and principles, Statistical Journal of the IAOS, 35, pp.589-603

Ruppert, E., Grommé, F., Ustek-Spilda, F., Cakici, B. (2018), Citizen Data and Trust in Official Statistics,
Economie et Statistique/Economics and Statistics, N° 505-506, pp179-193

Ruppert E. (2019), Different data futures: An experiment in citizen data, Statistical Journal of the IAOS,
35, pp. 633-641



SISZQ21

Pisa

2 Specialized
SEessions



2.1 A glimpse of new data and
methods for analysing a rapidly changing
population



The diffusion of new family patterns in Italy:
An update

Arnstein Aassve, Letizia Mencarini, Elena Pirani, Daniele Vignoli

Abstract Recent trends in cohabitation, divorce and out-of-wedlock childbearing,
show that Italy has entered a stage of rapid family change. The aim of this paper is
twofold. We first document those trends, holding them up against rates of tertiary
education and female labor force participation, and indicators of secularization.
Second, we use the recently launched Household Multipurpose Survey on Family
and Social Subjects to study the underlying drivers of those macro trends. The
survey provides a unique opportunity to assess the diffusion of new family
behaviours among young Italians.

Abstract Le recenti dinamiche nei comportamenti familiari — divorzio, convivenza
non matrimoniale, figli al di fuori del matrimonio — mostrano che anche 1'talia ¢
entrata in una fase di rapidi cambiamenti. In questo lavoro, documentiamo questi
cambiamenti, affiancandoli alle tendenze che hanno caratterizzano il contesto socio-
economico italiano negli ultimi decenni, in termini di tassi di istruzione femminile a
partecipazione delle donne al mercato del lavoro, e di secolarizzazione. In secondo
luogo, utilizziamo 1’indagine Istat su Famiglie e Soggetti Sociali per studiare i
fattori alla base di queste tendenze. L'indagine rappresenta infatti un'opportunita
unica per valutare la diffusione di nuovi comportamenti familiari tra i giovani
italiani.

Key words: Second Demographic Transition, Italy, Multipurpose Survey,
cohabitation, divorce, education, female labour force participation.
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1 Introduction

The underlying idea of the Second Demographic Transition (SDT) is that in Western
societies, spearheaded by the Nordic ones, the centrality of the family is declining, being
replaced by support for more liberal demographic behaviours, such as divorce,
cohabitation and non-marital childbearing (Van de Kaa 1987). These new demographic
behaviours are viewed as progressive independence of individuals who give growing
importance to self-realization and their psychological well-being and to their personal
freedom of expression (Van de Kaa 1987). The rise of individualism and secularization
has, accordingly, led to shifts in the moral code, enabling major changes in family
behaviour (Lesthaeghe, 2020). The source of this ideational change is, however, often
elusive (Ruggles, 2012), and has generally been interpreted in terms of diffusion
processes of ideas and attitudes (Casterline, 2001). Increasing female economic
empowerment is also seen as an important driver for the emergence of new family
behaviours (Lesthaeghe, 2020), though this view is disputed by some (Oppenheimer,
1994).

Italy has for many been viewed as the antidote to those broad demographic trends, a
society where the family has remained pivotal, intergenerational co-residence remaining
prevalent and where traditional attitudes towards demographic behaviour has prevailed.
Italy belongs to the so-called “Southern or Mediterranean model”, characterized by a
very low level of social protection and by strong family ties (e.g., Reher, 1998; Viazzo,
2003). These countries are consequently classified as “traditional” in terms of value
orientations, a feature not least caused by the prevalent role of the Roman Catholic
Church (Caltabiano et al., 2006; Vignoli and Salvini 2012). In light of these
characteristics, some have argued that the adoption of new "innovative" family
behaviours, as observed in so many other countries, may not materialize in Italy - or at
least - not reach the same levels as seen elsewhere (e.g., Reher, 1998; Nazio &
Blossfeld, 2003).

Despite those familistic features, however, Italy did stand out as one of the first
examples where fertility declined to unprecedented levels, giving rise to the term
lowest-low fertility (Kohler et al., 2002), a pattern followed by a tremendous
postponement of childbearing. Today the mean age of childbearing among Italian
women stands at 32 years and the Total Fertility Rate is below 1.3. The contrast with the
Nordic countries is startling, where new demographic behaviour is followed by
“healthy” fertility rates. However, recent trends suggest that the other Second
Demographic Transition indicators, such as cohabitation, out-of-wedlock childbearing
and divorce, are now changing rapidly, suggesting that young Italians are moving closer
to the behaviour of their Nordic counterparts (Pirani and Vignoli 2016; Vignoli et al.
2016). This article offers a general overview about the diffusion of new family-related
behaviours in Italy, contesting the widely held view that Italy is a homogeneous family-
oriented country.

11
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2 Recent trends in Italy

From the Italian Statistical Office (ISTAT), we document recent trends of family
behaviours. Figure 1 shows the trends in main family behaviours of the last 25 years.
Although marriage continues to be central and popular among Italian couples, figures
show clearly that it is no longer the unique way to form a relationship. The decline began
slowly and with an irregular pace in the late 90s, but in 2008 the marriage rate started an
unexpected and fast decline, likely intensified by the Great Recession (Figure 1a). From
about 600 marriages every 1000 women registered in 2008, we passed to less than 500 in
2018. In addition, during the last two decades the incidence of marriages made through a
civil ceremony (among all marriages) increased from less than 20% to 50% (they were
only 2% in early 1970s). A non-religious marriage clearly represents a secularized choice,
suggesting that traditional attitudes and norms imposed through the Roman Catholic
Church are weakening. Simultaneously, non-marital unions have become popular among
young Italians (Figure 1b).

Figure 1: Trends in family behaviours: Italy, 1993-2018
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Twenty years ago, only 2 out of 100 couples were living in a non-marital union. Today
about 16% of Italians choose this form of family arrangement, at least for a part of their
relationship, and this percentage is 6 points higher in the Northern regions of Italy.
Whereas the level in 2018 is still modest compared to that of Nordic countries, the rising
trend is remarkable. These changes are mirrored also by the percentage of out of wedlock
childbearing, which has tripled since the beginning of the 21st century (Figure 1c).
Currently, about one third of children are born in non-marital unions. This increase is even
more dramatic considering the constant reduction in the absolute number of new born
children (again Figure 1c, left-hand axis). The rising “flexibility” of union patterns are even
more visible looking at marriage dissolutions. Whereas about 80 marriages out of 1000
concluded with a divorce at the beginning of 90s, the divorce rate has passed 300 in recent
years (Figure 1d). This value is somewhat overestimated due to a recent change in the
divorce law that has reduced the time needed to file divorce proceedings after the legal
separation is made, producing an anticipation of a relevant quota of the divorces which
would have been recorded in the subsequent years. Indeed, data concerning legal
separation rates illustrate a clear increasing trend in marital disruption during the last 25
years.

Proponents of the Second Demographic Transition interpret these changes as a
pattern of progress driven by processes such as emancipation from traditional social
norms. In fact, the changes in family behaviours of Italians are occurring together with
deep modifications also in the cultural and economic context. First, even in a Catholic-
oriented country like Italy, it is emblematic that secularization (here approximated by
the percentage of people attending church rarely or never, Figure 2a) is progressing year
on year. In addition, in line with the trend of other European countries, an ever larger
share of Italian women pursued higher education (one third of women aged 25-34 are
currently tertiary educated, relative to the 20% of 10 years before or the 7% of the early
‘90s, Figure 2b). Finally, also women’s labor market attachment is rising in a
remarkable fashion (again Figure 2b, left-hand axis).

Figure 2: Trends in secularization and women’s emancipation: Italy, 1993-2018
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3 Data and method

The analysis is based on retrospective data stemming from the 2016 Household
Multipurpose Survey of Family and Social Subjects (FSS). The 2016 FSS survey was
conducted by Istat, the Italian National Institute of Statistics, with a sample of about
32,000 individuals of all ages. Each individual was randomly selected from municipal
registry lists, according to a sampling design aimed at constituting a statistically
representative sample of the resident population. The overall response rate of the survey
was greater than 80%. The 2016 FSS survey contains a wealth of information about
individuals’ and families’ daily lives, including fertility, partnership, education and
employment histories recorded with the precision of the month. This survey offers a
unique — and timely — opportunity to explore trends and correlates of the diffusion of
new family-related behaviours in Italy.

4 Preliminary conclusion

Given aggregate data from Istat, there is little doubt that recent trends in demographic
behaviour in Italy are dramatic. With the 2016 Household Multipurpose Survey of
Family and Social Subjects (FSS), we will be able to document the driving forces
behind these trends. We will be able to document age differences in these trends and
answer to what extent the younger cohort is the generating force. If this is the case, it is
indeed possible that Italy is about to make a leap jump towards a faster and progressive
process of the Second Demographic Transition. Other than facilitating insights into the
extent these changes are ideational (secularization and weakening of norms), we will
also be able to understand structural drivers, which would include changes in women's
rates of tertiary education, labour market participation and occupations. At the same
time, we will be able to hold these patterns up against the hypothesis of patterns of
disadvantage (Perelli-Harris and Gerber, 2011; Perelli-Harris et al, 2010). This is an
important aspect, not least because several of the rapid changes in family behaviour took
place in the aftermath of the economic recession. As such, it is possible that economic
hardship and increased uncertainty, which struck the younger generation particularly
hard, is initializing a new path of demographic behaviour consistent with the Second
Demographic Transition idea.
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Causes of death patterns and life expectancy:
looking for warning signals

Cause di morte e speranza di vita: alla ricerca di segnali
d’avvertimento

Stefano Mazzuco, Emanuele Aliverti, Daniele Durante and Stefano Campostrini

Abstract The evolution of longevity across countries is quite diverse and it still re-
mains unclear what determined such different patterns throughout the last decades.
In this paper we consider a Bayesian nonparametric mixture of B-splines for life ex-
pectancy trajectories that characterizes locally-varying similarities across functions,
learning where country-specific trajectories are likely to overlap and where instead
they tend to diverge. A preliminary comparison among Italy and United States in-
dicates interesting trends in the evolution of life expectancy, with trajectories that
overlap until the early 80s and then diverge substantially. We attempt to justify such
differences by studying variations in the causes of premature mortality across these
periods of interest, trying to justify potential driving factors for such divergences.
Abstract Vi sono evidenti diversita nell’evoluzione della longevita tra paesi, ma non
e ancora chiaro cosa abbia determinato andamenti cosi diversi negli ultimi anni. In
questo lavoro, si considerano i dati sulle cause di morte per spiegare i diversi pat-
terns di mortalita nel tempo, utilizzando un modello Bayesiano nonparametrico
basato su misture di basi B-splines per caratterizzare similarita locali tra le di-
verse traiettorie di longevita nel tempo. Tale approccio consente di individuare in
quali finestre temporali la longevita é simile tra paesi e in quali periodi diverge.
Un primo confronto tra Italia e Stati Uniti offre dei primi risultati rilevanti che in-
dicano l'inizio degli anni 80 come soglia da cui le differenze di longevita tra i due
paesi sono divenute statisticamente rilevanti. Le motivazioni legate a tali differenze
sono ricercate confrontando le traiettorie delle cause di morte.

Key words: Bayesian nonparametrics, causes of death, life expectancy.
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Fig. 1: Life expectancy in Italy and USA. Source: Human Mortality Database

1 Introduction

In the economically more advanced countries, longevity has steadily increased in the
last decades. Comparing, for example, life expectancy at birth (eq) in Italy and USA,
we can observe in Figure 1 how these countries show comparable trends until the
early 80s, resulting afterwards in substantially diverging trajectories. This result is
even more striking if we consider that USA invests relatively almost twice in health
of its resources (17% of GDP vs 8.7% of Italy; see [7]) and suggests the need of
an improved understanding of the mechanism behind different patterns of longevity
evolution, especially in relation to the mortality structure.

For example, Bergeron—Boucher et al [2] have recently shown that the exten-
sion of longevity is usually accompanied by a diversification of the causes of death.
More specifically, Woolf and Schoomaker [13] analyze the trend of causes of death
in USA, finding that midlife mortality caused by drug overdoses, alcohol abuses,
suicides, and a list of organ system diseases have particularly increased in the last
years. However, this finding has been contested (see Mehta et al, [6], who argue that
cardiovascular diseases are the main responsible of US life expectancy stagnation).
Such a controversy reflects the issue when dealing with cause-specific mortality,
related with a competing risk setting: a cause-specific mortality rate can decline be-
cause there has been a significant improvement in treatment and/or prevention of
that disease or just because other causes have grown meanwhile. Therefore, if we
want to analyze the time trend of causes of death we need to take into account this
feature. Stefanucci and Mazzuco [11] propose to combine Functional Data Analysis
(FDA — see [10]) with Compositional Data Analysis (CDA — see [1]; [4]), limit-
ing to a descriptive analysis of causes of death patterns.

Here, we propose a model-based analysis aimed at inferring patterns in causes of
deaths that precede life expectancy stagnation. Motivated by Figure 1, we consider
a flexible Bayesian nonparametric mixture of B-splines to learn local similarities
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across life expectancies, assessing in which temporal blocks life-expectancy curves
tend to overlap, and where instead they diverge. Subsequently, we analyze causes of
death around the intervals of interest, in order to highlight what aspects of mortal-
ity have changed more considerably in those crucial years and what evidence they
provide in terms of variation of life expectancy.

2 Data and methods

Data are collected from the Human Mortality Database [5], that ensures high quality
data on mortality profiles of different European and non-European countries. Specif-
ically, we focus here on Australia, Austria, Belgium, Bulgaria, Canada, Switzer-
land, Czech-Republic, Denmark, Spain, Finland, France, Great-Britain, Hungary,
Ireland, Island, Italy, Japan, the Netherlands, Norway, Portugal, Slovakia, Sweden
and United States of America. Moreover, causes of death data are taken from WHO
mortality database.

We conduct analysis on these n = 23 countries, considering sex-specific and age-
adjusted rates over a time period of T = 62 years ranging from 1955 to 2016. We
consider 8 classes of causes of mortality, namely infections, neoplasms (all cancers
with the exception of lung cancer), lung cancer, endocrines diseases, circulatory
diseases, respiratory diseases, digestive diseases and external causes.

To flexibly model life expectancy patterns across countries i = 1,...,n and years
t=1,...T, we treat the trajectory of ey as a function y;(¢) and, following standard
practice in FDA, we decompose it as

yi(t) = filt) +&(t), &(t) ~N(0,6%), (1
foreach countryi=1,...,nand years = 1,...T, where g(¢)s are independent Gaus-
sian errors and f;(¢) is an underlying smooth function. To include this smoothness,
while avoiding strong assumptions on the functional form of f;(¢), we model such a
trajectory via B-splines [3], letting

Fe)=Y0  BuBi(t), )

where [Bj(7),...,Bk(t)] denotes a set of fixed quadratic B-splines basis functions
shared across countries, while f;; denotes the country-specific coefficient referred
to the k-th basis. Hence, overlapping and diverging patterns in the functions f;(-),
i=1,...,n across time are only regulated by ties among the associated coefficients
Bir. Motivated by our goal of learning such structures, we adapt the strategy in [8]
to incorporate grouping effects for the coefficients f;; via a model-based clustering
induced by the following Dirichlet process prior on the coefficients

iid

ﬁlka"'aBﬂk|FNF7 FNDP((X,F()), FONN(Oan) 3)
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where DP(o, Fy) denotes a Dirichlet process with concentration parameter o and
base measure Fp which is assumed to be a Gaussian distribution with mean 0 and
variance n2. The discreteness of the DP is particularly appealing for our purposes,
since it implies positive probabilities of ties among the coefficients B, inducing
local-clustering across curves as a byproduct. More specifically, denoting as B(*h) o
h=1,...,H, the H; < n distinct values of the B-splines coefficients for the k-th
basis, then, if Bjx = Bjx = ﬁ(*h)k’ countries i and j are expected to exhibit overlapping
life-expectancy trajectories in the interval associated with the k-th spline basis. This
local clustering can be formally characterized by S, = {i: B = [3<*h)k}, and, thus,
inference on the partitions px = {S(1)t,- .-, S,k } provides deeper insights on the
trends underlying life-expectancy, flexibly learning which curves tend to overlap
within specific blocks and characterizing uncertainty of this process.

Prior specification is completed by specifying a conjugate Inverse-Gamma dis-
tribution of the parameter 62 ~ Inv-Gamma(ao, bo), while posterior inference pro-
ceeds via a collapsed back-fitted Gibbs sampler, exploiting the Polya-Urn scheme
of the DP and leveraging the additive representation of the B-splines basis.

3 Preliminary results

We conduct posterior inference using 3000 Gibbs samples after a burn-in of 1000,
setting & = 1, n? = 10, ap = by = 0.01. Effective sample size and autocorrelation
plots did not provide evidence against convergence of the chains. In Figure 2 we
obtain some preliminary results, focusing on the comparison between Italy and USA.

The first column of Figure 2 reports the smoothed estimated for the life expectan-
cies and their associated credible intervals. Results indicate a common increasing
trend for both states and sexes, with several important differences that are worth
mention. In particular, for men we observe a period of overlapping curves in the late
50s, followed by separate trends in the late 60s and again a period of overlap during
the late 70s and early 80s. Women instead report separate trends until the early 60s,
followed by a long period of overlap until the late 80s and a subsequent increasing
separation across the two curves.

These findings are further confirmed by the co-clustering probabilities, estimated
as the proportion of MCMC sample in which Italy and United States are allocated
in the same group. Such quantities are reported, as a function of time ¢, in the sec-
ond column of Figure 2, while the third column of Figure 2 illustrates the ¢, norm
between the estimated life expectancy curves. Both panel indicate a common trend
between men and woman after 1985, and quite different behavior in previous years.

Lastly, we compare the composition of the causes of death in the period of
interest, focusing on premature mortality (< 70 years) in the window of interest
(1970 — 1990); see Figure 3. Such a composition has interestingly changed across
this period of investigation, with the proportion of digestive system diseases and
respiratory diseases showing markedly different trends across Italy and USA. Cir-
culatory system diseases also report interesting trajectories, describing a notable
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Fig. 2: First column: estimated functions f;(r) via posterior mean and associated 95% credible
intervals. Light gray curves represent all estimated countries, while Italy and United States are
highlighted in yellow and black, respectively. Second column and third column focus on the com-
parison between Italy and United States, and depict co-clustering probability and ¢, norm between
estimated functions f(-), respectively.

improvement for Italian women compared to Americans’. Worth to be mentioned is
also the evolution of infectious diseases and the peak associated with AIDS, partic-
ularly severe in the American male population.

4 Discussion

In this article, we have provided a first step toward understanding the differences in
longevity between Italy and the USA. We propose a flexible Bayesian nonparametric
model to learn local-similarities across life expectancy trajectories, locating where
these curves begin to diverge and exploring the composition of the causes of death
around such period.

These preliminary evidences can be interpreted as signals of the evolving changes,
more than explicit causes of the underlying processes. In fact, a proper analysis of
these incredibly complex phenomena should also take into account other factors
influencing the overall mortality level, along with its composition. Some potential
determinants are the evolution of obesity trends and, more importantly, income in-
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Fig. 3: Causes of death - premature mortality

equalities, which report substantial discrepancies in the period of interest [9]. In-
cluding the effects of this crucial determinants in our model will be the focus of
future works, currently under investigation.
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A Bayesian joint model for exploring
zero-inflated bivariate marine litter data

Modello bayesiano congiunto per ’analisi bivariata dei
dati di rifiuti marini con eccesso di zeri

S. Martino and C. Calculli and P. Maiorano

Abstract Acknowledging the spatial and spatio-temporal behavior of natural pro-
cesses is crucial for management purposes. Semi-continuous datasets are com-
mon in Ecology: combining information on occurrence and conditional-to-presence
abundance of species allows to improve environment effects estimates. Based on
a marine litter case study, this paper proposes a two-parts model to handle 1) the
zero-inflation problem and 2) the spatial correlation characterizing abundance mon-
itoring data. In the spirit of multi-species distribution models, we propose to jointly
infer different litter categories in a Hurdle-model framework. Shared spatial effects
that link abundances and probabilities of occurrences of litter categories, are imple-
mented via the SPDE approach in the computationally efficient INLA context.

Abstract Riconoscere i trend spaziali e spazio-temporali dei processi naturali é di
cruciale importanza ai fini gestionali. I dati semi-continui sono comuni in Ecolo-
gia: la combinazione di informazioni sulla presenza e sull’abbondanza (condizion-
ata alla presenza) di specie permette di migliorare le stime degli effetti ambientali.
Basato su un caso di studio riguardante i rifiuti marini, questo lavoro propone un
modello in due parti per gestire 1) il problema dell’eccesso di zeri e 2) la corre-
lazione spaziale che caratterizza i dati di monitoraggio dell’abbondanza. Ispirata
ai modelli di distribuzione multi-specie, la proposta permette di inferire congiun-
tamente diverse categorie di litter con un modello Hurdle. Effetti spaziali comuni
che mettono in relazione abbondanze e occorrenze di diverse categorie, vengono
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implementati con I’approccio SPDE nel contesto, computazionalmente efficente, di
INLA.

Key words: Marine litter, Spatial joint modeling, Hurdle models, Integrated nested
Laplace approximation (INLA), Stochastic Partial Differential Equation (SPDE) ap-
proach

1 Introduction

Marine environment is changing rapidly due to increasing anthropogenic activities.
The continuously growing quantity of litter and debris items ending into the sea
has been recognized as the prevalent form of marine pollution that impacts ecolog-
ical, economic and aesthetic values of the marine and coastal environment [3]. Un-
derstanding the spatial and spatio-temporal distribution of marine litter is essential
for sustainable management of ecosystems. Despite this urgency, marine litter data
are scarce, poorly monitored and their analysis represents a challenging complex
ecological problem. Marine litter items, mostly collected by experimental fishery
surveys, can be classified as different special abiotic items (or additional species),
thus the analysis of litter abundances can be treated in the context of Joint Species
Distribution Models (JSDMs) [2]. This class of models explicitly acknowledges the
multivariate nature of communities by assuming the joint species response to the en-
vironment and to each other species. For marine litter data a joint models approach
allows a more complete understanding of the distribution and dynamics of multiple
litter categories and of the effects of environmental covariates by considering spa-
tial structures shared by different categories. The specification of these components
provides a method to link together ecological data generation processes concerning
different species or categories. However, the inclusion of spatial correlation struc-
tures and the presence of excesses of zeros increase model complexity and lead
to high computational costs. Hurdle and zero-inflated mixture models have been
used to deal with this issue (differences are mainly based on the interpretation of
zero observations). While both models are widely used to model count data, hurdle
semi-continuous models are especially useful to model density data [5].

A Hierarchical joint modeling approach is proposed to investigate environmental
drives and the spatial distribution of waste amounts found at the sea-floor in a Cen-
tral Mediterranean area. Extending our previous analysis in [1], we fit a Hurdle
model to accommodate the excess of zeros resulting from the semi-continuous na-
ture of the data and consider the spatial patterns of two litter categories: plastic and
other litter categories all together. The INLA method proved to be an efficient ap-
proach to model spatially correlated data with excess of zeros including the effects
of environmental covariates. Spatial structures are modeled by the stochastic par-
tial differential equations (SPDE) approach. It consists in defining a continuously
indexed Matérn Gaussian field (GF) as a discretely indexed spatial random process
(GMREF) using piece-wise linear basis functions defined on a triangulation of the
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domain of interest [6]. The SPDE approximation is implemented in INLA [7] via
the R-INLA package (http://www.r-inla.org) designed to make Bayesian
inference accessible for a large class of latent Gaussian models providing, at the
same time, accurate and computationally efficient approximations of the posterior
marginals.

2 Case study description

Monitoring litter data come from experimental trawl surveys carried out from 2013
to 2016 in the North-Western Ionian Sea as part of MEDITS (MEDiterranean In-
ternational Trawl Surveys) activities. The study area represents the deepest sea in
the Mediterranean basin characterized by a complex geomorphology and the pres-
ence of important fisheries and main harbors. The same 70 geo-referenced depth-
stratified hauls are sampled between 10 and 800 m in depth every year, summing
to 280 hauls in 4 years. Wastes caught during the trawl surveys are classified in
8 categories: plastic, rubber, metal, glass/ceramic, cloth/natual fibres, processed
wood, paper/cardboard, other/unspecified. The number of collected items for each
litter category was scaled to the swept surface unit (1km?), thus obtaining den-
sity indices (N /km2) for each litter category and survey at every haul location.
Since plastic items represent the most abundant fraction of wastes collected at sur-
veyed hauls, densities of two litter categories are considered: plastic and the ag-
gregation of all other categories, leading to a bivariate response. Different envi-
ronmental covariates are investigated as possible drivers that might affect the spa-
tial distribution of the bivariate litter abundances over the study region. In particu-
lar, data on sea currents and fishing activities, collected with different spatial sup-
ports, were first aligned and then used to investigate environmental factors affect-
ing the bivariate distribution of the density of the two litter categories. The effects
of the superficial eastward (U) and northward (V) sea water velocities (available
at http://marine.copernicus.eu/) and the daily average transit (MVH)
and fishing time (MFH) for 3 types of vessels (Drifted Longlines, Fixed Gears
and Trawler available at https://globalfishingwatch.org/), are inves-
tigated.

3 The proposed Bayesian joint Hurdle model

Spatial and spatio-temporal abundance processes commonly result in semi continu-
ous non-negative datasets. These data can be conveniently modeled within the Hur-
dle models framework, where two independent sub-processes are considered: an oc-
currence process and a conditional-to-presence continuous process. For the bivari-
ate abundance response, let p indicates plastic litter and p all other litter categories,
where
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Tstp s TTstp ™~ Ber(n.s‘tp)aBer(n'stﬁ)
Ustp, Msip ~ Gamma(agp, bp), Gamma(agp, byp)
being the occurrence and the conditional-to-presence abundance sub-processes at

timet (t =1,...,T) and at location s (s = 1,...,n,), respectively. Then the abun-
dances of the two litter categories can be specified as follows:

logit(Tyy) = Y + ¥ BL M iy + Vs + Varp 1)
=1
log(Usp) = ﬁéﬁ) + Z ﬁl(ﬁ)xisr + asmvs + pVarp 2
i=1
logit(er) — B = Y 8@y 4 @y sy 3
Oglt(nslp) = ﬁOﬁ + Z Blﬁ Xist +0s Vs + Stp 3)
i=1
loe(ton) = B LY W 0By gy 4
Og(:ustp) ﬁop + Z ﬁlp Xist + Os™ " Vs + OspVisrp “4)
i=1

where 7 and Uy = ag. /by are modeled through the logit and logarithm links,

respectively. In linear predictors, the ﬁé_”)‘(“ ) represent the intercepts and Bl(_n)’(” )
are fixed effects of spatio-temporally varying covariates x; (U, V, MVH and MFH).
In order to account for spatially structured effect common to the two litter cate-
gories, a shared component V; is specified in Eqgs. (1)-(4). Moreover, specific spa-
tial components Vy; are assumed to be common to occurrence and abundance sub-
processes of each category. The ol and o, parameters represent the scale effects
of the spatial variation common to the four processes and to the category-specific
processes, respectively. Common and category-specific spatial components, V' are
modeled by GMRFs through the SPDE approach [6], as V ~ N(0,Q(x, 7)) and
(log(x),log(t)) ~ MVN(u,p) where the covariance function of the spatial effect
Q depends on a range effect (k) and a total variance parameter (7). For the hyper-
parameters of spatially structured effects, Penalised-Complexity priors (PC-priors)
[8] are used to design sensible hyperpriors for the precision and mixing parameter
distributions.

4 Main Joint model outcomes

In Table 1 we report the estimated fixed effects for the occurrences and the posi-
tive abundances considering both litter categories in Eqs. (1)-(4). Relevant effects
of MVH and MFH covariates are estimated for the plastic category occurrences:
while fishing activities have a negative effect on the presence of plastic items, the
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higher transit vessel time the higher the probability of presence of items of this
category. Moreover, a higher presence of plastic is estimated in the presence of cur-
rents towards north-western direction. Even tough not relevant, the same signs for
regression coefficients characterize the occurrences of other litter category.

None of the estimated effects are relevant in affecting positive abundances of
both litter categories.

The posterior mean maps in Figure 1, show the estimated spatial fields, Vi and
V.. In particular, the spatial variation common to both litter categories, allows to
identify hot-spots with higher densities and higher presence probabilities of all lit-
ter items (Figure 1(a)). On the other hand, category-specific spatial effects suggest
smooth differences in the relative abundance and spatial locations of plastic items
with respect to common trend while, for others litter, a higher concentration of items
is found on the southern-west area (Sicily and Calabria).

Table 1: Estimated fixed effects for occurrences and abundances of the two litter
categories. 95% CI in brackets.

Coeff. Plastic Other categories

Occurence Byvy  0.227  (0.003,0.496)  0.097 (-0.034,0.249)
Burn —0.274 (-0.586,-0.011) —0.066 (-0.248,0.095)

By —10.598 (-19.306,-2.158) —5.097 (-11.654,1.238)

By 7.696 (0.288,15.180)  9.379 (3.369,15.642)

Abundance Byvy  0.004  (-0.035,0.045) —0.033 (-0.079, 0.014)
Burn  0.006 (-0.043,0.053)  0.017 (-0.038,0.070)

By —1.057 (-3.309,1.163) —1.024 (-4.806,2.700)

By 1747 (-0.321,3.793) —0.658 (-3.690,2.345)
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Fig. 1: Estimated spatial effects (posterior means): (1) common trend for the two
litter categories; specific trend for plastic (2) and all other litter (3) abundances
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5 Discussion and further developments

This study showed the use of common and shared spatial components as a more
realistic approach to infer semi-continuous density data. Developments of this work
include the analysis of shared spatio-temporal structured components for multiple
litter categories. Further goals also concern the application of new methods for the
analysis of data displaying spatial dependencies over complex domains and for ad-
dressing the change-of-support problem occurring within different levels of data
aggregation.
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Bayesian small area models for investigating
spatial heterogeneity and factors affecting the
amount of solid waste in Italy

C. Calculli and S. Arima

Abstract This study aims at investigating factors that impact solid waste genera-
tion rates at the Italian province-level scale. An approach based on Bayesian small
area models is used to evaluate potential spatial dependencies and local variations
on the distribution of waste generation rates and its determinants. An extension of
the basic Fay-Herriot model to include spatial correlation among neighboring areas
is considered (SFH). Preliminary results suggest a highest per capita production of
differentiated (or recyclable) waste fraction in wealthier Italian provinces highlight-
ing the intrinsic correlation between areas characterized by similar socio-economic
scenarios.

Abstract L’obiettivo di questo lavoro é quello di analizzare i fattori che influenzano
i tassi di produzione dei rifiuti solidi urbani su scala provinciale in Italia. Un ap-
proccio modellistico basato sulla stima bayesiana per piccole aree viene utilizzato
per valutare la dipendenza spaziale e le variazioni terriroriali nella distribuzione
dei tassi di produzione dei rifiuti e delle loro determinanti. In particolare, viene
considerata una estensione del modello di Fay-Herriot (SFH) al caso di corre-
lazione spaziale tra dati di aree adiacenti. I risultati preliminari suggeriscono una
produzione maggiore pro-capite della frazione differenziata (o riciclabile) di rifiuti
urbani nelle province italiane pii ricche, evidenziando una correlazione intrinseca
tra aree caratterizzate da scenari socio-economici simili.
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1 Introduction

Municipal solid waste (MSW) commonly refers to the semi-solid or solid materials
disposed by residents of urban areas. Due to population growth, urbanization, eco-
nomic development, inappropriate recycling and governance programmes, MSW
has become a global issue that poses serious threats to the environment and hu-
man health. Several industrialized countries have raised concerns about the eco-
nomic viability and environmental acceptability of waste-disposal practices. For
this reason, estimating waste production and treatment are crucial to quantify im-
pacts, plan capacities and set policy targets. Several studies showed the impacts of
socio-economic and demographic factors on solid waste generation trends, although
neglecting the potential spatial dependency at local level. Few studies addressed
the spatial characteristics of MSW generation rates applying spatial stratification
or visually mapping their distributions using spatial statistical techniques such as
simultaneous spatial autoregression (SAR) and geographically weighted regression
(GWR) [7, 4]. An alternative model-based approach is proposed in order to cap-
ture the local variations in the distribution of waste generation rates accounting for
their determinants at the Italian province level. This approach, based on m