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For more than a year, the Covid-19 pandemic has hit our most consolidated habits with 
serious challenges on social and economic system. Implementation of the guidelines for 
social distancing has led to the shifting of most of the research activities remotely. After 
very careful consideration, concerning the health of all conference participants and the 
restricted mobility of the staff of many universities and research centres, the Executive 
Board of the Italian Statistical Society (SIS) and the Local Organizing Committee de-
cided to schedule the 50th Meeting of the Italian Statistical Society in remote from the 
21st to the 25th of June 2021. The Conference is streamed through the Microsoft Teams 
platform provided by the University of Cagliari. 
The conference program includes 4 plenary sessions, 15 specialized sessions, 20 solicited 
sessions, 37 contributed sessions and the poster exhibition. The meeting will also host 
three Satellite Events on ‘Measuring uncertainty in key official economic statistics’, 
‘Covid-19: the urgent call for a unified statistical and demographic challenge’ and ‘Evento 
SIS-PLS Statistica in classe: verso un insegnamento laboratoriale’. The first one, sched-
uled for June 17th, has been organized by prof. Tiziana Laureti and is streamed via the 
Zoom platform. The second satellite event, scheduled for June 18th, has been organized 
by the Young SIS Group and is streamed via the Zoom platform. The third satellite event 
is scheduled for July 8th and has been organised by prof. Laura Ventura and is hosted 
on Pearson’s platform. A panel discussion, organized by Linda Laura Sabbadini has also 
been included in the program.  
The conference committee had registered 323 accepted submissions, including 128 to be 
presented in invited plenary, specialized and solicited sessions, and 195 spontaneously 
submitted for oral and poster sessions. 
 
This volume gathers most of the peer-reviewed papers submitted to the 50th Meeting of 
the Italian Statistical Society and presented at the virtual Conference. It is organized 
into 6 chapters corresponding to the plenary, specialized, the solicited sessions, satellite 
events, and to the general topics for contributed papers and posters. The volume covers 
a wide variety of subjects ranging from methodological and theoretical contributions, to 
applied works and case studies, giving an excellent overview of the interests of the Italian 
statisticians and their international collaborations.  
 
Of course, both the SIS Conference and this volume would not be possible without the 
collaboration of the members of the Scientific Committee and the members of the Uni-
versità di Pisa, Scuola Superiore Sant’Anna and National Research Council of Pisa.  
Members of these three institutions took part actively in the Local Organizing Commit-
tee. The conference also received support from sponsors, namely TStat and Banca di 
Pisa e Fornacette. To all of them, our thanks. 
We would also like to thank the University of Cagliari for the IT support provided for 
the organization of the online event and in particular Prof. Francesco Mola, Rector of 
the University of Cagliari and our esteemed colleague, and Dr. Roberto Barreri, manager 
of the Systems, Infrastructure and Data Department. 
 
Our thanks also go to all contributors for having submitted their work to the conference, 
the members of the Program Committee and the extra reviewers for their efforts in this 
difficult period. Finally, we wish to express our gratitude to the publisher Pearson Italia 
for all the support received.  
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Causes of death patterns and life expectancy:
looking for warning signals
Cause di morte e speranza di vita: alla ricerca di segnali
d’avvertimento

Stefano Mazzuco, Emanuele Aliverti, Daniele Durante and Stefano Campostrini

Abstract The evolution of longevity across countries is quite diverse and it still re-
mains unclear what determined such different patterns throughout the last decades.
In this paper we consider a Bayesian nonparametric mixture of B-splines for life ex-
pectancy trajectories that characterizes locally-varying similarities across functions,
learning where country-specific trajectories are likely to overlap and where instead
they tend to diverge. A preliminary comparison among Italy and United States in-
dicates interesting trends in the evolution of life expectancy, with trajectories that
overlap until the early 80s and then diverge substantially. We attempt to justify such
differences by studying variations in the causes of premature mortality across these
periods of interest, trying to justify potential driving factors for such divergences.
Abstract Vi sono evidenti diversità nell’evoluzione della longevità tra paesi, ma non
è ancora chiaro cosa abbia determinato andamenti cosı̀ diversi negli ultimi anni. In
questo lavoro, si considerano i dati sulle cause di morte per spiegare i diversi pat-
terns di mortalità nel tempo, utilizzando un modello Bayesiano nonparametrico
basato su misture di basi B-splines per caratterizzare similarità locali tra le di-
verse traiettorie di longevità nel tempo. Tale approccio consente di individuare in
quali finestre temporali la longevità è simile tra paesi e in quali periodi diverge.
Un primo confronto tra Italia e Stati Uniti offre dei primi risultati rilevanti che in-
dicano l’inizio degli anni 80 come soglia da cui le differenze di longevità tra i due
paesi sono divenute statisticamente rilevanti. Le motivazioni legate a tali differenze
sono ricercate confrontando le traiettorie delle cause di morte.
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Fig. 1: Life expectancy in Italy and USA. Source: Human Mortality Database

1 Introduction

In the economically more advanced countries, longevity has steadily increased in the
last decades. Comparing, for example, life expectancy at birth (e0) in Italy and USA,
we can observe in Figure 1 how these countries show comparable trends until the
early 80s, resulting afterwards in substantially diverging trajectories. This result is
even more striking if we consider that USA invests relatively almost twice in health
of its resources (17% of GDP vs 8.7% of Italy; see [7]) and suggests the need of
an improved understanding of the mechanism behind different patterns of longevity
evolution, especially in relation to the mortality structure.

For example, Bergeron–Boucher et al [2] have recently shown that the exten-
sion of longevity is usually accompanied by a diversification of the causes of death.
More specifically, Woolf and Schoomaker [13] analyze the trend of causes of death
in USA, finding that midlife mortality caused by drug overdoses, alcohol abuses,
suicides, and a list of organ system diseases have particularly increased in the last
years. However, this finding has been contested (see Mehta et al, [6], who argue that
cardiovascular diseases are the main responsible of US life expectancy stagnation).
Such a controversy reflects the issue when dealing with cause-specific mortality,
related with a competing risk setting: a cause-specific mortality rate can decline be-
cause there has been a significant improvement in treatment and/or prevention of
that disease or just because other causes have grown meanwhile. Therefore, if we
want to analyze the time trend of causes of death we need to take into account this
feature. Stefanucci and Mazzuco [11] propose to combine Functional Data Analysis
(FDA — see [10]) with Compositional Data Analysis (CDA — see [1]; [4]), limit-
ing to a descriptive analysis of causes of death patterns.
Here, we propose a model-based analysis aimed at inferring patterns in causes of
deaths that precede life expectancy stagnation. Motivated by Figure 1, we consider
a flexible Bayesian nonparametric mixture of B-splines to learn local similarities
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across life expectancies, assessing in which temporal blocks life-expectancy curves
tend to overlap, and where instead they diverge. Subsequently, we analyze causes of
death around the intervals of interest, in order to highlight what aspects of mortal-
ity have changed more considerably in those crucial years and what evidence they
provide in terms of variation of life expectancy.

2 Data and methods

Data are collected from the Human Mortality Database [5], that ensures high quality
data on mortality profiles of different European and non-European countries. Specif-
ically, we focus here on Australia, Austria, Belgium, Bulgaria, Canada, Switzer-
land, Czech-Republic, Denmark, Spain, Finland, France, Great-Britain, Hungary,
Ireland, Island, Italy, Japan, the Netherlands, Norway, Portugal, Slovakia, Sweden
and United States of America. Moreover, causes of death data are taken from WHO
mortality database.

We conduct analysis on these n = 23 countries, considering sex-specific and age-
adjusted rates over a time period of T = 62 years ranging from 1955 to 2016. We
consider 8 classes of causes of mortality, namely infections, neoplasms (all cancers
with the exception of lung cancer), lung cancer, endocrines diseases, circulatory
diseases, respiratory diseases, digestive diseases and external causes.

To flexibly model life expectancy patterns across countries i = 1, . . . ,n and years
t = 1, . . .T , we treat the trajectory of e0 as a function yi(t) and, following standard
practice in FDA, we decompose it as

yi(t) = fi(t)+ εi(t), εi(t)
iid∼ N(0,σ2), (1)

for each country i= 1, . . . ,n and year t = 1, . . .T , where εi(t)s are independent Gaus-
sian errors and fi(t) is an underlying smooth function. To include this smoothness,
while avoiding strong assumptions on the functional form of fi(t), we model such a
trajectory via B-splines [3], letting

fi(t) = ∑K
k=1 βi kBk(t), (2)

where [B1(t), . . . ,BK(t)] denotes a set of fixed quadratic B-splines basis functions
shared across countries, while βi k denotes the country-specific coefficient referred
to the k-th basis. Hence, overlapping and diverging patterns in the functions fi(·),
i = 1, . . . ,n across time are only regulated by ties among the associated coefficients
βi k. Motivated by our goal of learning such structures, we adapt the strategy in [8]
to incorporate grouping effects for the coefficients βi k via a model-based clustering
induced by the following Dirichlet process prior on the coefficients

β1k, . . . ,βnk | F iid∼ F, F ∼ DP(α,F0), F0 ∼ N(0,η2) (3)
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where DP(α,F0) denotes a Dirichlet process with concentration parameter α and
base measure F0 which is assumed to be a Gaussian distribution with mean 0 and
variance η2. The discreteness of the DP is particularly appealing for our purposes,
since it implies positive probabilities of ties among the coefficients βi k, inducing
local-clustering across curves as a byproduct. More specifically, denoting as β ⋆

(h)k,
h = 1, . . . ,Hk the Hk ≤ n distinct values of the B-splines coefficients for the k-th
basis, then, if βi k = β j k = β ⋆

(h)k, countries i and j are expected to exhibit overlapping
life-expectancy trajectories in the interval associated with the k-th spline basis. This
local clustering can be formally characterized by S(h)k = {i : βik = β ⋆

(h)k}, and, thus,
inference on the partitions ρk = {S(1)k, . . . ,S(Hk)k} provides deeper insights on the
trends underlying life-expectancy, flexibly learning which curves tend to overlap
within specific blocks and characterizing uncertainty of this process.

Prior specification is completed by specifying a conjugate Inverse-Gamma dis-
tribution of the parameter σ2 ∼ Inv-Gamma(a0,b0), while posterior inference pro-
ceeds via a collapsed back-fitted Gibbs sampler, exploiting the Polya-Urn scheme
of the DP and leveraging the additive representation of the B-splines basis.

3 Preliminary results

We conduct posterior inference using 3000 Gibbs samples after a burn-in of 1000,
setting α = 1, η2 = 10, a0 = b0 = 0.01. Effective sample size and autocorrelation
plots did not provide evidence against convergence of the chains. In Figure 2 we
obtain some preliminary results, focusing on the comparison between Italy and USA.

The first column of Figure 2 reports the smoothed estimated for the life expectan-
cies and their associated credible intervals. Results indicate a common increasing
trend for both states and sexes, with several important differences that are worth
mention. In particular, for men we observe a period of overlapping curves in the late
50s, followed by separate trends in the late 60s and again a period of overlap during
the late 70s and early 80s. Women instead report separate trends until the early 60s,
followed by a long period of overlap until the late 80s and a subsequent increasing
separation across the two curves.

These findings are further confirmed by the co-clustering probabilities, estimated
as the proportion of MCMC sample in which Italy and United States are allocated
in the same group. Such quantities are reported, as a function of time t, in the sec-
ond column of Figure 2, while the third column of Figure 2 illustrates the ℓ2 norm
between the estimated life expectancy curves. Both panel indicate a common trend
between men and woman after 1985, and quite different behavior in previous years.

Lastly, we compare the composition of the causes of death in the period of
interest, focusing on premature mortality (≤ 70 years) in the window of interest
(1970− 1990); see Figure 3. Such a composition has interestingly changed across
this period of investigation, with the proportion of digestive system diseases and
respiratory diseases showing markedly different trends across Italy and USA. Cir-
culatory system diseases also report interesting trajectories, describing a notable
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Fig. 2: First column: estimated functions f̂ii(t) via posterior mean and associated 95% credible
intervals. Light gray curves represent all estimated countries, while Italy and United States are
highlighted in yellow and black respectively Second column and third column focus on the comhighlighted in yellow and black, respectively. Second column and third column focus on the com-
parison between Italy and United States, and depict co-clustering probability and ℓ2 norm between
estimated functions f̂ (·), respectively.

Wimprovement for Italian women compared to Americans’. Woorth to be mentioned is
also the evolution of infectious diseases and the peak associated with AIDS, partic-
ularly severe in the American male population.

4 Discussion

difIn this article, we have provided a first step toward understanding the ffferences in
longevity between Italy and the USA W. Wee propose a flexible Bayesian nonparametric
model to learn local-similarities across life expectancy trajectories, locating where
these curves begin to diverge and exploring the composition of the causes of death
around such period.

These preliminary evidences can be interpreted as signals of the evolving changes,
fmore than explicit causes of the underlying processes. In faact, a proper analysis of

fthese incredibly complex phenomena should also take into account other faactors
influencing the overall mortality level, along with its composition. Some potential
determinants are the evolution of obesity trends and, more importantly, income in-
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Fig. 3: Causes of death - premature mortality

equalities, which report substantial discrepancies in the period of interest [9]. In-
cluding the effects of this crucial determinants in our model will be the focus of
future works, currently under investigation.
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A Bayesian joint model for exploring
zero-inflated bivariate marine litter data
Modello bayesiano congiunto per l’analisi bivariata dei
dati di rifiuti marini con eccesso di zeri

S. Martino and C. Calculli and P. Maiorano

Abstract Acknowledging the spatial and spatio-temporal behavior of natural pro-
cesses is crucial for management purposes. Semi-continuous datasets are com-
mon in Ecology: combining information on occurrence and conditional-to-presence
abundance of species allows to improve environment effects estimates. Based on
a marine litter case study, this paper proposes a two-parts model to handle 1) the
zero-inflation problem and 2) the spatial correlation characterizing abundance mon-
itoring data. In the spirit of multi-species distribution models, we propose to jointly
infer different litter categories in a Hurdle-model framework. Shared spatial effects
that link abundances and probabilities of occurrences of litter categories, are imple-
mented via the SPDE approach in the computationally efficient INLA context.
Abstract Riconoscere i trend spaziali e spazio-temporali dei processi naturali è di
cruciale importanza ai fini gestionali. I dati semi-continui sono comuni in Ecolo-
gia: la combinazione di informazioni sulla presenza e sull’abbondanza (condizion-
ata alla presenza) di specie permette di migliorare le stime degli effetti ambientali.
Basato su un caso di studio riguardante i rifiuti marini, questo lavoro propone un
modello in due parti per gestire 1) il problema dell’eccesso di zeri e 2) la corre-
lazione spaziale che caratterizza i dati di monitoraggio dell’abbondanza. Ispirata
ai modelli di distribuzione multi-specie, la proposta permette di inferire congiun-
tamente diverse categorie di litter con un modello Hurdle. Effetti spaziali comuni
che mettono in relazione abbondanze e occorrenze di diverse categorie, vengono
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implementati con l’approccio SPDE nel contesto, computazionalmente efficente, di
INLA.

Key words: Marine litter, Spatial joint modeling, Hurdle models, Integrated nested
Laplace approximation (INLA), Stochastic Partial Differential Equation (SPDE) ap-
proach

1 Introduction

Marine environment is changing rapidly due to increasing anthropogenic activities.
The continuously growing quantity of litter and debris items ending into the sea
has been recognized as the prevalent form of marine pollution that impacts ecolog-
ical, economic and aesthetic values of the marine and coastal environment [3]. Un-
derstanding the spatial and spatio-temporal distribution of marine litter is essential
for sustainable management of ecosystems. Despite this urgency, marine litter data
are scarce, poorly monitored and their analysis represents a challenging complex
ecological problem. Marine litter items, mostly collected by experimental fishery
surveys, can be classified as different special abiotic items (or additional species),
thus the analysis of litter abundances can be treated in the context of Joint Species
Distribution Models (JSDMs) [2]. This class of models explicitly acknowledges the
multivariate nature of communities by assuming the joint species response to the en-
vironment and to each other species. For marine litter data a joint models approach
allows a more complete understanding of the distribution and dynamics of multiple
litter categories and of the effects of environmental covariates by considering spa-
tial structures shared by different categories. The specification of these components
provides a method to link together ecological data generation processes concerning
different species or categories. However, the inclusion of spatial correlation struc-
tures and the presence of excesses of zeros increase model complexity and lead
to high computational costs. Hurdle and zero-inflated mixture models have been
used to deal with this issue (differences are mainly based on the interpretation of
zero observations). While both models are widely used to model count data, hurdle
semi-continuous models are especially useful to model density data [5].
A Hierarchical joint modeling approach is proposed to investigate environmental
drives and the spatial distribution of waste amounts found at the sea-floor in a Cen-
tral Mediterranean area. Extending our previous analysis in [1], we fit a Hurdle
model to accommodate the excess of zeros resulting from the semi-continuous na-
ture of the data and consider the spatial patterns of two litter categories: plastic and
other litter categories all together. The INLA method proved to be an efficient ap-
proach to model spatially correlated data with excess of zeros including the effects
of environmental covariates. Spatial structures are modeled by the stochastic par-
tial differential equations (SPDE) approach. It consists in defining a continuously
indexed Matérn Gaussian field (GF) as a discretely indexed spatial random process
(GMRF) using piece-wise linear basis functions defined on a triangulation of the
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domain of interest [6]. The SPDE approximation is implemented in INLA [7] via
the R-INLA package (http://www.r-inla.org) designed to make Bayesian
inference accessible for a large class of latent Gaussian models providing, at the
same time, accurate and computationally efficient approximations of the posterior
marginals.

2 Case study description

Monitoring litter data come from experimental trawl surveys carried out from 2013
to 2016 in the North-Western Ionian Sea as part of MEDITS (MEDiterranean In-
ternational Trawl Surveys) activities. The study area represents the deepest sea in
the Mediterranean basin characterized by a complex geomorphology and the pres-
ence of important fisheries and main harbors. The same 70 geo-referenced depth-
stratified hauls are sampled between 10 and 800 m in depth every year, summing
to 280 hauls in 4 years. Wastes caught during the trawl surveys are classified in
8 categories: plastic, rubber, metal, glass/ceramic, cloth/natual fibres, processed
wood, paper/cardboard, other/unspecified. The number of collected items for each
litter category was scaled to the swept surface unit (1km2), thus obtaining den-
sity indices (N/km2) for each litter category and survey at every haul location.
Since plastic items represent the most abundant fraction of wastes collected at sur-
veyed hauls, densities of two litter categories are considered: plastic and the ag-
gregation of all other categories, leading to a bivariate response. Different envi-
ronmental covariates are investigated as possible drivers that might affect the spa-
tial distribution of the bivariate litter abundances over the study region. In particu-
lar, data on sea currents and fishing activities, collected with different spatial sup-
ports, were first aligned and then used to investigate environmental factors affect-
ing the bivariate distribution of the density of the two litter categories. The effects
of the superficial eastward (U) and northward (V) sea water velocities (available
at http://marine.copernicus.eu/) and the daily average transit (MVH)
and fishing time (MFH) for 3 types of vessels (Drifted Longlines, Fixed Gears
and Trawler available at https://globalfishingwatch.org/), are inves-
tigated.

3 The proposed Bayesian joint Hurdle model

Spatial and spatio-temporal abundance processes commonly result in semi continu-
ous non-negative datasets. These data can be conveniently modeled within the Hur-
dle models framework, where two independent sub-processes are considered: an oc-
currence process and a conditional-to-presence continuous process. For the bivari-
ate abundance response, let p indicates plastic litter and p all other litter categories,
where
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πst p,πst p ∼ Ber(πst p),Ber(πst p)

µst p,µst p ∼ Gamma(ast p,bst p),Gamma(ast p,bst p)

being the occurrence and the conditional-to-presence abundance sub-processes at
time t (t = 1, . . . ,T ) and at location s (s = 1, . . . ,nt ), respectively. Then the abun-
dances of the two litter categories can be specified as follows:

logit(πst p) = β (π)
0p +

m

∑
i=1

β (π)
1p xist +Vs +Vst p (1)

log(µst p) = β (µ)
0p +

m

∑
i=1

β (µ)
1p xist +α(1)

s Vs +αspVst p (2)

logit(πst p) = β (π)
0p +

m

∑
i=1

β (π)
1p xist +α(2)

s Vs +Vst p (3)

log(µst p) = β (µ)
0p +

m

∑
i=1

β (µ)
1p xist +α(3)

s Vs +αspVst p (4)

where πst. and µst. = ast./bst. are modeled through the logit and logarithm links,
respectively. In linear predictors, the β (π),(µ)

0. represent the intercepts and β (π),(µ)
1.

are fixed effects of spatio-temporally varying covariates xi (U, V, MVH and MFH).
In order to account for spatially structured effect common to the two litter cate-
gories, a shared component Vs is specified in Eqs. (1)-(4). Moreover, specific spa-
tial components Vst. are assumed to be common to occurrence and abundance sub-
processes of each category. The α(.)

s and αs. parameters represent the scale effects
of the spatial variation common to the four processes and to the category-specific
processes, respectively. Common and category-specific spatial components, V are
modeled by GMRFs through the SPDE approach [6], as V ∼ N(0,Q(κ ,τ)) and
(log(κ), log(τ)) ∼ MV N(µ,ρ) where the covariance function of the spatial effect
Q depends on a range effect (κ) and a total variance parameter (τ). For the hyper-
parameters of spatially structured effects, Penalised-Complexity priors (PC-priors)
[8] are used to design sensible hyperpriors for the precision and mixing parameter
distributions.

4 Main Joint model outcomes

In Table 1 we report the estimated fixed effects for the occurrences and the posi-
tive abundances considering both litter categories in Eqs. (1)-(4). Relevant effects
of MVH and MFH covariates are estimated for the plastic category occurrences:
while fishing activities have a negative effect on the presence of plastic items, the
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higher transit vessel time the higher the probability of presence of items of this
category. Moreover, a higher presence of plastic is estimated in the presence of cur-
rents towards north-western direction. Even tough not relevant, the same signs for
regression coefficients characterize the occurrences of other litter category.

None of the estimated effects are relevant in affecting positive abundances of
both litter categories.

The posterior mean maps in Figure 1, show the estimated spatial fields, Vs and
Vst.. In particular, the spatial variation common to both litter categories, allows to
identify hot-spots with higher densities and higher presence probabilities of all lit-
ter items (Figure 1(a)). On the other hand, category-specific spatial effects suggest
smooth differences in the relative abundance and spatial locations of plastic items
with respect to common trend while, for others litter, a higher concentration of items
is found on the southern-west area (Sicily and Calabria).

Table 1: Estimated fixed effects for occurrences and abundances of the two litter
categories. 95% CI in brackets.

Coeff. Plastic Other categories

Occurence βMV H 0.227 (0.003,0.496) 0.097 (-0.034,0.249)
βMFH −0.274 (-0.586,-0.011) −0.066 (-0.248,0.095)

βU −10.598 (-19.306,-2.158) −5.097 (-11.654,1.238)
βV 7.696 (0.288,15.180) 9.379 (3.369,15.642)

Abundance βMV H 0.004 (-0.035,0.045) −0.033 (-0.079, 0.014)
βMFH 0.006 (-0.043, 0.053) 0.017 (-0.038,0.070)

βU −1.057 (-3.309, 1.163) −1.024 (-4.806,2.700)
βV 1.747 (-0.321, 3.793) −0.658 (-3.690,2.345)

Fig. 1: Estimated spatial effects (posterior means): (1) common trend for the two
litter categories; specific trend for plastic (2) and all other litter (3) abundances
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5 Discussion and further developments

This study showed the use of common and shared spatial components as a more
realistic approach to infer semi-continuous density data. Developments of this work
include the analysis of shared spatio-temporal structured components for multiple
litter categories. Further goals also concern the application of new methods for the
analysis of data displaying spatial dependencies over complex domains and for ad-
dressing the change-of-support problem occurring within different levels of data
aggregation.
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Bayesian small area models for investigating
spatial heterogeneity and factors affecting the
amount of solid waste in Italy

C. Calculli and S. Arima

Abstract This study aims at investigating factors that impact solid waste genera-
tion rates at the Italian province-level scale. An approach based on Bayesian small
area models is used to evaluate potential spatial dependencies and local variations
on the distribution of waste generation rates and its determinants. An extension of
the basic Fay-Herriot model to include spatial correlation among neighboring areas
is considered (SFH). Preliminary results suggest a highest per capita production of
differentiated (or recyclable) waste fraction in wealthier Italian provinces highlight-
ing the intrinsic correlation between areas characterized by similar socio-economic
scenarios.
Abstract L’obiettivo di questo lavoro è quello di analizzare i fattori che influenzano
i tassi di produzione dei rifiuti solidi urbani su scala provinciale in Italia. Un ap-
proccio modellistico basato sulla stima bayesiana per piccole aree viene utilizzato
per valutare la dipendenza spaziale e le variazioni terriroriali nella distribuzione
dei tassi di produzione dei rifiuti e delle loro determinanti. In particolare, viene
considerata una estensione del modello di Fay-Herriot (SFH) al caso di corre-
lazione spaziale tra dati di aree adiacenti. I risultati preliminari suggeriscono una
produzione maggiore pro-capite della frazione differenziata (o riciclabile) di rifiuti
urbani nelle province italiane più ricche, evidenziando una correlazione intrinseca
tra aree caratterizzate da scenari socio-economici simili.

Key words: Bayesian SAE, Spatial random effects models, Municipal solid wastes
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1 Introduction

Municipal solid waste (MSW) commonly refers to the semi-solid or solid materials
disposed by residents of urban areas. Due to population growth, urbanization, eco-
nomic development, inappropriate recycling and governance programmes, MSW
has become a global issue that poses serious threats to the environment and hu-
man health. Several industrialized countries have raised concerns about the eco-
nomic viability and environmental acceptability of waste-disposal practices. For
this reason, estimating waste production and treatment are crucial to quantify im-
pacts, plan capacities and set policy targets. Several studies showed the impacts of
socio-economic and demographic factors on solid waste generation trends, although
neglecting the potential spatial dependency at local level. Few studies addressed
the spatial characteristics of MSW generation rates applying spatial stratification
or visually mapping their distributions using spatial statistical techniques such as
simultaneous spatial autoregression (SAR) and geographically weighted regression
(GWR) [7, 4]. An alternative model-based approach is proposed in order to cap-
ture the local variations in the distribution of waste generation rates accounting for
their determinants at the Italian province level. This approach, based on methods
of Small Area Estimation (SAE), assumes area-specific random effects to account
for the between-area variation. A detailed overview of this methods is reported in
Section 2.

2 Small area models

In recent years, small area estimation established as an important area of statistics
as private and public agencies try to extract the maximum information from sample
survey data. Small area methods arise when one wants to use sample surveys, gen-
erally designed to provide estimates of total or means for large subpopulations or
domains, to draw inferences about smaller domains, such as as states, provinces, or
different racial and/or ethnic subgroups that are unplanned by design. These small
domains are called small areas. In recent years, demand for reliable estimates for
small area estimates has greatly increased due to their growing use in formulating
policies and programmes, allocating government funds, regional planning and other
uses. Policy makers are often interested in targeting areas with particular needs in
order to conduct specific actions: as in our case study, identifying those areas with
highest waste production is of fundamental importance for decision makers who
should plan the opening of new filtration and recycling plant or monitoring the con-
sequences of such a waste production on the health of the population.
The simplest approach to small area estimation is to consider direct estimators, that
is estimating the variable of interest using the domain-specific sample data. How-
ever, it is well known that the domain sample sizes are rarely large enough to sup-
port and accurate direct estimators [5]. Small area estimation tackles the problem of
providing estimates of one or several variables of interest in areas where the infor-
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mation available on those variables is, on its own, not sufficient to provide accurate
direct estimates. Estimates for all areas are produced using the sample and some
additional auxiliary information which should be available for all small areas. Indi-
rect estimators are often employed in order to increase the effective domain sample
size by borrowing strength from the related areas using linking models, census, ad-
ministrative data and other auxiliary variables associated with the small areas. The
model-based approach is widely used to develop indirect estimates. Depending on
the type of data available, small area models are classified into two types, area-level
and unit-level:

• area-level models where only area-level data are available for the response vari-
able and the covariates;

• unit-level models where data on the response variable, and possibly on covariates,
are available at the unit level.

The model proposed by [2] is the most popular small area model when data are avail-
able at area-level. It borrows strength from data available from all areas by assum-
ing a hierarchical structure and uses auxiliary information from other data sources
such as administrative records or censuses. The frequentist predictor of small area
means, which is also known as empirical best linear unbiased predictor (EBLUP),
results in a convex combination of the direct estimator and the synthetic estimator
from the model. Properties of the predictors of small area means, such as bias and
mean squared error, are derived conditionally on the auxiliary information. In this
paper we focus on an area-level nested error linear regression model and propose a
Bayesian hierarchical model for estimating finite population small area means.

2.1 The proposed model

Let m denote the number of small areas under consideration and let θi be the pop-
ulation characteristic of interest in the i−th area. The quantity of interest may be
a total, a mean (or a proportion). Let yi be a direct estimator of θi for area i and
let Xi be the p dimensional vector of auxiliary data collected at the area level. The
Fay-Herriot model is defined as

yi = X ′
i β + vi + ei, i = 1, . . . ,m, (1)

where the random effects v1, . . . ,vm and sampling errors e1, . . . ,em are independent
with vi ∼ N(0,σ2

v ) and ei ∼ N(0,ψi). We assume that the ψi’s are known but, in
general, different, reflecting the potential difference in sample sizes [5]. Our goal is
the prediction of small area mean

θi = X ′
i β + vi (2)

The best linear predictor of θi for model (1) when model parameters (β ,σ2
v ) are

known is the EBLUP estimator θ̃i = γivyi +(1− γiv)X ′
i β , with γiv = σ2

v /(σ2
v +ψi).
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In this paper, we consider a Bayesian extension of the Fay-Herriot model in Equa-
tion (1) and rewrite the model as the following multi-stage model:

Stage 1. yi = θi + ei i = 1, . . . ,m, with ei
iid∼ N(0,ψi) and ψi a-priori known;

Stage 2. θi = xT
i β + vi i = 1, . . . ,m, with vi

iid∼ N(0,σ2
v );

Stage 3. β ,σ2
v are, loosely speaking, mutually independent with flat priors over

location parameters and inverse gamma distributions over the scale pa-
rameters.

In particular, we assume a Normal flat prior for the regression coefficients and an
inverse gamma with parameters equal to 0.001 for the scale parameter σ2

v .
Following [6], we extend the aforementioned model to incorporate spatially corre-
lated random effects in the linking model: in particular, we add a spatial random
effect denoted with bi in the linking model in Stage 2 as follows:

θi = xT
i β +bi (3)

where
b ∼ MV N(0,Σ(σ2

b ,λ ))

and
Σ(σ2

b ,λ ) = σ2
b D = λR+(1−λ )I

defining a conditional auto-regressive (CAR) model on the area specific spatial ef-
fects. In particular, σ2

b is a spatial dispersion parameter and λ is a spatial autocorre-
lation parameter (λ ∈ [0,1]) and I is an identity matrix of dimension m. The matrix
R, commonly known as the neighbourhood matrix, has ith diagonal element equal
to the number of neighbours of the area i, and the off-diagonal elements in each row
equal to -1 if the corresponding areas are neighbours and 0 otherwise.
As the posterior distribution cannot be obtained analytically, full conditional distri-
butions have been derived and samples from the posterior are obtained by Gibbs
sampling.

3 Data description

The Italian territory covers an area of 301,340 km2 dived into different classi-
fication levels according to the European Nomenclature of Territorial Units for
Statistics (NUTS). For this analysis, the administrative province levels disaggre-
gation (NUTS-3) is considered for a total amount of 107 units over the whole
territory. At province level, data related to the production and collection of mu-
nicipal solid waste (MSW) are retrieved from the waste national registry pro-
vided by the Italian Institute for Environmental Protection and Research, ISPRA
(http://www.catastorifiuti.isprambiente.it). For 2019 and for
each unit, the amount of MSW (in tons) and the amount of the differentiated frac-
tion of MSW (DSW, in tons) are provided. This latter information refers to the
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organic and other materials (such as plastic, metal, glass, wood, paper and card-
board) fraction of generated MSW bound to recycling programmes and processed
in composting facilities (including integrated anaerobic and aerobic treatment and
anaerobic digestion treatment plants). In Italy as a whole for 2019, the production
and collection of DSW represents the 61.35% of the total quantity of MSW with
an amount generated per person of 306.29 Kg on average [3]. At province level
for 2019, greater per capita productions of DSW (≥ 480 Kg/inh) are observed in
North-Central Italian units (i.e. Reggio Emilia, Rimini, Ferrara, Piacenza, Lucca).
According to data availability and comparability at the Italian province level, poten-
tial determinants of per capita DSW generation are considered. In particular, fac-
tors related to demographic and socio-economic characteristics are evaluated: pop-
ulation (Pop), sex-ratio (SexR, as Male/Female), population density (PopDen, as
pop/km2), number of cities (Cit), average number of housing (nHous), unemploy-
ment rate (UnempR, as the % of not working people older than 15 years), graduates
(Grad, as the % of people with higher educational degree), added value per capita
(AddV in euros, as a proxy of the provincial Gross domestic product per capita).
All indicators are provided by the the Italian Statistics Institute, ISTAT (available
at http://dati.istat.it/). Besides, the number of plants where DSW are
dumped for recycling, composting or treating by other methods is considered as
potential factor affecting waste generation.

4 Preliminary results and further developments

The Hierarchical model in Eqs. 1 and 3 is fitted to evaluate the dependence relation
between per capita production of DSW and the demographic and socio-economic
covariates in Section 3. The joint posterior distribution of model parameters are
obtained using 10,000 iterations discarding the first 1,000 using R’s BayesSAE
package [1]. Model selection allows to determine relevant predictors as reported in
Tab. 1. Estimated coefficients suggest positive effect of the population density and
the added value covariates on the per capita DSW production; opposite signs are
estimated for the number of housing and the unemployment rate implying higher
production of differentiated waste fraction in wealthier provinces. The estimated
mean spatial component in Fig. 1 shows the areal effect on the whole Italian ter-
ritory highlighting the intrinsic correlation between similar provinces in terms of
socio-economic characteristics: northern provinces are typically more productive
and prosperous then the rest of the country. These preliminary results show that the
spatial parametrization plays a significant role in modelling waste data. However,
further discussion about the spatial component should be considered taking into
account different diagnostic tools and alternative parameterizations of the spatial
correlation.
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Table 1: Posterior means of fixed effects and 95% Highest Posterior Density Inter-
vals.

Parameter mean lower HPDI upper HPDI

βPopDen 0.144 0.058 0.217

βnHous −0.186 −0.275 −0.097

βUnempR −0.017 −0.033 −0.001

βAddV 0.007 0.003 0.011

Fig. 1: Estimated mean effect of provinces on the DSW production per capita for
2019
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A spatial regression model for for predicting
abundance of lichen functional groups
Un modello di regressione spaziale per la prevsione
dell’abbondanza dei gruppi funzionali lichenici

Pasquale Valentini, Francesca Fortuna, Tonio Di Battista and Paolo Giordani

Abstract Lichen functional traits such as growth, photosynthetic and reproductive
strategies, are considered indicators of changes in environmental conditions result-
ing especially from air pollution. However, due to the high variability of lichen flora,
it is often difficult to differentiate the effects of atmospheric pollutants and those of
other environmental variables. The aim of this paper is to evaluate the synergistic
effect of atmospheric pollutants and environmental variables on lichen functional
groups distribution through a Bayesian generalized spatial regression model.

Abstract I tratti funzionali dei licheni, come la crescita, le strategie fotosintetiche
e riproduttive, sono considerati importanti indicatori dei cambiamenti ambientali
derivanti soprattutto dall’inquinamento atmosferico. Tuttavia, a causa dell’alta
variabilita’ della flora lichenica e’ spesso difficile differenziare gli effetti degli in-
quinanti atmosferici da quelli di altre variabili ambientali. Questo articolo ha lo
scopo di valutare l’effetto degli inquinanti atmosferici e delle variabili ambientali
sulla distribuzione dei gruppi funzionali lichenici attraverso un modello di regres-
sione bayesiano generalizzato.
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1 Introduction

Lichens are particularly sensitive to environmental stresses due to their physiologi-
cal characteristics and respond to phytotoxic gases at cellular, individual and com-
munity level [9]. However, different species react to pollutants in different ways,
thus, it is often difficult to identify a direct and clear relationship between lichen bio-
diversity and pollution [2]. Moreover, the high variability of lichen diversity makes
difficult to differentiate the effects of atmospheric pollutants and those of other en-
vironmental variables since lichen flora highly vary across geographic, climatic and
ecological gradients [5].
For these reasons, approaches based on morpho-functional species traits (such as
photosynthetic strategy, growth form or reproductive strategy) have been recently
used to assess monitoring change in ecosystems [5, 8]. Functional traits allows
to define functional groups, that is, groups of species that share some functional
characteristics and, thus, react similarly to an environmental factor. However, the
influence of environmental conditions on lichen functional traits is still poorly doc-
umented, hindering their use in environmental monitoring [5].
The aim of this paper is to examine the relationships between lichen functional
groups and some covariates linked to environmental, habitat and air pollutant vari-
ables. At this purpose, we aim to determine the spatial pattern of lichens functional
groups in response to a spatial gradient of pollution alteration. In this paper we in-
troduce a lognormal and gamma mixed NB spatial regression model for counts [10].
In particular, the model proposed are presented in a hierarchical framework. This al-
lows the inclusion of a ”nugget” term in the spatial part of the model. The full model
is estimated in a Bayesian setting and posterior inference is performed hierarchically
via a Markov chain Monte Carlo scheme. The remainder of the paper proceeds as
follows. In section 2 we briefly describe the data used in this study, while in section
3 we introduce the model. In section 4 we consider Bayesian inferential issues and,
finally, in section 5 concludes the paper with a discussion.

2 The data

Epiphytic lichen biodiversity of Liguria region, in Northwestern Italy, has been con-
sidered. Data on lichen abundance has been collected following the standards sug-
gested by [1]; the survey lasted from 2002 to 2003 and involved a total of 151
sampling sites of a 30 m radius plot (see Fig. 1) and 196 epiphytic lichen species i.e.
lichens which live on trees bark [4].
Although the dataset does not refer to particularly up-to-date data, it has been se-

lected as a model database to describe lichen colonisation processes under heteroge-
neous environmental conditions and included in The PREDICTS project (Projecting
Responses of Ecological Diversity In Changing Terrestrial Systems), which has col-
lated representative database of comparable samples of biodiversity from multiple
sites that differ in the nature or intensity of human impacts relating to land use [6].
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Fig. 1 Location of the sample sites in Liguria region

Twelve lichen functional groups have been identified by aggregating the species ac-
cording to the growth form, distinguishing between macrolichens (macro) and mi-
crolichens (micro); the reproductive strategy , distinguishing between sexual (sex) or
asexual (asex) and the nitrogen-tolerance, distinguish between oligotrophic (oligo),
mesotrophic (meso) and nitrophytic (nitro) species.
Data on atmospheric pollutants have been obtained from the Regional Inventory.
Spot, dispersed and linear emissions of main pollutants have been estimated by
means of an ISC3 (Industrial Source Complex) long term diffusional model [3]. The
model has been applied for each 1km2 cell on the basis of pollutant concentrations
measured by automatic gauges throughout the survey area. For each sampling site,
the total annual emissions of the main atmospheric pollutants (NOx, SOx and PM10)
in 1995 and 2001 have been calculated as the average of all 1km2 cells within a
3km buffer. Several studies have shown that significant changes in species diversity
and composition as a consequence of substantial impact of atmospheric pollution
are generally observed in a time span ranging from two up to ten years [7]. For
this reason, we have considered data of pollutants emissions referred to two time
lags (1995 and 2001), respectively corresponding to five and eight years before the
biomonitoring survey.
As potential drivers of lichen diversity, three main habitats have been also consid-
ered in the model, including broad-leaved forest areas; conifers and beech forests;
and non-forested rural and urban areas.
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3 Model

The general model that we propose here is for spatial data recorded at n sites si,
i = 1, . . . ,n. Let Y = (Y (s1), . . . ,Y (sn))

′ denote the n dimensional vector. The data
model is based on the conditionally independent equation for the variables under
analysis, in particular

Y (si)|p(si)
ind∼ NB(k, p(si)), i = 1, . . . ,n (1)

where p(si) =
eψ(si)

1+eψ(si)
, ψ(si) = logit [pk(si)] = ψ̃(si)+ ε(si) and ε(si) ∼ N(0,σ2)

for i = 1, . . . ,n. The spatial process ψ̃ = (ψ(s1), . . . ,ψ(sn))
′ is thought to be the sum

of parametric systematic components θ and a spatial process denoted by ν . Thus we
assume that ψ̃ = θ +ν where the error term ν is assumed to be zero mean Gaussian
with covariance matrix Σν . In this paper we consider the exponential covariance
function.
The systematic component θ is assumed to be a product of a design matrix by
unknown coefficient vector (i.e. θ = Xβ ).
In the proposed model,conditional on ψ̃ there are two free parameters k and σ2 to
adjust both the mean and the total variance, which become the same as those of the
Negative binomial model when σ2 = 0, and the same as those of the lognormal-
Poisson model when k−1 [10].

4 Inference and computation

4.1 Prior information

The Bayesian specification of the model is completed with the definition of the prior
distributions to the model parameters.
We assume a Normal prior distribution with mean zero and variance chosen to
be large to make the priors relatively non-informative. Finally, a non informa-
tive Gamma prior is used for the parameters αt j and κk

j . In particular, we con-
sider the following priors β ∼ N(0,Σβ ), σ−2 ∼ Ga(a1,b1), k ∼ Ga(a2,b2) and
b2 ∼ Ga(a3,b3).
For ψ , we choose the exponential correlation function with partial sill ρ1 and decay
parameter ρ2. For the decay parameter, we use a discrete uniform prior distribution
such that ρ2k can only take values that are within a plausible interval determined by
the scale for the data locations. While for the partial sill we assume ρ1 ∼ Ga(a4,b4)
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4.2 Posterior inference

Posterior inference for the proposed model is facilitated by MCMC algorithms.
Standard MCMC samplers are easily adapted to our model specification such that
posterior analysis is readily available. All the parameters are either sampled from
normal or gamma full conditional distributions or by simple Metropolis-Hastings
steps.

5 Application

In this section, we consider whether the model proposed can be useful for modelling
the data set introduced in Section 2. Lichens are symbiotic organisms widely used as
ecological indicators to monitor the effects of environmental changes. Understand-
ing the impact of specific variables (i.e. pollutants) on abundance of lichen species
is thus of great interest for environmental agencies.
For the fitted model, the MCMC algorithm was run for 30000 iterations. Posterior
inference has been based on the last 30000 draws using every 5th member of the
chain to avoid autocorrelation within the sampled values. Convergence of the chains
of the model has been monitored visually through trace plots.
This study offers a model for understanding functional lichen response related to
the ecosystem as a whole. The results highlight differential responses for groups
of species sharing different functional traits. Moreover, the model has shown that
lichen communities are affected primarily by pollution emissions of past years
rather than by the more recent levels of contamination. For these reasons, the model
presents potential implications for the use of lichen functional groups and, thus, to
characterize areas of high environmental risk.
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Boosting for ranking data: an extension to item
weighting
Alberi decisionali per la classificazione di rankings:
un’estensione ponderata del Boosting

Alessandro Albano, Mariangela Sciandra, Antonella Plaia

Abstract Decision tree learning is one of the most popular families of machine
learning algorithms. These techniques are quite intuitive and interpretable but also
unstable. It is necessary to use ensemble methods that combine the output of multi-
ple trees, to make the procedure more reliable and stable. Many approaches have
been proposed for ranking data, but they are not sensitive to the importance of
items. For example, changing the rank of a highly-relevant element should result
in a higher penalty than changing a negligible one. Likewise, swapping two similar
elements should be less penalized than swapping two dissimilar ones.
This paper extends the boosting ensemble method to weighted ranking data, propos-
ing a theoretical and computational definition of item-weighted boosting. The ad-
vantages of this procedure are shown through an example on a real data set.

Abstract Gli alberi decisionali sono una tecnica predittiva di machine learning
particolarmente diffusa, utilizzata per prevedere delle variabili discrete (classifi-
cazione) o continue (regressione). Gli algoritmi alla base di queste tecniche sono
intuitivi e interpretabili, ma anche instabili. Infatti, per rendere la classificazione
più affidabile si è soliti combinare l’output di più alberi. In letteratura, sono stati
proposti diversi approcci per classificare ranking data attraverso gli alberi deci-
sionali, ma nessuno di questi tiene conto né dell’importanza, né delle somiglianza
dei singoli elementi di ogni ranking. L’obiettivo di questo articolo è di proporre
un’estensione ponderata del metodo boosting per ranking, che tenga conto della
struttura di similarità e dell’importanza dei singoli elementi. I vantaggi di questa
procedura sono mostrati con un esempio su un dataset reale.

Key words: boosting, weighted ranking data, ensemble methods, decision trees
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1 Introduction

Breiman et al. (1984) developed Classification and Regression Trees (CART) as an
alternative non-parametric approach to classification and regression parametric pro-
cedures. It is known that the decision trees from CART suffer from high variance,
i.e., the decision trees learned from different data sub-samples may be quite differ-
ent. For this reason, Breiman (1996) suggested improving the accuracy of decision
trees by perturbing the training set, using bootstrapping, and then combining the
multiple decision trees into a single predictor. These procedures belong to the class
of the so-called Perturb and Combine (P&C) methods. One of the best known P&C
methods, Boosting (Freund et al., 1996), aims at a fast reduction in the training set
errors. The key idea is to increase the probability of being drawn in the iterations for
examples misclassified in previous iterations. Many efforts have been made to de-
fine ensemble methods for ranking data (Plaia et al. 2017, Plaia and Sciandra 2019),
but none considers the possibility to give different importance to items: can each
element of the ranking contribute differently to the classification tree’s growing?
This paper aims to define an item-weighted version of the boosting algorithm for
rankings and evaluate this algorithm on real data. The paper is organized as fol-
lows: Section 2 introduces ranking data and describes an item-weighted distance for
ranking. In Section 3, an item-weighted boosting algorithm is introduced, and the
steps for the implementation in the R statistical software environment are described.
Finally, in Section 4, the procedure is applied to a real dataset. Conclusions will
follow.

2 Ranking data

Preference data arise when a group of n individuals express their preferences on
a finite set of items (m different alternatives of objects). Preference data can be
expressed in the form of rankings when alternatives are fixed in any pre-specified
order, and preferences are defined by using integers to indicate the rank of each al-
ternative. Specifically, π is a mapping function from the set of items {1, ...,m} to
the set of ranks π = (π(1),π(2), ...,π(m)), where π(i) is the rank given by a judge
to item i. If the m items are ranked in m different ranks, a complete (full) ranking or
linear ordering is achieved (Cook, 2006). In certain cases, some items could receive
the same preference, then a tied ranking or a weak ordering is obtained.
Often covariates may also be considered to explain individual differences in the
evaluation of choice alternatives. In this case, defining how much each covariate
contributes to identify clusters of “similar” respondents is a crucial issue to be ad-
dressed.
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2.1 Item-weighted distance for ranking data

In the framework of preference data, an interesting issue is to measure the spread
between rankings through dissimilarity or distance measures.
In general, distances between rankings treat all items equally, and they are not sen-
sitive to the point of disagreement. Kumar and Vassilvitskii (2010) introduced the
issue of element weights. In brief, swapping important items should receive a larger
penalization than swapping negligible ones.
Albano and Plaia (2021) proposed an item-weighted version of the Kemeny distance
(Kemeny, 1959) by considering a weighting vector w = (w1,w2, ...,wm) , where
wi ≥ 0 is the importance given to the i-th item in a ranking. The item-weighted
distance dew

k between two m-size rankings, π and π∗ is:

dew
k (π,π∗) =

1
2

m

∑
i=1

m

∑
j=1

wiw j
∣∣ai j −bi j

∣∣, (1)

where ai j and bi j are the generic elements of the score matrices defined by Emond
and Mason (2002). The corresponding item-weighted rank correlation coefficient
(defined as an extension of τx provided by Emond and Mason (2002)) is:

τew
x (π,π∗) =

∑m
i=1 ∑m

j=1 wiw jai jbi j

Max[dew
k ]

(2)

where the denominator represents the maximum value of the weighted Kemeny dis-
tance dew

max = ∑m
i=1 ∑m

j=1 wiw j.
In some instances, the weights could be assigned following the idea that swapping
two elements that can be considered similar in some aspect, should be less penalized
than swapping two dissimilar ones. In this setting, a symmetric penalization matrix
P, reflecting the dissimilarity among the elements, is needed. Therefore, Eqs (1) (2)
are modified by replacing wiw j with pi j, where pi j (≥ 0) is the generic element of
the P matrix.

3 Item-weighted Boosting for ranking data

Decision trees (Breiman et al., 1984) are a simple non-parametric statistical method-
ology that allows a recursive partitioning of the predictors, such that observations
with similar response values will be grouped.
For item-weighted ranking data it is possible to use the element-weighted kemeny
distance dew

k (Eq. (1)) as impurity function. Nevertheless, the instability remains an
issue. It is well known that in decision tree learning, the classifier predictive per-
formance can be substantially improved by aggregating many decision trees. Dery
and Shmueli (2020) demonstrated that improvements of ensemble methods over a
single decision tree happen with ranking data as well. Therefore, the item-weighted
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boosting procedure is proposed, and its prediction accuracy performance is studied.

3.1 Boosting Algorithm

Among the different versions of boosting algorithms in the literature, our proposal is
based on AdaBoost.M1 (Freund et al., 1996), opportunely adapted to item-weighted
ranking data. In the following, two vectors of weights will be used:

• the set of working weights pb to be updated at each b iteration of the algorithm.
More specifically, pb represents the probability of each record to be included in
the bootstrap sample;

• the vector of weights w, representing the importance of each item in the ranking
(as defined in section 2.1). The importance of each item remains fixed during the
procedure.

Algorithm 1 AdaBoost.R - Item-weighted boosting for ranking data
Input: A training set T , a number of iterations B, a vector of weights w
Output: a ranker Cf (.) that maps a given x to a ranking of the labels

1: initialize pb(i) = 1/n ∀i = 1,2, ...n
2: for b ← 1 to B do
3: take a sample Tb, drawn from the training set T using weights pb(i)
4: fit a ranking tree Cb(.) to Tb

5: eb = ∑i∈Tb
pb(i)

(
1− τewx (i)+1

2

)
where τew

x (i) = τew
x (Cb(xi),yi)

6: αb =
1
2 ln((1− eb)/eb)

7: update the weights pb+1(i) = pb(i)exp
(

αb

(
1− τewx (i)+1

2

))
and normalize them

8: end for
9: Cf (xi) = arg maxyi∈Sm ∑B

b=1 αbτew
x (Cb(xi),yi))

The procedure is described in details in the Algorithm 1. At each iteration b, a
tree Cb(.) is trained on Tb leading to a predicted ranking for each item ỹb

i = Cb(xi)
(steps 3 and 4).
The ranking error eb of the ranking tree Cb(.) is estimated employing the distance
between each predicted ranking ỹb

i and its real value yi (step 5). Then, a factor αb is
computed, as a function of eb, for updating the weights wb(i) (step 6). Finally, the
weights wb(i) are updated and normalized after each iteration (step 7).
To obtain a final prediction, the item-weigthed boosting uses rank aggregation
(Amodio et al. 2016; D’Ambrosio et al. 2017) to combine the predictions of each
individual trees.
The aggregated ranking for a generic i-th observation at the b-th iteration is ŷib =
arg maxSm ∑b

k=1 αbτew
x (ỹi

k,yi), where αb is the weight related to the b-th tree.
The aggregated error, after each iteration b, is err(b) = 1− τew

x (b)+1
2 , where τew

x =
1
n ∑n

i=1 τew
x is the average of τew

x of the b-th tree over all the units in an example set T .
Furthermore, the procedure allows to determine the overall covariates’ importance
by averaging over their importance resulting in each of the b trees, with weights αb.
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4 A real data example: the German Elections dataset

To investigate the performance of the item-weighted boosting method, an applica-
tion to GermanElections2009 data is shown in this Section. The dataset (Dery and
Shmueli, 2020), contains socio-economic information from regions of Germany and
its electoral results. The 413 records correspond to the administrative districts of
Germany, which are described by 39 covariates. The outcome is the set of rankings
on five items: CDU (conservative), SPD (centre-left), FDP (liberal), Green (centre-
left) and Left (left-wing).
The item-weighted version of Boosting follows the intuition that swapping two sim-
ilar parties should be less penalized than swapping two dissimilar ones. Therefore,
we introduce the penalization matrix shown in Table 1. The item-weighted boosting

Table 1 Penalization matrix P.

CDU SPD FDP Green Left

CDU 0 75 25 75 100
SPD 75 0 50 0 25
FDP 25 50 0 50 75

Green 75 0 50 0 25
Left 100 25 75 25 0

algorithm was performed on a limited number of trees (B = 100) and considering a
depth (number of the splits in the tree) equal to 4. Fig. 4 shows the error of the item-
weighted boosting applied to German Elections dataset with penalization matrix P
(Table 1). The Boosting procedure was applied, considering only 274 observations
as a training set. As expected, the accuracy improves when the number of trees
grows up. The error with just one tree is 0.093 in the training and 0.099 in the test
set, while, it reduces to respectively to 0.072 and 0.0826, with 100 trees. Therefore,
the item-weighted boosting minimizes the prediction error taking into account the
similarity structure of items.

5 Conclusions

In this paper, we investigated the role of ensemble methods for item-weighted rank-
ing decision trees. An item-weighted version of the boosting procedure for ranking
data has been proposed and implemented in R, by incorporating some functions of
ConsRank package (D’Ambrosio et al., 2017) within a user-written split function
of rpart library (Therneau et al., 2015). The item-weighted boosting can be used
as an interpretative method to select and measure the overall covariates’ importance,
instead of a “black box” that forecasts without a clear understanding of the under-
lying rules. The novelty of this procedure is to provide an item-oriented approach
where the structure, the interpretation and the criteria underlying the derivation of
the tree itself are revised. In conclusion, this method is particularly fitting when
dealing with multi-level data. The performance of the proposed method has been
shown through an example in Section 4, where the data matrix contains rankings of
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Fig. 1 Item-weighted boosting applied to German Elections dataset: err(b).

political parties (level 1) who belong to political coalitions (level 2). In this case, an
unweighted boosting procedure (which does not take into account the similarity of
political parties) would lead to less accurate results.
Future research should consider the potential effects of weights more carefully, to
improve the scalability of the algorithms with respect to the number of items.
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An Extended Bradley-Terry Model For The
Analysis Of Financial Data
Un’estensione del modello Bradley-Terry per l’analisi di
dati finanziari

Alessio Baldassarre, Elise Dusseldorp, Mark De Rooij

Abstract The models for matched pairs allow analyzing M observations on N items.
They differ from typical GLM models by permitting each item to have its probabil-
ity distribution. Here, we follow the extended Bradley-Terry model with subject-
specific covariates, in which observations consist of pairwise comparisons between
ranked items. We applied this model to financial data, where the observations are
represented by countries and the items by different types of government tax rev-
enues. The extended Bradley-Terry model works as the basis for a new partition-
ing model that follows the regression trunk model. The aim is to create a partition
of countries, subject to comparing their tax revenues categories and their socio-
economic characteristics. The result gives a probability distribution in each terminal
node for the N tax revenues, the main effects coefficients, and the most relevant
interactions between subject-specific covariates.
Abstract I modelli matched pairs permettono di analizzare M osservazioni su N
oggetti, ognuno dei quali segue una propria distribuzione di probabilità. In questo
lavoro viene utilizzato il modello Bradley-Terry esteso con subject-specific covari-
ates, in cui le osservazioni sono rappresentate da comparazioni a coppie tra oggetti
ordinati. Tale modello è stato applicato ad un campione di Paesi i cui oggetti sono
rappresentati dalle rispettive entrate suddivise per tipologia di tassazione. Con il
modello regression trunk si ottiene una ripartizione dei Paesi, in base alla compara-
zione delle proprie voci di tassazione e delle loro caratteristiche socio-economiche.
I risultati mostrano la distribuzione di probabilità in ogni nodo terminale per cias-
cuna voce di entrata, gli effetti principali e le interazioni più significative tra le
variabili considerate.
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1 Introduction

Public finance is a branch of economics, and its goal is to study the government’s
role in the economic system (Gruber, 2005). One of the public authorities’ goals is to
find the right balance between government revenues and government expenditures
to achieve desirable effects and avoid undesirable ones (Jain, 1974).

Tax revenues and government expenditures represent two components that influ-
ence each state’s GDP directly or indirectly. However, it is not always clear how
they interact between each other and in what direction they affect the economic
wealth. Several types of research are based on the study of the causal relationship
between taxation and public spending. Manage and Marlow (1986) showed that
taxation causes expenditure at the state level of government, but that such causation
becomes bidirectional in the short run. In contrast, Anderson et al. (1986) concluded
that government expenditures Granger-cause government taxes. Several methodolo-
gies have been used in this context, including the vector autoregression model (Von
Furstenberg, Green & Jeong 1986) and the conventional Granger-causality (Ram,
1988).

Our work presents an application that differs from those made previously. Specif-
ically, the purpose of the analysis is to study the relationship between taxation, pub-
lic spending, and other socio-economic components for a sample of countries world-
wide. Unlike the works cited, we decided to separate government revenues based on
tax categories and then order them according to their size. By doing this, it is pos-
sible to apply the Bradley-Terry for matched pairs model (Bradley & Terry, 1952),
using the extended version with subject-specific covariates (Dittrich, Hatzinger &
Katzenbeisser 1998). Finally, the regression trunk model is applied to search for the
interactions between variables that most affect the comparisons between taxation
items. The result is a small regression tree that partitions the data set and provides
useful information about the main effects, the interaction effects, and the tax order-
ing in each terminal node.

Section 2 presents the methodology adopted with references to the log-linear
Bradley-terry model with subject-specific covariates and the regression trunk model.
The application on countries’ tax revenues produces the results shown in Section 3.
Lastly, Section 4 presents a short discussion about the achievable results with this
approach.

2 Methodology

For a representative sample of M = 100 countries, the relationship between public
revenues and government expenditures is analyzed. According to the OECD classi-
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fication, we diversify revenues by N = 4 types of taxation (taxes on income, social
security contributions, taxes on property, and taxes on goods). We applied the same
procedure to the government expanses, also classified by type according to the CO-
FOG classification (OECD data, 2018). A high number of socio-economic variables
P are also considered, such as the GDP growth rate, unemployment rate, level of
imports, etc. All variables refer to the year 2018, which is the last year for sufficient
financial data we needed (World Bank data). They are scaled and expressed in terms
of GDP to control the country’s economic size.

Subsequently, we ranked the tax items by size to allow the Bradley-Terry model
application with subject-specific covariates (Dittrich et al., 1998). This model be-
longs to the category of matched pairs models (Agresti, 2007), in which the obser-
vations are constituted by comparisons of pairs of objects, which in our case are
constituted by the N tax revenues categories. For N objects it is possible to compute
n× (n−1)/2 paired comparisons.

Let Πi j denote the probability that government revenues derived by tax category
i are higher than j. The probability that another tax category j is greater than i is
equal to Π ji = 1−Πi j (ties cannot occur in this application). The Bradley-Terry
model has item parameters βi such that (Agresti, 2007)

logit(Πi j) = log
(

Πi j

Π ji

)
= βi −β j. (1)

Since taxation systems are different between M countries belonging to different
regions, we have considered continuous social-economic variables, called subject-
specific covariates. The basic Bradley-Terry model is a logistic model, and it can
be expressed in a log-linear form (Fienberg & Larntz 1976; Sinclair, 1982), where
the number of times in which i is greater than j follows a Poisson distribution. The
log-linear Bradley-terry model is expressed as

ln(e(yi j;m)) = µi j;m + yi j;m(λi;m −λ j;m), (2)

where e(yi j;m) is the expected number of comparisons in which i is greater than
j for the observation m. Then, yi j;m ∈ {−1,1} indicates whether for country m tax
category i is more profitable than j (yi j,m = 1) or not (yi j,m =−1).

The parameter λi;m can be expressed through a linear relation

λi,m = λi +
P

∑
p=1

βipxp;m, (3)

where, xp;m is the pth country-specific covariate (p = 1...P) associated with the
country m. The parameters βip express the main effects of the P covariates on the
tax category i. Then, λi is the intercept that indicates the location of the tax cate-
gory i in the overall ordering scale. This parameter is obtained through the equation
λi =

1
2 log(πi), where πi is the probability of the tax revenue category i being higher

than the other categories.
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The combination of the Bradley-Terry model with a regression tree allows creat-
ing a partition of the observations based on the comparisons and the subject-specific
characteristics themselves.

Here, we apply the regression trunk model, which combines a multiple regression
model and a regression tree (Dusselsorp & Meulman 2004). It solves the problem
associated with additive models, whose interpretation is tricky when there are sig-
nificant interactions between covariates. Furthermore, it reduces the difficulty asso-
ciated with tree-based models, which capture linear effects between variables. One
of the regression trunk strengths is that it does not require a priori knowledge about
interaction effects. In its generic form, the final model is expressed as follows

Ŷ = β̂0 +
P

∑
p=1

β̂pXp +
T−1

∑
t=1

β̂P+t I{(X1, ...,XP) ∈ t}, (4)

where T is the total number of terminal nodes and T −1 the number of indicator
variables I. The excluded region acts as a reference group, whose estimated intercept
is β̂0. For the node t the estimated intercept is β̂0 + β̂P+t . The first piece of the
equation estimates the linear part of the model consisting of the main effects. The
second piece indicates the interactions obtained with the partitioning process.

The tree is constructed by fitting logistic regressions and combining regression
models with main effects with a low number of higher-order interaction effects. The
split criterion used is based on reducing the deviance between one model and the
next one. The final pruning is carried out by applying the V-fold cross-validation for
each step of the tree construction. The method used here follows the CART proce-
dure (Breiman & Friedman 1984) and the STIMA algorithm (Dusselsorp, Conver-
sano & Van Os, 2010; Conversano & Dusseldorp, 2017).

3 Results

The combination of the extended Bradley-Terry model with the regression trunk
model generates a tree that represents a compromise between the interpretability of
the results (few interaction effects) and countries’ distribution efficiency based on
the relative ordering of the N tax revenue categories. Once the entire tree has been
built, it is pruned to avoid overfitting problems so that the final regression trunk can
be represented as in Figure 1.

In the root node and each terminal nodes T 1, ...T 4 are shown the number of
countries, the consensus rankings C calculated with the minimization of the dis-
tance between rankings inside the terminal nodes, and the correlation coefficients τ
within the terminal nodes. These indices are mainly used for the analysis of pref-
erence data with distance-based methods (D’Ambrosio & Heiser, 2016). Here, they
are shown for the sake of completeness. It can be seen that the first split variable is
represented by the environmental performance index EPI. This index has been used
as a proxy for countries’ environmental spending, and the fact that it is chosen as the
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4 Discussion

The final model allows us to find the main interaction effects and the probability
distribution about the government tax revenues’ ordering for each node generated
by the pruned tree. For each terminal node, the model returns different coefficients
for both main effects and interaction effects. In this way, the relationship between
taxation and public spending emerges, and the relationship between the revenue
systems and the numerous socio-economic covariates is considered.

The final result (so-called regression trunk) offers a good starting point for im-
plementing public policies that consider the effects of socio-economic variables on
the size of their tax revenues.
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An analysis of the dynamics of the
competitiveness for some European Countries
Un’analisi delle dinamiche della competitività a livello
europeo

Andrea Marletta, Mauro Mussini and Mariangela Zenga

Abstract In 2019, the European Union registered its seventh consecutive year of
economic growth, but significant differences among the European Union countries
are still present. In this context, competitiveness is an important element of human-
centric and sustainable economic progress. Focusing on this concept, this study pro-
poses an approach to track the dynamics of competitive growth in a set of member
countries. After selecting some economic indicators for a 6-years period from 2014
to 2019, a time trajectory showing the dynamics of innovation and digitalization
for each country has been plotted. This graphical analysis allows to extract some
evidences about different paths to competitiveness within the European Union.
Abstract L’Unione Europea ha registrato nel 2019 una crescita economica per il
settimo anno consecutivo, ma nonostante ciò, notevoli differenze sono ancora pre-
senti al suo interno. Possibili motivazioni di queste differenze possono essere mis-
urate in termini di competitività. Questo studio propone un approccio utile per
tracciare le dinamiche di una crescita competitiva in un gruppo di paesi mem-
bri dell’Unione Europea. Utilizzando 6 indicatori macroeconomici dal 2014 al
2019, un’analisi delle traiettorie per ogni paese ha mostrato le dinamiche legate
all’innovazione ed alla digitalizzazione. Sulla base di questa analisi grafica, è
stato possibile ricavare alcune evidenze sui differenti percorsi verso la competitività
all’interno dell’Unione Europea.

Key words: Competitiveness, principal component analysis, innovation, time tra-
jectory, digitalization
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1 Introduction

In the EU economies, several common policy actions have been made to improve
economic resilience for the enterprises after the economic crisis, even if significant
regional differences remain. In particular, the territorial competitiveness results an
important element of regional differentiation among EU countries. According to the
World Economic Forum, competitiveness at the national level is the ‘set of institu-
tions, policies and factors that determine the level of productivity of a country’ [12].
In this paper, the attention is posed on a pillar of competitiveness: the innovation.
Theoretical and empirical studies confirm, in fact, that innovation is a key determi-
nant of the competitiveness of enterprises and countries [11, 6, 13]. Undoubtedly,
a very significant factor influencing the realization the innovation activities is the
R&D expenditure from government and business sector [1]. On the other hand, con-
sidering the sectors, ICT plays a key role in enabling innovations in many techno-
logical and economic activities.

The aim of the paper is to provide an overview of the dynamics of the com-
petitiveness for some EU countries, limiting to two dimensions of the innovation:
Research & Development and digitalization.

The paper is structured as follows: the second section presents the method to
analyse three-way data, the third section describes the data and the results for 10
EU countries observed for 6 years. The section four concludes the paper.

2 Methods

In this study, a set of variables for a subgroup of EU countries is observed over the
2014-2019 period. These data form a multivariate time array X [8, 4], the structure
of which is

X ≡
{

xi jt : i = 1, . . . , I; j = 1, . . . ,J; t = 1, . . . ,T
}

(1)

where i is a generic unit (i.e. a country), j is one of the observed variables and t
is a year within the 2014-2019 period. Such three-way data can be re-arranged to
obtain the so-called multivariate time trajectories [2, 3, 4], displaying the path of
each country over the years on a J-dimensional space.

The re-arrangement of the multivariate time array X takes place in two steps. The
observed values for all countries in a given year t are selected from the multivariate
time array X, obtaining an I × J matrix which is called “slice” [8, 4].

Once a slice has been created for each year t (with t = 1, . . . ,T ), the slices are
stacked one on the top of the other until the matrix X̃ with I ·T rows and J columns
is achieved. The generic row of X̃, denoted by xit , contains the observed values for
country i in year t:

xit ≡ xi1t , . . . ,xiJt . (2)
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When a single country i is considered, the matrix displaying the time trajectory
of country i is obtained by selecting the J-dimensional vectors xit , with t = 1, . . . ,T ,
from X̃ [5]:

X̃i ≡ {xit : t = 1, . . . ,T} . (3)

When PCA is applied to X̃ and only the first two PCs are held, we obtain a two-
dimensional plane [7, 9, 10] in which the time trajectory of each unit is depicted
in the space spanned by the first two PCs. The advantage of such an approach is
that the time trajectory of a country can be displayed by connecting its PC scores,
calculated for each year in the period considered, in a Cartesian plane.

3 An analysis of dynamics in competitiveness at EU level

Data are from Eurostat database, which provides high quality statistics and data on
Europe. Eurostat produces European statistics in partnership with National Statisti-
cal Institutes and other national authorities in the EU Member States.

Data refers to six indicators for ten European countries from 2014 to 2019. Final
dimension of the dataset is composed by 10 countries × 6 years equal to 60 rows ×
6 columns representing variables.

In particular, the considered indicators are:

• Business Expenditure in R&D (BERD);
• Government Budget Appropriations or Outlays on R&D (GBAORD);
• Enterprises that provided training for ICT skills (ICTTRA);
• Enterprises that recruited ICT specialists (ICTREC);
• Employment in high- and medium-high technology (HIGEMP);
• Employed persons with ICT education by tertiary education (ICTEDU).

The BERD indicator involves data about R&D expenditure and R&D person-
nel broken down by the following institutional sectors: business enterprise (BES);
government (GOV); higher education (HES); private non-profit (PNP); Total of all
sectors. The R&D expenditure is further broken down by source of funds; type
of costs; economic activity (NACE Rev.2); size class; type of R&D; fields of re-
search and development; socio-economic objectives and by regions (NUTS 2 level).
The GBAORD indicator is concerning Government Budget Allocations for R&D.
GBAORD data are measuring government support to research and development ac-
tivities, and thereby provide information about the priority Governments give to
different public R&D funding activities. BERD and GBAORD data are available in
Euro per inhabitant. The ICTTRA variable is the percentage of the enterprises that
provided training to develop/upgrade ICT skills of their personnel. Data are consid-
ered for all enterprises, without financial sector (10 persons employed or more).

The ICTREC is computed as enterprise recruited/tried to recruit personnel for
jobs requiring ICT specialist skills, the unit of measure is the percentage of enter-
prises considering all enterprises, without financial sector (10 persons employed or
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more). The HIGEMP variable is represented by employment in high- and medium-
high technology manufacturing sectors expressed in percentage of total employ-
ment. The ICTEDU indicator refers to employed persons with ICT education by
educational attainment level, in particular, it is expressed as the percentage of em-
ployed with tertiary education (levels 5-8) over the total.

The selected countries for this study are: France and Germany belonging to the
group of Central-Western Europe countries, United Kingdom and Ireland for the
Anglo-Saxon area, Portugal, Italy, Greece and Spain of the Mediterranean area and
Polonia and Romania for the East Europe.

Following the procedure in the previous section, a PCA has been computed on
the 6 indicators obtaining 2 factors explaining 80% of the total variance. The rotated
components matrix has been presented in Table 1.

Variables PC1 PC2

BERD 0.886 0.401
GBAORD 0.879 0.383
ICTTRA 0.571 0.672
ICTREC 0.238 0.906
HIGEMP 0.832 -0.354
ICTEDU -0.033 0.701

Table 1: Rotated components matrix for PCA

The two components are strictly related to two sub-groups of indicators: the first
component is identified by BERD, GBAORD and HIGEMP and it is named "Re-
search & Innovation", while the second one is correlated with ICTTRA, ICTREC
and ICTEDU and is named "Digitalization". Beyond the coordinates of the vari-
ables, the trajectories for two countries, Germany and Greece are represented in
Figure 1.

These two countries have been chosen to underline the difference in positioning
for the two trajectories in the graph. The trajectory for Germany is positioned in the
first quadrant of the graph, this means that Germany is a country with a high level
of Research & Innovation and Digitalization. On the other hand, Greece is placed
on the left side of the plot, denoting low levels of Research & Innovation, the level
of digitalization is growing until a level close to the German one.
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Fig. 1: Variables on cartesian plane and trajectories for Germany and Greece from 2014 to 2019

The representation of the trajectories on the cartesian plane allows to classify the
countries on the basis of the quadrant occupied in the graph. For example, Germany
with high level of Research & Innovation and Digitalization could be considered
as a country with a high level of competitiveness. Moreover, Germany presents a
quite stationary dynamic in the study because of the starting values of the consid-
ered indicators. On the other hand, Greece could be named as a country with low
competitiveness because the trajectory is placed on the third quadrant for 4 years.
Since the point for 2019 is positioned in the second quadrant, the competitiveness
of Greece is growing thanks to indicators in digitalization. Figure 1 evidences an
acceleration of innovation dynamic both for Germany and Greece in the last two
years because of raising values for ICTEDU.

4 Conclusions

Reducing regional inequalities within the EU is a priority for the EU policy makers.
The task of monitoring the convergence process among regional economies needs a
comprehensive analysis of the dynamics in various areas related to inequality, such
as per capita income, healthcare, education and job opportunities. In this scenario,
disparities in competitiveness are among the main sources of inequality among the
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EU member countries. Two pillars of competitiveness are innovation and the spread
of digital skills, which are key drivers to create new job opportunities and to increase
employability. This paper examines the convergence process in innovation and digi-
talization for a set of EU member countries by using time trajectories describing the
paths of such countries over the 2014-2019 period.

There is evidence that the richest countries (e.g. Germany) perform better in in-
novation and digitalization than the poorest ones, even though some of them (e.g.
Greece) show a path of improvement which may suggest the tendency to catch up
with the most competitive countries. Future works could concern about the use of
other dimension-reduction techniques as Dynamic Factorial Analysis to measure
differences in competitiveness for European countries.
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Data integration: a Statistical view
Integrazione di dati: uno sguardo statistico

Pier Luigi Conti

Abstract Data integration is a corpus of techniques aiming at gathering and com-
bining together data from different sources. A short review of the main statistical
problems arising from the use of data obtained from integration procedure is given.
Abstract Il termine “integrazione di dati” indica un insieme di tecniche utilizzate
per combinare dati provenienti da fonti diverse. Nella presente comunicazione viene
data una breve discussione di alcuni problemi legati all’analisi statistica di dati
ottenuti con tecniche di integrazione.

Key words: Data integration, Statistical matching, Record linkage

1 Introduction

In the last twenty years, we have seen a rapid growth of different types of data
sources (Official Statistics survey data, administrative data, experimental data, ob-
servational data, data from sensor, transactions data, etc.) used in different contexts
(scientific, economics, commerce, official statistics, etc.). Nowadays, data are col-
lected, at different levels, by different organizations and for different purposes. In
many cases, they are in the public domain, or easily available on request. This is a
part of the Big Data Revolution, that has opened new opportunities for researchers
to access data potentially useful to investigate relationships among variables.

A major consequence is a significant diversification of primary data sources. This
has determined a change of the traditional paradigm of a unique main source of data
coming from an ad hoc statistical data collection process. Within this paradigm,
two key points are represented by the design of a good data acquisition process
(well designed experimental study, well designed sampling plan, etc.), and by good

Pier Luigi Conti
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statistical methods to analyze collected data. Although very important even now,
this traditional paradigm has its limitation. In the first place, cost: ad hoc statistical
studies are expensive, so that is it natural to resort, when possible, to inexpensive
data sources. In the second place, time for data collection is dramatically reduced
by taking data from already existing databases. In the third place, in several impor-
tant sample surveys increasing rates of nonresponse and refusal to participate are a
common problem.

Combining data from different sources, i.e. data integration, is becoming more
and more important either to construct new databases broadening the domain of
application of single databases combined together, or to make statistical inference.

The paradigm based on data integration is very promising, because of its po-
tential advantages for scientific investigations. As a consequence, there is now an
increasing interest for data to be collected via integration.

A frequent feature of data coming from different sources is that common vari-
ables could be observed on sample units selected with different, possibly unknown,
sampling designs, and by using different measurement methodologies, that could
imply, in their turn, different levels of precision.

Roughly speaking, in case of data collected from a single source, methods for
assessing uncertainty due to sampling variability are rather well known, as well as
methods for dealing with additional sources of errors and uncertainty, such as non-
responses, measurement errors, frame imperfections, etc..

The framework is more intricate in case of data from multiple sources combined
together, because new potential sources of errors arise. They are essentially related
to a basic question: “May we consider combined data as observations from the pop-
ulation they are supposed to represent?” As remarked in [13], this is a problem of
inference under entity ambiguity. More concretely, with integrated data we have
sample observations that do not necessarily correspond to actual population units.
Such an “entity ambiguity” essentially corresponds to a source of additional uncer-
tainty characterizing datasets obtained by integrating data from multiple sources.

In response to this new paradigm, the development of a framework for “analysis
of integrated data” is necessary. As above remarked, in addition to the sampling and
nonsampling “traditional” errors, we have to consider specific errors for integrated
data, depending on the integration process. As a matter of fact, it is generally wrong
to deal with integrated data as they were “fresh”, single-source data, and to use
standard methods for statistical analysis. The development and the use of inferential
methods that take into account how data are combined is therefore necessary.

In general, the problems to be faced with data integration are essentially two.

- Development of methodologies for data integration allowing for a safe assess-
ment of different sources of errors.

- Use of data already obtained by some integration process, as in secondary anal-
ysis. In this case, focus is in modeling errors and analyzing their impact on sta-
tistical inference.

In the sequel, we will mainly concentrate on two important problems of data
integration, namely statistical matching and record linkage [6].
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2 Statistical Matching

Consider a population composed by N units, on which three variables X, Y, Z are
defined. Let A, B two independent samples of size nA, nB, respectively, drawn from
the population according to possibly different sampling designs. In sample A, only
variates X and Y are observed, and in sample B only variates X and Z are observed.
Hence X is the set of variates common to the two samples, whilst Y, Z are the
variates specific of sample A, B, respectively.

Since the probability of selecting the same unit in the two samples is usually
negligible, we may assume that A, B have no common units. No joint observation of
X, Y, Z is available, since Z is missing in sample A, and Y is missing in sample B.

The goal of statistical matching is twofold. (i) At a macro level, statistical match-
ing aims at estimating the joint distribution of (X, Y, Z), or at least parameters re-
lated to such a distribution. (ii) At a micro level, statistical matching aims at con-
structing, for the nA + nB sample units, a unique, synthetic database containing X,
Y, Z values.

The macro and micro approaches to statistical matching are formally different but
equivalent [14]. On one hand, once an estimate of the joint distribution of (X, Y, Z)
is obtained via observed data, it can be used to impute missing z-values in sample A
and missing y-values in sample B. On the other hand, once sample A is completed
with z-values and sample B is completed with y-values, the resulting nA +nB triples
of (x, y, z)-values can be used to estimate the joint distribution of (X, Y, Z).

Unless special assumptions are made, the statistical model for the joint distribu-
tion of (X, Y, Z) is not identifiable; cfr. [2], [3]. The most important assumption en-
suring identifiability is the Conditional Independence Assumption (CIA): Y⊥⊥Z|X,
where ⊥⊥ denotes independence. In this case, apart from considerations on the sam-
pling designs according to which A and B are selected, the statistical matching prob-
lem reduces to statistical inference for missing data [14].

Although of interest, CIA has two main drawbacks. First of all, it is not met in
several important applications. In the second place, it cannot be tested on the basis of
sample data. In empirical research, a common problem is to decide which assump-
tions should be made. Strong assumptions, such as CIA, allow inferences that may
be very powerful but not credible enough. Statistical theory, although essentially
unable to resolve this problem, is useful to clarify its nature.

Statistical matching without CIA is of considerable interest. Matching method-
ologies and related sources of errors are studied in [2] in the case of unidimensional
Y, Z. The consideration of discrete multivariate X, Y, Z is studied in [5]. In this
field, Bayesian Networks (BNs) provide a fundamental tool to model the depen-
dence structure of (X, Y, Z), as well as to study error components due to matching.

In the sequel, a short account of the sources of error for statistical matching is
given. The starting point is that when CIA does not longer hold the statistical model
for (Y, Z)|X is not identifiable. Instead of a single distribution for (Y, Z, X), the
data collection process is only able to identify a class HX,Y,Z of distributions,
namely those that are compatible with the marginal distributions of (Y, X) and
(Z, X) (that are identifiable, of course). Even if the marginal distributions of (Y, X)
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and (Z, X) were known, on the basis of the data collection process we could only
say that the joint distribution of (Y, Z, X) lies in HX,Y,Z.

Since the marginal distributions of Y|X and Z|X are identifiable, they can be con-
sistently estimated on the basis of sample data. Let ĤX,Y,Z be defined as HX,Y,Z,
but with marginal distributions estimated on the basis of sample data. Each proba-
bility distribution in ĤX,Y,Z is a matching distribution for X, Y, Z. The statistical
matching problem consists in choosing a matching distribution in ĤX,Y,Z. A match-
ing procedure is a rule to choose a distribution in the class ĤX,Y,Z.

Let H∗
X,Y,Z be the “true” joint distribution of (X, Y, Z), and let ĤX,Y,Z be es-

timated on the basis of sample data. The total matching error is essentially a di-
vergence measure between of ĤX,Y,Z from H∗

X,Y,Z, d(ĤX,Y,Z, H∗
X,Y,Z), say. This

quantity plays a role similar to MSE in classical estimation theory, but with an im-
portant difference: due to unidentifiability, H∗

X,Y,Z cannot be consistently estimated.
In many cases of interest, ĤX,Y,Z is actually a consistent estimator of some H̃X,Y,Z,
and the total matching error can be decomposed as

d(ĤX,Y,Z, H∗
X,Y,Z) = d(ĤX,Y,Z, H̃X,Y,Z)+d(H̃X,Y,Z, H∗

X,Y,Z). (1)

As the sizes of samples A, B increase, d(ĤX,Y,Z, H̃X,Y,Z) tends to zero, whilst
d(H̃X,Y,Z, H∗

X,Y,Z) does not, as a consequence of unidentifiability. Of course, it can-
not be consistently estimated on the basis of sample data. A fruitful idea consists in
studying estimable upper bounds. This approach is pursued in [2], [5].

The matching error (1) can be interpreted as a measure of the quality of statistical
matching: the smaller d(ĤX,Y,Z, H∗

X,Y,Z), the better the results of matching. A cru-
cial role is played by the class HX,Y,Z. Intuitively speaking, the smaller HX,Y,Z, the
smaller the matching error due to lack of identification. Hence, a special attention
must be paid in constructing the class ĤX,Y,Z. As a general principle, extra-sample
information should be used to establish reasonable constraints on the dependence
structure of (Y, Z)|X. Different approaches to make it concrete this general prin-
ciple, and related applications, are given in [2], [4] and, in a multivariate BNs per-
spective, in [5]. In a slightly different but related perspective, in Statistical Matching
the distribution of (X, Y, Z) is only partially specified, and the class HX,Y,Z plays
a role similar to that of the identification region in [12].

3 Record Linkage

In record linkage [10], the aim is to identify and link together the records (with as-
sociated observations) in different files corresponding to the same statistical unit. In
each data-file, records are usually identified via key variables, containing common
identifying information. The “lucky case” of a unique identifier that allows for exact
matching hardly ever occurs in practice.
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In several cases of practical relevance, the key variables identifying records could
not coincide, for different reasons. (i) Records could have no unique, known and
accurate ID, or key variables could contain errors, or some of them could be miss-
ing. (ii) There could be differences in data captured and maintained by different
databases. For instance, age vs. date of birth. (iii) Data could sometimes regularly
change over time (database dynamics).

Two distinct approaches to record linkage are considered in the literature. On
one hand, deterministic record linkage methods involve exact one-to-one charac-
ter matching of the key variables. On the other hand, probabilistic record linkage
methods involve the calculation of linkage weights estimated on the basis of like-
lihood ratios given all the observed agreements/disagreements of the values of the
key variables. Probabilistic linkage methods can lead to better results than simple
deterministic linkage.

Linkage errors are generally unavoidable. There are basically two kinds of errors.

1. False match: two (or more) records are matched, i.e. are referred to the same
entity (unit), although they are not.

2. False unmatch: two (or more) records are not matched, i.e. are referred to differ-
ent entities (units), although they are.

As it appears from the pioneering paper [7] by Fellegi and Sunter, the problem
of linking two records is essentially a decision problem. One has to decide, on the
basis of an appropriate statistical procedure, whether two records are: (i) Match
(same unit); (ii) Unmatch (different units); (iii) Uncertain match (unable to decide
- possible match). Uncertain matches are reviewed in the post-linkage phase, where
manual / clerical review of unlinked records is performed.

The Fellegi-Sunter procedure is essentially based on an extension of the Neyman-
Pearson Lemma, and consists in minimizing the uncertain match probability for
fixed for fixed probabilities of false match and false unmatch.

To be used in practice, the Fellegi-Sunter procedure requires a preliminary esti-
mation of the probability distributions of results comparisons of key variables under
match and unmatch. This is a difficult problem with missing data, because for each
pair of records only values of the key variables are observed, but we do not know
whether they correspond to match or unmatch. An approach based on the method of
moments is proposed in [7]; Maximum Likelihood estimators for incomplete data,
based on the EM algorithm, are developed in [11].

The presence of (possible) errors in record linkage has a serious effect on statis-
tical analysis of linked data. The impact of linkage error, in general, depends on the
structure of the data, the distribution of linkage errors, and also on the analysis to
be carried out. In some cases (for instance, fraud detection) it is of high importance
to capture all matches. In other studies, for instance in the analysis of linked health
care records [9], it is important that linked records are true matches, whilst false un-
matches are less important. Hence, the impact of linkage error is purpose-dependent,
and ideally linkage criteria should be purpose-dependent, as well. A study of bias
due to linkage errors from the viewpoint of bio-medical studies is in Ch. 4 of [8].
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In a more theoretical perspective, the presence of possible linkage errors is of
particular relevance in studying the dependence among variables. A widely studied
case is that of regression analysis, where the relationship between a response vari-
able and a set of explanatory variables is explored by fitting a regression model to
linked data. The implicit assumption is that the linked data-set is made of correctly
matched records. In the presence of (possible) linkage errors, some of the records in
the linked data-set will correspond to distinct units erroneously linked together. The
typical effect is that the relationships between the study variable and the explana-
tory variables are weakened. Two options are available in this case. On one hand,
attempts have bee made to reduce the probability of incorrect linkage, starting from
the fundamental paper [7]. On the other hand, attempts have been made to model
the bias due to incorrect linkage and then develop methods for correcting it. This
approach is particularly interesting in case of secondary analyses, i.e. when statis-
tical analysis is performed on already linked data-sets, with no real control on the
linkage process; cfr. Ch. 5 in [8] and references therein.
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Exploring patients’ profile from COVID-19 case
series data: beyond standard statistical
approaches
Studio dei profili dei pazienti con COVID-19: oltre i
modelli statistici standard

Chiara Brombin, Federica Cugnata, Pietro E. Cippà, Alessandro Ceschi, Paolo
Ferrari and Clelia di Serio

Abstract The statistical analysis of COVID-19 data is challenging. Data have been
collected in emergency conditions, without a predefined study design, thus resulting
highly heterogeneous and potentially affected by multiple sources of bias. Here we
analyse a comprehensive high-quality COVID-19 dataset using different data-driven
statistical techniques to disentangle effects of collected variables and gain a better
insight into the role of comorbidities and medications in affecting final outcomes.
Abstract L’analisi statistica dei dati sul COVID-19 è complessa. I dati sono stati
raccolti in condizioni di emergenza, senza un disegno di studio predefinito, risul-
tando cosı̀ molto eterogenei e potenzialmente inficiati da molteplici fonti di bias. In
questo lavoro analizziamo un set di dati sul COVID-19, completo e di alta qualità,
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utilizzando diverse tecniche statistiche, tutte in ottica data-driven, per districare gli
effetti delle variabili raccolte e comprendere meglio il ruolo delle comorbidità e dei
farmaci sull’esito finale della malattia.

Key words: Data-driven approaches, Classification and Regression Trees, Bayesian
Networks

1 Introduction

Difficulties arising in the statistical analysis of COVID-19 data have been empha-
sized in the recent literature [2, 9] and have been mainly linked to the collection of
the data in an emergency situation, without a planned study design. Standard statisti-
cal approaches may fail in capturing complex interrelationship among variables and
collinearity issues emerge and are difficult to control and manage. Data-mining and
data-driven approaches turn to be effective and powerful tools to identify risk factors
associated with the outcome of interest and to unravel complex dependence struc-
ture among data. In particular we will focus on Classification and Regression Trees
(CART) analysis and Bayesian Network (BN) approach to analyze a COVID-19
case-series dataset controlled for high quality standards, aimed at exploring relation-
ships among demographic characteristics, comorbidities, treatment administration,
and the final outcome.

2 Sample description

A sample of 399 hospitalized patients, admitted by Ente Ospedaliero Cantonale
hospital between March 1-May 1 2020, diagnosed with COVID-19 and with com-
plete data records has been considered for the analysis. The study was approved
by the Ethical Committee of the Canton of Ticino, Switzerland. Demographic and
anthropometric characteristics along with the presence of comorbid conditions and
signs/symptoms of COVID-19 were recorded at admission time. Clinical and lab-
oratory parameters have been regularly monitored every 48h during hospitalization
along with the drug prescription (which was determined on clinical basis and not
affected by participation in the study). Data have been electronically gathered and
stored. The median age was 73 years (IQR [60.50, 81.00]) ranging from 22 to 96
years; 250 (62.7%) were male. 319 patients (80%) were discharged and 80 patients
(20%) died. 69 patients (17.3%) in total were admitted to the intensive care unit
(ICU).
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3 Statistical methods

Multiple approaches have been implemented to identify from one side prognostic
factors (among demographic/clinical characteristic and therapeutic/pharmacological
treatments) that best discriminate among patients with different outcomes (death or
hospital discharge) and from the other to explore data dependence structure thus un-
covering complex interrelationship among collected variables. The underlying idea
is to integrate results obtained from different statistical techniques to disentangle
effects of demographic/clinical characteristic, the impact of comorbidities and med-
ications for a better undestanding and management of COVID-19. Along with a
standard logistic regression approach, CART analysis has been performed and BNs
have been estimated. The key advantage of CART approach lies in its nonparamet-
ric nature and in its flexibility in handling mixed types of variables (continuous
and/or categorical) requiring less stringent assumptions than standard modelling
procedures and being based on a data-driven logic. Actually CART implements a
binary recursive partitioning where parent nodes are always split into exactly two
child nodes and the process is recursively repeated by treating each child node as a
parent [1]. Variables and corresponding cut-off values that best differentiate obser-
vations with different outcome variable are automatically selected by the procedure.
The underlying criterion used in CART is the GINI rule.
BNs implement a directed acyclic graph, defined by a set of nodes, representing
random variables, and a set of arcs, implying direct dependencies among the vari-
ables. BNs allow for an effective representation and computation of a joint proba-
bility distribution over a set of random variables [7]. Actually, they represent pow-
erful tools for examining data dependence structure, to uncover unknown and un-
expected patterns and revealing possible confounding effects. Blacklists, i.e., di-
rections, arcs, which are not allowed in the network, may be specified. All the
analyses were performed using R statistical software (version 3.5.2, https://cran.r-
project.org/index.html). The R package rpart was used to implement the classi-
fication tree analysis. The R packages bnlearn [8] and gRain [5] were used to
learn the network and perform the inference required to calculate the conditional
probabilities. The algorithm chosen for obtaining the BNs was the Hill-Climbing
algorithm with AIC score functions. The significance level was set at 0.05.

4 Results

Based on the univariate logistic regression analysis, age, the presence of cancer, or
diabetes or cardiovascular disease, having pneumonia, the use of nonsteroidal anti-
inflammatory drugs (NSAIDs) and antibiotics were associated with an increasing
risk of non-surviving from COVID-19. Moreover, it emerged that lower estimated
glomerular filtration rate (GFR), the use of renin-angiotensin-aldosterone system
inhibitors (RAASi) , and having fever were associated with a reduction of the risk of
non-surviving from COVID-19 (see Table 1). In this context, estimating a multiple
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regression model is meaningless since collinearity arises when jointly considering
clinical symptoms, comorbidities and treatments. For this reason alternative data-
driven approaches were applied. From the CART analysis (Figure 1), non-survivors
had low GFR (< 50 mL/min/1.73 m2), did not use RAASi and statins, have no
fever or had low GFR (< 50 mL/min/1.73 m2), did not use RAASi and statins,
have fever and were overweighted (with a Body Mass Index, BMI, of at least 23).
Moreover, patients with the worst outcome were also those with a high GFR (≥ 50
mL/min/1.73 m2), older (≥ 77 years old), were not treated with RAASi, have fever
and cardiovascular diseases. Although derived within a survival tree framework, in
a previous work by Cippà et al. [2], GFR, BMI, Age and RAASi have emerged as
best splitting variables, also with quite similar cut-off values. In the recent literature,
the effect of fever at admission on COVID-19 mortality seems controversial and it
has often attributed to disease stage [3, 4]. Controversy might be also attributed
to the lack of a unique definition of fever cut-off. Hence, findings obtained from
the CART analysis should be further investigated. Bayesian networks (BNs, Figure
2) analysis confirmed a direct link of GFR and RAAS blockers and NSAIDs with
the final outcome while RAASi, gender, use of antibiotics and pneumonia showed a
direct effect on the admission to the intensive care unit (ICU). Hypertension showed
an indirect effect mediated by RAASi on both the final outcome and the admission
to ICU.

5 Discussion

According to an information quality approach [6], the use of different statistical
techniques and the adoption of a data-driven logic, relaxing stringent modelling as-
sumptions, may shed light into complex relationships typical of complex diseases
and phenomena. Data retrieved from second COVID-19 wave will be used to val-
idate present results. Moreover, we will take advantage of a key feature of BN ap-
proach to assess alternative hypothetical scenarios.
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Table 1 Univariate logistic regression model
crude OR(95%CI) raw p-value

Age 1.07 (1.05,1.1) < 0.001
BMI 1.02(0.97,1.06) 0.499
GFR 0.96 (0.95,0.98) < 0.001
Gender: M vs F 1.06 (0.64,1.76) 0.821
Cancer: yes vs no 3.56 (1.9,6.67) < 0.001
Diabetes: yes vs no 1.88 (1.11,3.18) 0.018
Hypertension: yes vs no 1.29 (0.79,2.12) 0.306
Cardiovascular disease: yes vs no 3.84 (2.29,6.43) < 0.001
Chronic lung disease: yes vs no 1.46 (0.81,2.64) 0.207
Diarrhea: yes vs no 0.75 (0.37,1.51) 0.417
Resp diff: yes vs no 0.98 (0.6,1.6) 0.941
Fever: yes vs no 0.55 (0.32,0.96) 0.035
Pneumonia: yes vs no 1.8 (1.09,2.98) 0.021
Cough: yes vs no 0.71 (0.43,1.17) 0.179
RAAS blockers: Yes vs No 0.42 (0.23,0.75) 0.003
Other antihypertensives: Yes vs No 1.39 (0.85,2.28) 0.185
NSAIDs: Yes vs No 3.24 (1.7,6.17) < 0.001
Antidiabetics: Yes vs No 1.69 (0.99,2.87) 0.054
Statins: Yes vs No 0.76 (0.44,1.33) 0.343
Anticoagulants: Yes vs No 0.53 (0.25,1.14) 0.103
Antibiotics: Yes vs No 2.63 (1.55,4.45) < 0.001
Immunosuppressants: Yes vs No 1.59 (0.76,3.35) 0.218
Antiviral agents: Yes vs No 0.79 (0.47,1.35) 0.389
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On the statistics for some pivotal anti-COVID-19
vaccine trials

Mauro Gasparini

Abstract A small but significant part of the world-wide efforts underlying the dis-
covery, production and distribution of anti-COVID-19 vaccines are the statistical
methods informing the pivotal clinical trials leading to the approval of vaccines by
Health Authorities. These methods use some fundamental concepts from Clinical
Statistics and also include some epidemiological tools geared towards the analy-
sis of semi-observational data. They will be exemplified through the comparison of
the statistical sections of the two main studies about BioNTech/Pfizer and Moderna
mRNA-based vaccines.
Abstract Una parte piccola ma significativa degli sforzi che a livello mondiale
soggiaciono alla scoperta, produzione e distribuzione dei vaccini anti-COVID-19
sono i metodi statistici che informano le prove cliniche pivotali per l’approvazione
dei vaccini da parte delle Autorità Sanitarie. Tali metodi usano alcuni concetti fon-
damentali di Statistica Clinica e includono pure alcuni strumenti epidemiologici
fondamentali per l’analisi di dati osservazionali. Verranno esemplificati dal con-
fronto della statistica dei due principali studi sui vaccini di BioNTech/Pfizer e di
Moderna, basati su mRNA.

Key words: Credibility Intervals, Interim Analysis, Clopper-Pearson, BioNTech,
Pfizer, Moderna

1 Introduction

Through the last pandemic year we (the human kind) have experienced grief but
have also witnessed an unprecedented scientific achievement: the discovery, pro-
duction and distribution of new, high-tech, life-saving vaccines in less then a year.
The novel biomedical technologies used by such vaccines and the industrial effort

Mauro Gasparini
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faced to produce them in such a short time is in the headline news and this is not the
right venue to discuss them once more. However, a less known part of this scientific
and techological effort rests on the world-wide system of submission and approval
by Health Authorities of new therapies which centers around clinical trials, and a
core part of any clinical trial is its statistical methodology.

In this talk we will analyze two articles which illustrate the results of the pivotal
trials of two major mRNA-based vaccines, called here for the sake of simplicity
the BioNTech/Pfizer vaccine [2] and the Moderna [1] vaccine. Pivotal trials - of-
ten called Phase III trials - are conducted by the sponsors (BioNTtech/Pfizer and
Moderna in this case) to provide evidence in favor of a new therapy to the Health
Authorities, in order to obtain their market authorization. Health authorities are ei-
ther national, like the US Food and Drug Administration (FDA) or supranational,
like the European Medicines Agency (EMA). Needless to say, the anti-COVID-19
are so-called orphan drugs, since they have no predecessors in preventing this dis-
ease, and as such had been given a special emergency use approval track, without
sacrificing any of the necessary milestones to protect people from unsafe or ineffi-
cacious drugs.

2 The three dimensions of clinical trials

The three dimensions of clinical trials are efficacy (we do want the therapy to fight
the disease), safety (primum non nocere) and individualization (also called person-
alized medicine).

The primary efficacy variable for our vaccines was the number of confirmed
symptomatic COVID-19 cases in the treatment and in the control groups (some
minor differences in the definition of “confirmed symptomatic” between the two
vaccines is of no importance here). Based on these counts, the vaccine treatment
effect was measured in terms of incidence rates, hazard rates and finally vaccine
efficacy (VE), with minor differences between the two protocols in the definition of
VE which will be explored in the next section.

Safety measures center instead on adverse events (AEs), both solicited (i.e. pre-
dicted by the sponsors, since all vaccines cause some types of AEs) or unsolicited,
in case some new unpredicted problems come up. For both efficacy and safety a
variety of secondary endpoints are considered in addition to the primary efficacy
endpoint.

Individualization include all efforts to tailor therapies to the specific needs of
patients and include the exploration of subpopulation of patients which may differ-
entially benefit or risk (subgroup analysis) as well as the study of covariates (e.g.
genetic biomarkers) which may be prognostic or predictive of a differential effi-
cacy or safety. For our vaccines, similar analyses to efficacy and safety have been
conducted for some subgroups identified by BioNTech/Pfizer and Moderna based
mainly on demography or comorbidity.
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As usual, the not-vaccinated participants have received a sham vaccine which can
not be distinguished from the vaccine neither by patients nor by medical personnel
who observe the results. This is observer-blind randomization, an essential feature
which, by avoiding biases, allows for statistical and causal modeling described in
the next sections.

3 A comparison between Pfizer/BioNTech and Moderna

The main features and results of the two protocols are summarized in Table 1. The

Table 1 Main features and results of the two trials compared.

Feature BioNTech/Pfizer Moderna

Period from 27 July 2020
to 14 November 2020

from 27 July 2020
to 25 November 2020

Randomized 1:1 43548 30420

Cases in active group 8 11

Cases in control group 162 185

Estimated VE (interval) 95.0 (90.3,97.6) 94.1 (89.3,96.8)

Definition of VE % incidence rate reduction % hazard rate reduction

Type of intervals Bayesian Frequentist

scenario in which vaccine trials take place makes them closer to Epidemiology than
the rest of Clinical Statistics. Randomized participants are volunteers in different
health and social situations, possibly with some comorbidities (the main ones are
monitored in the clinical trials and they possibly identify subgroups). Volunteers
keep on living their ’normal’ lives during the clinical trial, with just a slightly higher
level of monitoring for solicited or unsolicited adverse events. Their process of ex-
posure, infection and recovery from the disease is therefore entangled with the pro-
cess for the general population.

Now, modeling with precision the epidemic dynamics is a very challenging task,
as shown by the abundance of literature and models proposed and their generaliza-
tions, starting from the basic SIR model to a variety of SEIR, SIRD, delayed SIR
etc.., both in the deterministic and in the stochastic versions. But when it comes
to modeling the effect of a double blindly administered vaccine on top of it all, in
the Pfizer-BioNTech approach the overall model is simplified to two overlapping
homogeneous Poisson processes describing the infection processes: one for vacci-
nated participants - with intensity λV - and an independent one for the not vacci-
nated participants - with intensity λC. The time dimension of the Poisson processes
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is called surveillance time and it is measured in person-years of follow-up. It is the
sum of all the durations participants have been observed in the clinical trial from
7 (BioNTech/Pfizer) or 14 (Moderna) days after the second dose up until the first
of the following four endpoints happen: onset of disease, death, loss to follow up
or end of study. Only onsets of disease (possibly followed by death) contributes
to an event in the mentioned Poisson processes. This way, λV and λC are sim-
ple the incidence rates among the vaccinated and the not vaccinated participants,
according to basic Epidemiology (see for example lesson 3 of the online course
https://www.cdc.gov/csels/dsepd/ss1978/lesson3/section2.html).

A common measure of comparison between two infection processes in Epidemi-
ology is the incidence rate ratio IRR= λV/λC; specularly, in the BioNTech/Pfizer
case vaccine efficacy is defined as

VEBP = 1− IRR = 1− λV

λC
(1)

(or its percent equivalent), which can be interpreted as the average fraction of missed
infections (fraction of vaccinated participants who are not infected but would have
been infected if not vaccinated). In order to estimate VE, we can define a likelihood
based on the observed quantities:

• sV = surveillance time of the vaccine group,
• sC = surveillance time of the control group,
• xV + xC = total number of infections,
• xV = total number of infections among vaccinated participants.

If we use standard probability symbolism, the joint density of the corresponding
random variables (indicated in capital letters), which is the dual way of writing the
likelihood, can be expressed as

fSV ,SC(sV ,sC|λV ,λC)× fXV+XC |SV ,SC(xv + xc|sV ,sCλV ,λC)×
fXV |XV+XC ,SV ,SC(xV |xv + xc,sV ,sCλV ,λC) (2)

i.e. as the chain product of the marginal density of SV ,SC (very difficult to de-
rive), times the conditional density of XV +XC (which is Poisson(sV λV + sCλC) by
the properties of overlapping independent Poisson processes), times the conditional
density of XV given xV + xC, which can be easily proved to be binomial:

XV |xv + xc,sV ,sCλV ,λC ∼ Binomial
(

xv + xc,
sV λV

sV λV + sCλC

)
. (3)

Notice that
sV λV

sV λV + sCλC
=

sV (1−VE)
sV (1−VE)+ sC

.

Now, if we assume that the first two lines of Equation (2) do not depend (much) on
VE, we can reduce the likelihood to the binomial likelihood (3). In other words, we
perform a statistical analysis conditional on the observed surveillance times and the
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total number of cases. This is what, according to my reverse engineering of [2], the
BioNTech/Pfizer authors mean by “adjusting for surveillance time”.

To complete the BioNTech/Pfizer analysis, a Bayesian approach is used and a
prior Beta with hyperparameters 0.700102 and 1 is assumed on sV (1−VE)/(sV (1−
VE)+ sC). The second hyperparameter is set to 1 to make the prior only slightly in-
formative, whereas the first parameter is chosen so that, approximately, VE is cen-
tered at 0.3, which is a null value for vaccine efficacy set by the company and agreed
with the Health Authorities. To be precise, since the prior has to be fixed before see-
ing any data, the authors assumed SV = SC, so that the probability of success in the
equation 3 could be written (1-VE)/(2-VE) (an equation mentioned in the protocol).
By imposing VE=0.3, one could have therefore derived an approximate expectation
for the probability of case equal to 0.4117647 and set to 0.7 the firsr hyperparame-
ter (in other words, there was no need to hassle with 6 decimal places in the prior
specification Beta(0.700102,1)). Finally, by standard conjugate Bayesian analysis
the credible interval for VE contained in Table 1 is obtained and the following cri-
terion for final success becomes computable: in order to declare a successful trial,
the posterior probability of vaccine efficacy greater than 0.30 has to be higher than
98.6% (which actually happened in the trial).

By contrast, the definition of VE given in the Moderna protocol is

VEM = 1− hV

hC
(4)

where hV and hC are the hazard rates for time to infection of the vaccinated and of
the not vaccinated group, respectively. That is due to the fact that a stratified Cox
proportional hazard model is used, with group label used as covariate and stratifica-
tion factors coming from randomization. In the case a parametric specification of a
constant baseline hazard (exponentiality) and no stratification, the BioNTech/Pfizer
and Moderna approaches would be equivalent. The authors of [1] state in the Sup-
plementary material that “Analyses based on the exact method conditional on the
total number of cases have also been performed and the results are consistent with
that from the stratified Cox model”. The approach of Moderna to the final analysis
is more traditionally cast into hypothesis testing theory, with the null hypothesis set
at VE=0.3 and the alternative hypothesis at VE=0.6.

Another interesting aspect of both trials is the planning of a few interim anal-
yses, justified by the novelty of the vaccines and the urgency to make fast deci-
sions in front of the pandemic. Setting boundaries for the interim analysis has been
done by Moderna according to the O’Brien-Fleming approach, whereas for BioN-
Tech/PFizer the presence of interim analysis has motivated some adjustments to the
success criteria.

The statistical methods used for safety are simpler: basically, Clopper-Pearson
confidence intervals are used to estimate the percentage of participants with solicited
adverse events, with no adjustment for multiplicity, whereas descriptive statistics
are used for unsolicited adverse events. This is because safety measures are viewed
differently from efficacy, the interest being in alarm signs which could compromise
the use of a new therapy.
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Sample selection from a given dataset to validate
machine learning models
Campionamento da una base di dati assegnata per
validare modelli di apprendimento automatico

Bertrand Iooss

Abstract The selection of a validation basis from a full dataset is often required in
industrial use of supervised machine learning algorithm. This validation basis will
serve to realize an independent evaluation of the machine learning model. To select
this basis, we propose to adopt a “design of experiments” point of view, by using
statistical criteria. We show that the “support points” concept, based on Maximum
Mean Discrepancy criteria, is particularly relevant. An industrial test case from the
company EDF illustrates the practical interest of the methodology.
Abstract La scelta di una base di validazione da una base di dati completa è spesso
richiesta nell’uso industriale di algoritmi di apprendimento automatico supervi-
sionati. La base di validazione è utile per produrre una valutazione indipendente del
modello di apprendimento automatico. Noi proponiamo di adottare, per selezionare
questa base, il punto di vista della “programmazione degli esperimenti” fatta con
criteri statistici. Il concetto di ”punti di supporto” basato sul criterio Maximum
Mean Discrepancy è particolarmente rilevante. Un test fatto in un caso industriale
presso EDF viene illustrato per evidenziare l’interesse della metodologia.

Key words: Supervised learning, Validation, Discrepancy, Space filling design

1 Introduction

With the development of automatic diagnostics based on statistical predictive mod-
els, coming from any supervised machine learning (ML) algorithms, important is-
sues about model validation have been raised. For example in the industrial non-
destructive testing field (e.g. for aeronautic or nuclear industry), generalized auto-
mated inspection (that will allow large gain in terms of efficiency and economy) has

Bertrand Iooss
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2 Bertrand Iooss

to provide high guarantees in terms of performance. In this case, it is necessary to
be able to select a validation data basis that will not be used for the training nor
the selection of the ML model [3, 7]. This validation data basis (also referred as
verification data in the literature) has not to be communicated to the ML developers
because it will serve to realize an independent evaluation of the provided ML model
(applying a cross validation method is then not possible). This validation sample
is typically used to provide prediction residuals (which can be finely analyzed), as
well as average ML model quality measures (as the mean square error in a regression
problem or the misclassification rate in a classification problem).

In this paper, we address the particular question about the way to select a “good”
validation basis from a dataset useful to specify a ML model. We use indifferently
the term “validation” and “test” for the basis (also called sample) because we re-
strict our problem to the distinction between a learning sample (which includes the
ML fitting and selection phases) and a test sample. An important question is the
number and the location of these test points. For the size of the test sample, no gen-
eral theoretical rule can be given while the classical ML handbooks [6, 5] provide
different heuristic rules (as, e.g., 80%/20% between the learning and test samples
and 50%/25%/25% between the learning, model selection and test samples).

In our validation basis selection problem, the dataset already exists so the prob-
lem turns to selecting a certain number of points in a finite collection of points.
For simplicity, our work is limited to a supervised classification problem with two
clusters: a validation sample is extracted in each sub-dataset (corresponding to each
cluster). For the test sample location issue, simple selection algorithms are some-
times insufficient to ensure the representativity of the validation basis, in particular
for small-size and highly unbalanced datasets. Indeed, the simplest and usual prac-
tice to build a test sample is to randomly extract an independent Monte Carlo sample
[6]. If the sample size is small, as for the space-filling design issues [4], it is well
known that the proposed points can be badly localized (test samples too close from
learning points or leaving large input space subdomain unsampled). Therefore, a
supervised selection based on statistical criteria is necessary.

A review of classical methods for solving this issue is given in [1]. For example,
CADEX [8] is a sequential selection algorithm of points inside a database to put
in a validation basis, via inter-points distance computations. From chemometrics,
[2] complements this literature with cluster-based selection methods. Several ideas
have also been recently introduced in order to help interpreting the ML models [10].
It consists in identifying (in the dataset) the so-called prototypes (data instance rep-
resentative of all the data) and criticisms (data instance not well represented by the
set of prototypes). To extract prototypes and criticisms, [10] explains the principle
of a greedy algorithm based on the Maximum Mean Discrepancy (MMD, see [13]).

Our work hybridizes the latter approach with the concepts of support points re-
cently introduced by [9], and which can be used to provide a representative sample
of a desired distribution, or a representative reduction of a big dataset. In Section
2, the support points based algorithm is presented, with a simple application case.
Section 3 illustrates the practical interest of the methodology on an industrial test
case. Section 4 concludes with some perspectives of this work.
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2 Use of support points

In this section, we use the recent work of [9] about a method to compact a con-
tinuous probability distribution F into a set of representative points, called support
points. With respect to more heuristic methods for solving this problem, support
points have theoretical guarantees in terms of the asymptotic convergence of their
empirical distribution to F . Moreover, the extraction algorithm is efficient in terms
of computational cost, even for large-size test sample N (up to N = 104) and in high
input space dimension d (as large as d = 500).

The construction of the support points is based on the optimization of the energy
distance which is a particular case of the MMD criterion [14]. The MMD provides
a distance between F and a uniform distribution (via a kernel metric) and can be
used with a relative good computational efficiency in high dimension (thanks to
the kernel trick). Let denote x = (x1, . . . ,xd) ∈ Rd . The discrete distribution of Nv
support points xNv = (x(i))i=1...Nv is denoted FNv and the energy distance between F
and FNv writes:

d2
E(F,FNv) =

2
Nv

Nv

∑
i=1

E∥x(i)−ζ∥− 1
N2

v

Nv

∑
i=1

Nv

∑
j=1

E∥x(i)−x( j)∥−E∥ζ −ζ ′∥ (1)

with ζ ,ζ ′ ∼ F and by using the Euclidean norm. The energy distance is always
non-negative and equals zero if the two distributions are the same. The support
points (ξ (i))i=1...Nv are then defined by minimizing d2

E(F,FNv). Finding the support
points corresponds to solving an optimization problem of large complexity, where
F is empirically known by the sample points (the dataset). [9] provides an efficient
algorithm to solve it. The objective function is approximated by a Monte Carlo
estimate, giving

(ξ (i))i=1...Nv = arg min
x(1),...,x(Nv)

(
2

Nvn

Nv

∑
i=1

n

∑
k=1

∥x(i)−x′(k)∥− 1
n2

Nv

∑
i=1

Nv

∑
j=1

E∥x(i)−x( j)∥
)

(2)
where (x′(k))k=1...n is the n-size sample from F . This cost function can be written
as a difference of convex functions in xNv and then can be minimized thanks to a
formulation as a difference-of-convex program. This procedure being quite slow, a
combination of the convex-concave procedure (CCP) with resampling is used (see
[9] and references therein for details) in order to obtain an efficient algorithm. The
examples given by [9] clearly show that support points distribution are more uniform
than the ones of Monte Carlo and quasi-Monte Carlo samples [4].

In the CCP procedure, the selected points are not extracted from the dataset but
are the “best” points representative of the full dataset distribution. Therefore, for
our points selection problem, an additional step is required in order to find the Nv
representative points inside the dataset. For each support point, we select the nearest
dataset point and call this new algorithm SPNN (“support points nearest neighbor”).
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To illustrate SPNN on a toy example, we build a two-class two-dimensional (d =
2) dataset of size N = 100. The classification model is the following:

Y = 1X2
1 −X1X2−X1−3>0 (3)

with 1(.) the indicator function, X1 ∼ U (−10,10) and X2 ∼ U (−10,10). The goal
is to extract 20% of points for the test sample, respecting the proportion of points in
each class. Applying the SPNN algorithm on the two sub-datasets (corresponding
to each class) gives Fig. 1 which shows that the test points distribution in each class
is quite satisfactory.
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Fig. 1 Indicator function example. Left: dataset points corresponding to the two clusters (black:
Y = 0, red: Y = 1). Right: test points selected by the SPNN algorithm (triangle symbol).

3 Application on an industrial use-case

This industrial problem aims at studying the fission products released in the primary
circuit’s water of the EDF nuclear reactors, during the load drop phase of the reactor
cold shutdown. The available full dataset allows for N = 90 observations containing
d = 25 covariates (describing the operation conditions of the reactor just before the
shutdown) and the iodine activity level [12]. The goal is to model the event that
this iodine activity level exceeds a specific threshold, that can have large impact on
the scheduled planning, so on operational costs. Our classification dataset is well
balanced as 48.9% of the observations (called “positive”) are above the threshold
and 51.1% of the observations (called “negative”) are below the threshold.

For simplicity and, as it is not the subject of this work, we consider a naive
logistic linear regression model (which predicts the probability for an individual
to be positive) as the ML model (the probability threshold value of 0.5 is used to
assign each individual to one of the two classes). To measure the quality of this
ML model, we use the two main classification metrics: the error rate ε (number of
missclassified observations on total number of observations) and the sensitivity τ
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(number of well classified positive on the total number of positive observations).
Due to the large number of covariates relatively to the observations number, the
ML model applied on the full dataset (or on any sub-sample) gives unsurprisingly
an error rate of zero and a sensitivity of 100%. By using a leave-one-out (LOO)
procedure [6], we are able to evaluate these metrics in prediction: ε = 18% and
τ = 82%. This LOO procedure is also used in the following tests on each learning
sample (resulting from the extraction of the validation sample from the full sample).

Our goal is to study the capabilities of the SPNN algorithm in evaluating these
metrics for different sizes of the validation sample (between 10% and 66% of the full
sample size). Figure 2 provides the results that are compared to those obtained from
a random sampling strategy. Error rates and sensitivities seem adequately predicted
from the SPNN-based validation samples, from ratio Nv/N between 0.1 and 0.35. Of
course, this result is specific to our small-size use-case. For such studies, the results
also clearly show the inadequacy of the random validation samples to predict the
ML model predictive capabilities. Indeed, their confidence-intervals (CI) are huge
and far from reference values.
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Fig. 2 Classification metrics (error rate ε at left and sensitivity τ at right) on the fission products
dataset. Black line: reference values (LOO on full dataset). Red points (resp. dotted line): values
from SPNN-based validation sample (resp. LOO-learning sample). Blue (resp. green) CI: 95%-CI
from random validation samples (resp. LOO-learning samples).

4 Conclusion

In this work, the SPNN algorithm has been proposed for the selection of a test
sample representative of a dataset. It is not restricted to an hypercubic domain (no
need to transform each input to U (0,1)) as the classical space-filling criteria in the
computer experiments literature [4]. Moreover, compared to classical algorithms
(as CADEX [8]), its computational cost does not depend on the dataset size and the
data dimension. Its main practical limitation is that it becomes prohibitive for a test
sample size Nv too large (> 104).
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Further improvements of this work would be interesting to study in a near future.
First, the approach gives equal importance to all the d inputs. It seems however use-
less to consider the inputs whose influence is negligible on the output. A preliminary
step would be useful to identify important inputs and to apply the test sample selec-
tion algorithm only on these components. Second, new ideas for the support points
definition can be developped, as for instance the use of the kernel Wasserstein dis-
tance [11] instead of the energy distance. Finally, this algorithm will also be useful
for more complex classification problems where the inputs are temporal signals or
images. Specific kernels on the input space should be adapted to these cases.
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2.8 Integration of survey with alternative 
sources of data



A parametric empirical likelihood approach to 
data matching under nonignorable sampling and 
nonresponse 
Un approccio parametrico al matching per disegni di 
campionamento e mancate risposte non ignorabili 

!"#$%&"''"(%&&"'"#)'!"##*'+,%,,%(-"## 

Abstract' ./"/$0/$1"&'-"/12$#3' "//%-4/0' /5' 15-6$#%' /2%' $#,5(-"/$5#' 56/"$#%)' ,(5-'
)$,,%(%#/' #5#758%(&"44$#3' 0"-4&%09' :2%' 0"-4&%0' 0%&%1/%)' "(%' 5,/%#' #5#'
(%4(%0%#/"/$8%' 5,' /2%' ,$#$/%' 454;&"/$5#' ,(5-'<2$12' /2%*' "(%' /"=%#' "#)' #5/' "&&' /2%'
0"-4&%)' ;#$/0' (%045#)9' :2%' "$-' 5,' /2$0' 4"4%(' $0' /5' $&&;0/("/%' 25<' $#,5(-"/$8%'
0"-4&$#3' "#)'#5/'-$00$#3' "/' ("#)5-' >?'@AB'#5#(%045#0%' 1"#'6%'2"#)&%)' $#' /2%'
0/"/$0/$1"&'-"/12$#3'15#/%C/9''

Abstract Il matching statistico combina 
campioni estratti dalla stessa popolazione. Lo scopo del presente lavoro è proporre 
un approccio al matching statistico quando i campioni sono informativi e la 
mancata risposta è non ignorabile. 
'
Key words: D"&$6("/$5#E' F-4$($1"&' &$=%&$255), G#,5(-"/$8%' 0"-4&$#3E' ?'@A'
#5#(%045#0%E'."-4&%'&$=%&$255)9'

1 Introduction 

''''./"/$0/$1"&'-"/12$#3' "//%-4/0' /5' 15-6$#%' /2%' )"/"' 56/"$#%)' ,(5-' )$,,%(%#/E' #5#'
58%(&"44$#3' 0"-4&%0' )("<#' ,(5-' /2%' 0"-%' /"(3%/'454;&"/$5#9':2%'4(56&%-' 1"#'6%'

'''''''''''''''''''''''''''''''''''''''''''''''''''''''''''
H' !"#$%&"''"(%&&"E'I#$8%(0$/J'A5-"':(%E'G/"&*K'%-"$&L')"#$%&"9-"(%&&"M;#$(5-"N9$/'
' !"##*'+,%,,%(-"##E'D%#/("&'O;(%";'5,'./"/$0/$10'"#)'P%6(%<'I#$8%(0$/*'5,'Q%(;0"&%-E'G0("%&K'
I#$8%(0$/*'5,'.5;/2"-4/5#E'IRK'%-"$&L'!9+,%,,%(-"##M05/5#9"19;='
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Survey data integration for regression analysis
using model calibration

Jae-kwang Kim and Hang J. Kim

Abstract Data integration is an emerging area of research in survey sampling. By
incorporating the partial information from external sources, we can improve the
efficiency of the resulting estimator and obtain more reliable parameter analysis.
In this paper, we consider regression analysis in the context of data integration. To
combine partial information from external sources, we employ the idea of model-
calibration which introduces an “working” reduced model based on the observed
covariates. The working reduced model is not necessarily specified correctly, but can
be a useful device to incorporate the partial information. The actual implementation
is based on a novel application of the empirical likelihood method. The proposed
method is particularly attractive for combining information from several sources
with different missing patterns.

Key words: Empirical likelihood, Missing covariates, Measurement error models

1 Introduction

Data integration is an emerging area of research in survey sampling. By incorpo-
rating the partial information from external sources, we can improve the efficiency
of the resulting estimator and obtain more reliable parameter analysis. Lohr and
Raghunathan (2017), Yang and Kim (2020), and Rao (2020) provide a review of
statistical methods of data integration for finite population inference. Many existing
methods are mainly concerned with estimating the population mean or totals. Com-
bining information for analytic inference, such as regression analysis, is not fully
explored in the literature.
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2 Jae-kwang Kim and Hang J. Kim

We are now interested in performing regression analysis in the context of data in-
tegration. When we combine data sources to perform combined regression analysis,
we may encounter two problems. The covariates may not be fully observed. Also,
some covariates are subject to measurement errors.

To combine partial information from external sources, we employ the idea of
model-calibration which introduces an “working” reduced model based on the ob-
served covariates. The working reduced model is not necessarily specified correctly,
but can be a useful device to incorporate the partial information. The actual imple-
mentation is based on a novel application of the empirical likelihood method (Qin
and Lawless, 1994). The proposed method is particularly attractive for combining
information from several sources with different missing patterns. We have only to
specify different working models for different missing patterns.

2 Basic Setup

Consider a finite population U of elements (xi,y) which is believed to be an inde-
pendent and identical realization of random vector (X ,Y ) with joint density F(x,y)
which is completely unspecified. Without loss of generality, write U = {1, . . . ,N}
and X = (X1,X2). Suppose that we are interested in estimating the parameter in the
regression model

E(Y | x1,x2) = m(β0 +β1x1 +β2x2) (1)

where m(·) is known and β = (β0,β1,β2)′ is the parameter of interest.
If we have a random sample S from the finite population, we can construct an

estimating equation for β given by

Û(β )≡ ∑
i∈S

diU(β ;xi,yi) = 0 (2)

where di = π−1
i is the sampling design weight for unit i ∈ S and

U(β ;x,y) = {yi −m(x1,x2;β )}h(x1,x2;β )

for some h(x1i,x2i;β ) such that the solution to (2) is unique (a.e.)
Now, suppose that we observe x1i and yi throughout the finite population. We

wish to incorporate this extra information from the finite population. Chen and
Chen (2000) first considered this problem in the context of measurement error model
problems. To explain the idea in our setup, we can first consider a “working” model
for E(Y | x1):

E(Y | x1) = m(α0 +α1x1) (3)

for some α = (α0,α1)′. Under the working model (3), we can obtain α̂ by solving

Û1(α)≡ ∑
i∈S

diU1(α;x1i,yi) = 0,
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where U1(α;x1i,yi) = {yi −m(x1i;α)}h1(x1i;α).
Note that since (x1i,yi) are observed throughout the finite population, we can use

the population observations to estimate α∗. That is, α∗ satisfies ∑N
i=1 U1(α;x1i,yi) =

0. The optimal estimator of β given by

β̂ ∗
= β̂ +Ĉov(β̂ , α̂){V̂ (α̂)}−1 (α∗ − α̂) , (4)

where V̂ (·) and ˆCov(·) denotes the design-based variance estimator and covariance
estimator, respectively. The working model in (3) is not necessarily correctly spec-
ified, but a good working model can improve the efficiency of the final estimator.
This is also the main idea of model calibration in Wu and Sitter (2001).

Chatterjee et al. (2016) formulated the above problem as a constrained maximum
likelihood (CML) estimation problem when β is a parameter in the conditional dis-
tribution of Y given X with density f (y | x;β ). In our setup, the constrained ML
estimation can be expressed as maximizing

lp(β ) = ∑
i∈S

di log{ f (yi | xi;β )}

subject to

∑
i∈S

di

∫
U1(α∗;x1i,y) f (y | x1i,x2i;β )dy = 0. (5)

Constraint (5) can be understood as a constraint for the parameter β to satisfy
E{U1(α∗;x1,Y ) | x;β} = 0. By imposing this constraint into the ML estimation,
the extra information α∗ can be naturally incorporated to the ML estimation frame-
work.

The CML method is not directly applicable to our conditional mean model in (2)
as the likelihood function for β is not defined in our setup. Nonetheless, one can use
an objective function such as those in Generalized Method of Moments (GMM) to
apply this constrained optimization problem, which is asymptotically equivalent to
the empirical likelihood method (Imbens, 2002). Chatterjee et al. (2016) also noted
that the CML approach can be formulated using the empirical likelihood method of
Qin and Lawless (1994) and Qin (2000). However, they did not explicitly discuss
how to formulate the CML as an application of the empirical likelihood method.

3 Proposed method

Because the empirical likelihood method can be viewed as a calibration weighting
problem in survey sampling (Wu and Rao, 2006), we can formulate the above prob-
lem as an application of the model-calibration problem of Wu and Sitter (2001). The
classical calibration problem can be formulated as finding the calibration weights wi
that minimizes Q(d,w) subject to some calibration constraints (Deville and Särndal,
1992). For the objective function, we may either use the pseudo EL function
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Q(d,w) = ∑
i∈S

di log(wi) (6)

considered by Wu and Rao (2006) or the maximum entropy function Q(d,w) =
∑i∈S wi log(wi/di) considered in Kim (2010). Our calibration constraint is

∑
i∈S

wiU1(α∗;x1i,yi) = 0. (7)

This is the same spirit of using (5) but without introducing the conditional density
function f (y | x;β ). Thus, we can use the following model-calibration method to
estimate β efficiently as follows.

1. Using the working model (3) to obtain α∗ from an external source (such as finite
population).

2. Find the calibration weights that minimize Q(d,w) subject to (7).
3. Once the solution ŵi is obtained from the calibration problem, we can use

∑
i∈S

ŵiU(β ;xi,yi) = 0

to estimate β .

If the benchmark α∗ is not available from the finite population, but another esti-
mate is obtained from an independent source, we can combine the two samples to
obtain the benchmark. In practical situations, we may not have access to the raw
data of the independent source. Suppose that only the summary statistics (α̂2 and
V2 = V̂ (α̂2)) are available for the parameter α in the reduced model in (3) from the
another data source, we can use

α̂∗ =
V−1

1 α̂1 +V−1
2 α̂2

V−1
1 +V−1

2
(8)

to obtain the best estimator of α , where α̂1 is the estimates of α from the current
sample (S) and V2 is the variance estimator of α̂1. Once α̂∗ is obtained by (8), we
can use α̂∗ to replace α∗ in the calibration equation in (7).

Regarding the choice of Û1(α), the estimating function for the parameters in the
reduced model, it is based on the working model for E(Y | X1). To systematically
construct a better control function U1(α;x1,y), we note that the problem can be
viewed as a missing covariate problem. Thus, we can use the regression calibration
technique to build a predictor x̂2 = γ0 + γ1x1 and use

U1(β ;x1i, x̂2i,yi) = {yi −m(x1i, x̂2i;β )}h(x1i, x̂2i;β ) (9)

for the control function for the model-calibration method. We can either estimate
γ from sample S or use any fixed parameter value as long as the solution to
∑i∈S diU1(β ;x1i, x̂2i,yi) = 0 is unique. A benchmark estimator of β can be obtained
using external sources to apply the proposed model-calibration method.
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If we use the control function in (9) then we are essentially treating a regression
of y on x1 and x̂2 as the “working” model for model-calibration. This is feasible only
when we have direct access to sample SB in addition to the internal sample S.
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Latent Mixed Markov Models for the Production
of Population Census Data on Employment
Modelli Markoviani a Variabili Latenti per la stima
dell’Occupazione del Censimento della Popolazione

Danila Filipponi, Ugo Guarnera and Roberta Varriale

Abstract Since October 2018, the Italian Statistical Institute is conducting yearly
Census of Population and Housing in order to produce updated information on the
main socio-demographic characteristics of Italian resident population. This project
is carried out through the integration of survey and administrative data. In this work
we deal with the estimation of the employment status of the Italian resident popu-
lation over 15 integrating census survey data, labour force data and administrative
information. We propose to use Mixture of Latent Markov Models in order to take
into account the longitudinal data structure and the deficiency of both survey and
administrative measurement process.

Key words: Population census, Hidden Markov Model, Measurement errors

1 Introduction

Nowadays, the accessibility to different, detailed and linkable data sources makes
feasible the realisation of statistical registers with several variables of interest. Then,
descriptive statistics can be obtained on those variables by a direct computation of
the indicator of interest. This is generally referred to as register-based statistics [1],
[20], [21] and it is an essential part of cutting-edge research in order to satisfy the
increasingly demand for more granular statistics.

The validity of this approach relies on the important requirements that the target
population is known and variables are precisely measured. However, these assump-
tions are often violated in practice. Administrative data, for example, are generally
collected by organisations for their administrative aims, with units and variables def-
inition that may not perfectly correspond with those of the official statistics ( [21]).
A remedy to overcome the deficiencies of a single source is to combine different
sources of data and carry out a joint inference within a likelihood-based frame-
work. This approach enables us to borrow information from each source that helps

1
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in gaining efficiency in estimation and correcting selection bias and measurement
errors affecting a single source ( [5], [6], [7]). Of course, the linkage itself may
introduce errors that have to be taken into account ( [10], [11]). Whenever survey
data are available, these are generally treated as a privileged source of information,
based on the assumption that they provide correct measures of the target variables
and that they are not affected by selection bias. Under this scenario, the other data
sources play essentially the role of covariates within a prediction approach ( [18]).

However, a different and more complete way of thinking can be based on the as-
sumption that all the available sources could be potentially affected by measurement
errors. Indeed, although surveys are designed to meet precise statistical require-
ments, they can be affected by errors that may seriously compromise the accuracy
of the target estimates.

In this paper we focus on the use of latent variable models to predict the true
target value given the observed measurements in the data sources. These models
are proposed in the context where multiple source are available, all of them con-
tain information closely related to the target variable, but none can be assumed as
a corrected measure of the target variable. Moreover, if one of the sources is a sur-
vey it is often possible to state that the deficiencies in the measurement process of
survey and administrative sources are independent and that the informative powers
are complementary. Usually surveys help in variables and population identification,
whereas administrative data helps in detection of errors associated with the survey
response process (see the discussion on the paper of [9]). Under this scenario a
latent model can estimate the true target measure taking in to account errors of all
available sources.

Recent examples on linked surveys and administrative data that address the prob-
lem of measurement errors are given by [2], [3], [14], [15] , [16] and most of
the applications focus on the field of employment research. ( [4] , [8], [12], [13],
[17]). [17] use the Latent Markov Models (LMM) to estimate temporary workers
on a linked Labour Force Survey and administrative data; [8] use LMM to esti-
mate employment status in the Italian employment register; [4] combine LMM and
multiple imputation to evaluate the accuracy of the Italian employment rate using a
register based approach.

In this work we propose to use a mixture of LMM to predict the employment
status for the 2018 Italian Permanent Census of the Population and Housing. The
paper is structured as follows; section (2) illustrates the available sources on em-
ployment and describes the model used for the prediction of the employment status
and section (3) reports some results.

113



LMM for the Production of Population Census Data on Employment 3

2 Mixed Latent Variable Model to estimate employment count

2.1 The Data

Since October 2018, the Italian Statistical Institute is conducting yearly, during the
first week of October, the Census of Population and Housing (Permanent Census,
PC) on a sampling basis in order to collect updated information on the main charac-
teristics of the Italian resident population and its social and economic conditions at
national, regional and local levels. The project consists on the production of data for
the entire population through the integration of census survey data and administra-
tive information. The Census, among others, produces information on the employ-
ment count the day of the Census. The Census survey is composed of two samples
with different two-stage sampling designs and involves about 1,400,000 resident
households located in 2,800 Italian municipalities. The information on the employ-
ment status refers to the first week of October and it is coherent with the social
statistics’ employment definition.

In order to predict the employment status for the Italian population over 15 years
old, the statistical information collected during the Census operation has been in-
tegrated at unit level with other two sources of information on employment: (i) the
Labour Force Survey (LFS) and (ii) administrative data (AD).

LFS is, of course, the main European survey to produce quarterly estimate on
the employment status. For each quarter, the Italian LFS collected information on
about 70,000 households living in 1,246 Italian municipalities for a total of 175,000
individuals (representing 1.2% of the overall Italian population). Then, despite sam-
pling error and deficiencies in the survey response process, LFS is the key survey to
measure correctly the employment status.

Administrative data relevant for the labour statistics come mainly from social se-
curity and fiscal authorities. After an harmonization process, data are integrated and
organised in an information system having a linked employer-employees structure;
from this structure it is possible to obtain information on administrative employ-
ment status for the complete population and for every month of the reference year.
However, the quality of the administrative sources is quite different from the one of
the statistical surveys since it depends on specific administrative definitions which
may not perfectly align with those of the social statistics. Moreover, some statisti-
cal units are not covered by administrative sources, because of coverage errors or
non-regular employments.

2.2 The Model

As discussed above none of the available sources of information can be considered
as error free, and then taken as a benchmark. Thus, the true employment status at
time t for subject k is modeled as a binary latent variable Lkt taking values 0 or 1
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depending on whether at time t subject k is employed or not, respectively. In the
following, for sake of simplicity, reference to subject k will be removed by notation
whenever not necessary. The stochastic process L is analyzed at the finite collec-
tion of times 1, . . . ,T and L1:T denotes the random vector L1, . . . ,LT . In this work,
T = 12, each time t ∈ (1, . . . ,12) corresponding to a specific month of the year. This
choice, mainly due to computational constraints, implies the need of moving the
concept of employment status from weekly level (the natural reference time accord-
ing to statistical regulation) to monthly level. We are interested in the employment
estimate for the month of October.

Information from Census, LFS and administrative sources are treated as imper-
fect measures of the target process L. Specifically, Y (i)

1:T with i = 1,2 denote the bi-
nary vectors of (possibly missing) values of the employment status at times 1, . . . ,T
resulting from Census (i=1) and LFS (i=2), while a third measure is a dichotomous
vector Y (3)

1:T , whose tth components is 1 (employed) for a certain individual if he, or
she, appears in at least one of the original administrative sources at time t, and 0
otherwise. The following individual covariates X are used: sex, age class (5 levels),
income class (5 levels) and two binary flags associated with retirement status and
being a student. These individual covariates explain different behavioural charac-
teristics in the employment dynamics. Moreover, in order to take into account the
different typologies of administrative sources, a four-category covariate S is defined
to account for a different quality of the administrative information. Furthermore,
population heterogeneity is explicitly modeled through another categorical latent
variable (independent of time) G with categories representing the membership la-
bel corresponding to three different sub-populations G1,G2,G3. Specifically, G = 1
for the sub-population of never working people, G = 2 corresponds to individuals
with stable employment dynamics and G = 3 to people who are likely to change
frequently their employment status. In practice, the three sub-populations are char-
acterized in terms of their behavior during the observation time (one year). Since
the employment characteristics of the three groups are likely to be strictly related
to demographic features as well as to the type of administrative source information
is taken from, the structure of the employment population is modeled by specifying
the distribution of the latent random variable G conditional on covariates X and S.

The key element of the current approach is the modelling of the employment
dynamics for each sub-population. This is done by assuming that the evolution of
the employment status L for each Gg is governed by a first order Markov chain with
initial probabilities P(L1 = j|G= g) and transition matrix Mg whose typical element
is P(Lt = k|Lt−1 = j,G = g), ( j,k ∈ {0,1}). The assumption of a Markov Chain
can be a valid assumption for the sub-population G = 2,3, whereas is unrealistic for
the sub-population of never working people. We can assume that the latent process
L for G = 1, is degenerate with P(Lt = 1|G = 1) = 0 for t = 1, ...,12.

The next step is the definition of the measurement component of the model, i.e.,
the probability distribution of the random vectors Y (1)

1:T , and Y (2)
1:T , and Y (3)

1:T given the
latent process and the covariates. According to a common approach, we assume
that, conditionally on the latent process, the three measurement processes are in-
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dependent one of each other and that conditional on Lt , measures associated with
both LFS, admin sources, and PC at time t are independent with the corresponding
measures at different times (serial conditional independence). Moreover, the mani-
fest variables Y (3)

1:T are supposed to depend on the covariate S while no covariate is
introduced in the specification of the distribution of Y (1)

1:T and Y (2)
1:T . Dependence of

administrative measures on the covariate S follows naturally from the definition it-
self of S. In fact, measurement errors crucially depend on the administrative source
from which information is taken. Moreover the definition of the variable S implies
some logical constraints on Y (3); specifically, for all t ∈ (1, . . . ,12), S = 1 (that is
no admin information available) implies Y (3)

t ≡ 0 . An additional constraint is intro-
duced stating that ”no false positive” data are present in the LFS data. This constraint
rely on the empirical evidence that unemployed people are unlikely to declare they
work. Although this hypothesis may fail in some cases due to time shifting of the re-
sponses with respect to the actual working period, we assumes that departures from
the LFS constraint are negligible.

3 Some Results

The model described in the previous section has been applied to a person-linked
combined data set containing monthly employment status measured by adminis-
trative sources and surveys. For parameter estimation, the syntax module of the
Software Latent GOLD v.5.1 has been used ( [19]).

The final model has been chosen between different alternatives: decisions have
been taken based on well known indexes, such as the Bayesian Information Cri-
terium (BIC) and the Akaike Information Criterium (AIC), the Likelihood Ratio test
and empirical considerations. From the chosen model, estimated employees counts
are obtained at different domain levels, together with measurement error estimates
of the three data sources, and the estimates of initial and transition probabilities of
the HMM. Furthermore, we computed bootstrap confidence interval for the number
of estimated employees.
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Monitoring the Numbers of European Migrants
in the United Kingdom using Facebook Data
Monitorare i Numeri di Migranti Europei nel Regno
Unito attraverso i Dati di Facebook

Francesco Rampazzo, Jakub Bijak, Agnese Vitali, Ingmar Weber, and Emilio
Zagheni

Abstract In June 2016, the United Kingdom voted to leave the European Union.
Given the uncertainty surrounding Brexit, this paper attempts to ascertain if the
number of European migrants in the United Kingdom (UK) is decreasing by using
weekly estimates of the numbers of migrants obtained from the Facebook Adver-
tising Platform. The period of analysis is from March 2019 to March 2020. The
anonymised count data are disaggregated by age, education, and country of origin.
We use a simple Bayesian trend model with indicator variables for age, education,
and country, to analyse the changes in the numbers of migrants. The Facebook data
suggests a decreasing number of EU migrants in the UK.
Abstract Nel Giugno 2016, il Regno Unito votò per uscire dall’Unione Europea.
Data l’incertezza legata alla Brexit, questo articolo ha lo scopo di investigare se
il numero di migranti Europei nel Regno Unito stia diminuendo utilizzando dati
settimanali da Facebook Advertising Platform. I dati sono anonimi e disaggregati
per età, istruzione e paese di origine. Il modello utilizzato è un Bayesian trend con
variabili dicotomiche per età, istruzione e paese per analizzare i cambiamenti nel
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numero dei migranti. I dati da Facebook suggeriscono che il numero di migranti
Europei nel Regno Unito sia in diminuzione.

Key words: Migration, Brexit, Facebook.

1 Introduction

The aim of this paper is to analyse the effect of the uncertainity and threat related to
the departure of the United Kingdom (UK) from the European Union (EU) on the
stocks of European migrants present in the UK. Since 2016 the Office for National
Statistics (ONS) has reported a positive but declining net migration of EU nationals
to the UK [4]. This paper focuses on investigating whether there is a declining trend
in the numbers of Europeans living in the UK. To evaluate this, weekly time series
data of EU migrants in the UK were collected from the Facebook Advertising Plat-
form. The period from March 2019 to March 2020 is analysed with weekly estimates
of European migrants. This period has been chosen so as not to be contaminated by
the effects of the COVID-19 pandemic. In the study period, between three and four
years have passed since the EU Referendum (known as the Brexit Referendum), al-
lowing for a lag in the decision-making process of migrants regarding the decision
to stay or leave the UK. Furthermore, disaggregation by age, education, and country
might inform us of the differences in change of trends across these groups.

2 Data

Digital traces have been used to study migration [9, 2, 7, 6], but the capacity of
this data to study migration change at a detailed timely granularity has not yet been
explored. For example, [1] collected Facebook advertising data “every two to three
months” to study the impact of Hurricane Maria on out-migration from Puerto Rico.
Moreover, [6] combined data from the Labour Force Survey (LFS) with Facebook
Advertising data in a Bayesian hierarchical model describing an undercount of the
LFS estimates of EU migrants. The data in this paper was downloaded from the
Facebook Advertising Platform. Facebook Advertising Platform provides two usage
metrics: Daily Active Users (DAUs), and Monthly Active Users (MAUs). In this
research, we are using the MAU, which is the “estimated number of people that have
been active on your selected platforms and satisfy your targeting spec in the past
month” 1. The package pySocialWatcher was used to query the Facebook Marketing
API [3]. The interest was in downloading the number of migrants disaggregated by
age, education, and country of origin. As a consequence, the data is disaggregated
by:

1 https://developers.facebook.com/docs/marketing-api/reference/
ad-campaign-delivery-estimate/
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• age groups: 15-19, 20-29, 30-39, 40-49, and 50+ years old;
• education levels: Secondary (No Degree, In High School, High School), Tertiary

(In College, In Grad School, Graduated), and Unspecified;
• countries: France, Germany, Ireland, Italy, Latvia, Portugal, Poland, Romania,

and Spain.

3 Methodology

A simple Bayesian trend model with indicator variables for age (a), education (e),
and country (i) was used to analyse the changes in the number of migrants. The
index t stays for time. The trend equation maeit is the mean of yaeit , a log-normal
distribution with precision parameter τ . The precision parameter τ is a priori dis-
tributed as a Gamma with both shape and rate parameters equal to 0.01.

yaeit ∼ Log-Normal(maeit ,τ) (1)

maeit = c+ cT
1 da + cT

2 de + cT
3 di + cT

13(da ×di)+ cT
23(de ×di)+

(b+bT
1 da +bT

2 de +bT
3 di +bT

13(da ×di)+bT
23(de ×di))× t

(2)

τ ∼ Gamma(0.01,0.01) (3)

The trend maeit is divided into two parts: the c component, which is the inter-
cept of the trend that describes the initial magnitude, and the b component, the
slope of the model that describes the gradient of the decline. The parameters c and
b are the overall effects, cT

1 and bT
1 are vectors of the parameters for age, cT

2 and
bT

2 are for education, and cT
3 and bT

3 are for country of origin. The vectors da, de,
and di contain the dummy indicator for the variables of age, education, and country.
The reference category group for age is 15-19 years old, for education it is Sec-
ondary education, and for country it is Italy. Interactions between age and country,
cT

13 and bT
13, and education and country, cT

23 and bT
23, are included in the model. The

choice of the interactions in the model was driven by an initial descriptive analysis
of the residuals from a model with all the main effects included. After analysing the
residuals, the following interactions were included: Unspecified Education, Tertiary
Education, and age groups 20-29, 30-39 and 40-49 for Romania and Poland. The pa-
rameters c = (c, . . . ,c3) and b = (b, . . . ,b3) are assumed to be normally distributed
N(0,0.0001), with mean 0 and precision 0, 0.0001.

4 Analysis

Figure 1 shows the total number of estimated migrants from each country of ori-
gin studied on a log scale, using data from the Facebook Advertising Platform from
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March 2019 until March 2020. The descriptive statistics clearly document a declin-
ing trend.

The model was estimated in R using JAGS [8]. The model is based on 11,880
observations of the number Monthly Active Users by country, age, and education.

efTTaable 1 reports the posterior estimates of the main fffects of c and b. The parameter
c indicates the initial magnitude level of migrants (i.e. the model intercept) in com-
parison to the reference category, while the parameter b indicates the direction of the
regression slope in comparison to the reference category. The estimated median of
b is negative, indicating a decreasing slope over time of the log-transformed stocks
of migrants.
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Romania
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9
Jun 2019 Sep 2019 Dec 2019 Mar 2020
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Fig. 1 Country time series with weekly data from the Facebook Advertising Platform from March
2019 to March 2020.

TTaable 1 efDistribution of the main fffect of c and b.

Parameter 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

c 8.00 8.03 8.04 8.06 8.08 1.01 97
b -5.45×10−6 -1.92×10−6 -1.32×10−6 1.82×10−6 5.80×10−6 1.02 107

difIn Figure 2, the respective estimated distributions of the ffferent age groups
are shown in comparison to the reference category of 15-19 years old. Looking at
the b effffect, the size of the age group that is decreasing fastest in comparison to
the reference group is the 20-29 age group, followed by the 30-39 age group. The
two groups decreasing fastest are also the two groups with a higher initial level in

i h 15 19 Th 50 h i il l hcomparison to the 15-19 age group. The 50+ age group has a similar slope to the
15-19 age group, but a higher initial level.
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Fig. 2 VVaalues of the c and b parameters estimated from the model for age.
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Fig. 3 VVaalues of the c and b parameters estimated from the model for education.

efFigure 3 shows the results for the education fffects. The trend is decreasing
ffaastest for the Unspecified category, followed by the Tertiary Education and then
Secondary Education level. Figure 3 shows that the category with the highest num-

Tber of migrants is Teertiary Education, followed by Secondary and Unspecified. In
terms of countries of origin, the numbers of migrants from the largest Central and
Eastern European countries, Poland and Romania, are decreasing faster than Italy

efand the other European countries in the analysis. The interactions fffects on Poland
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and Romania slightly slow down the decrease for both age groups 30-39 and 40-49,
as well as for Unspecified and Tertiary Education groups.

5 Conclusions

It does seem that there is a declining trend in migrants coming to and living in
the UK. The decline started after the expected Brexit date in March 2019, however
as this coincided with an algorithm change in how the Facebook estimates were
produced, it is difficult to establish the cause of this declining. The UK is clearly
losing its attractiveness for the migrants living in the UK as well as new migrants
coming to the UK, and this might be linked to the ongoing uncertainty surrounding
Brexit. Although alternative data sources, such as the LFS, also show a decline in
their estimates [4, 5], it is not as pronounced as the decline shown by the digital
traces. This might be linked to the intrinsic timely nature of digital traces, but a
more thorough enquiry into that aspect would be needed to corroborate this finding.
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An alternative approach for nowcasting
economic activity during COVID-19 times
Un approccio alternativo per il nowcasting dell’attività
economica in tempi di COVID-19

Alessandro Spelta and Paolo Pagnottoni

Abstract In this paper we propose a real time monitoring framework for tracking
the economic consequences of various forms of mobility reductions across
European countries. We adopt a granular representation of mobility patterns and
we provide an analytical characterization of the rate of losses of industrial
production using a nowcasting methodology. Our approach exploits the
information encoded in massive dataset of human mobility provided by Facebook
and Google, which are published at higher frequencies than the target economic
variables, in order to obtain an early estimate before the official data becomes
available. Our results show how industrial production strictly follows the dynamics
of population commuting patterns an of human mobility trends which thus provide
information on day-by-day variation of countries’ economic activities.
Abstract In questo documento proponiamo un quadro di monitoraggio in tempo
reale per studiare le conseguenze economiche di varie forme di riduzione della
mobilità nei paesi europei. Adottiamo una rappresentazione granulare della
mobilità durante la prima e la seconda ondata di SARS-COV2 e forniamo una
caratterizzazione analitica del tasso di perdite della produzione industriale
utilizzando una metodologia di nowcasting. Il nostro approccio sfrutta le
informazioni di dati sulla mobilità umana forniti da Facebook e Google, che
vengono pubblicati a frequenze più elevate rispetto alle variabili economiche
target, al fine di ottenere una stima anticipata prima che i dati ufficiali diventino
disponibili. I nostri risultati mostrano come la produzione industriale segua
rigorosamente le dinamiche dei modelli di pendolarismo. Le tendenze di mobilità
umana forniscono quindi informazioni sulla variazione giorno per giorno delle
attività economiche dei paesi.
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1 Introduction

Mobility restrictions has been identified as a key element to effectively limit the
spread of the virus (see (1)), thus prompting the adoption of lockdown policies as
ways to limit the contagion. On the other hand, such policy interventions induce
severe disruptions on mobility patterns and determine relevant economic
consequences because disposable workers are prevented from keeping up their
activities. For this reason, a big effort is put in understanding the appropriate
balance between the effect of mobility restrictions on the spreading of contagion
and the direct and indirect consequences on economic outcomes.

This work aims to investigate the interplay between the SARS-COV-2 diffusion
and mobility restriction measures, and how it affects productive system of some
representative European countries. The economic assessment of mobility
restriction measures is indeed of great interest for policy makers and motivates a
growing literature related to the investigation and measurement of trade-offs
between the need to limit the spread of contagion and the provision of adequate
levels of economic output. Our work relies on a massive dataset of near real-time
observations provided by Facebook through its Data for Good program and Google
though Community Mobility Reports to build a model able to track the day-by-day
economic activity of a country. We analyzed data based on the "Coronavirus
Disease Prevention Maps" made available by Facebook as a part of its "Data For
Good" program, a collection of unique dynamic spatial-temporal datasets
illustrating worldwide populations commuting patterns over the COVID-19
pandemic period and data provided by Google within its Community Mobility
Reports, an unprecedented phone-tracking based source of mobility data which
aggregates anonymized information from users who have turned on their location
history setting.

Our approach is grounded on nowcasting methodology, a technique previously
employed to monitoring GDP dynamics in real-time (see (2)). The basic principle
of nowcasting is the exploitation of the information which is published at higher
frequencies than the target variable of interest in order to obtain an early estimate
before the official figure becomes available. In other words, within the nowcasting
framework, we are able to build a dynamic process for making a day-by-day
short-term estimates of industrial production statistics that are announced at a
monthly frequently and with long delays, thus providing policymakers a valuable
tool for computing trade-off between the effect of mobility restrictions on the
epidemic spreading and on the economy.

127



An alternative approach for nowcasting economic activity during COVID-19 times 3

2 Methodology

For estimating the day-by-day impact that mobility reduction has on industrial
production, we exploit the fact that these data series co-move quite strongly, so that
their behaviour can be captured by few factors. In particular, through a dynamic
factor model (DFM), we assume that the information of both mobility patterns and
of industrial production, despite being released with different time frequency, i.e.
“high” and “low” frequency, can be described by employing a small number of
latent factors which follow a time series autoregressive process (see Methods).

For estimating the DFM we cast the model in a state space representation. Let
x̂ = (x′t ,yM

t )′ and µ̂ = (µ ′,µ ′
M) state space representation results in:

x̂t = µ̂ +Z(θ)αt

αt = T (θ)αt−1 +ηt
(1)

with ηt ∼ i.i.d.N (0,Σ 2
η(θ)) where the vector of states includes the common

factors and the idiosyncratic components and all model parameters are collected in
θ . The details of the state space representation is provided in Supplementary
Information. We estimate θ by maximum likelihood implemented by the
Expectation Maximisation (EM) algorithm by (3). Maximum likelihood allows us
to easily deal with such features of the model as substantial fraction of missing
data. Given an estimate of θ , the nowcasts as well as the estimates of the factors or
of any missing observations in x̂t , can be obtained from the Kalman filter or
smoother.

Let us now denote Ψv the information set at time v. The nowcasting of yM
t , i.e.

the daily value assumed by the industrial production, is the orthogonal projection
of yM

t on Ψv given parameter estimates θ . Under the assumption that the data
generating process is given by eq. 1 with θ equal to its quasi-maximum likelihood
estimate, the Kalman filter and smoother can be used to obtain, in an efficient and
automatic manner this projection for any pattern of data availability in Ψv. Another
important feature of the nowcasting process is that a sequence of nowcasts is
updated as new data arrive. In other words we, in general, perform a sequence of
projections E[yM

t |Ψv], E[yM
t |Ψv+1], ...,. Nowcast updates are generally influenced by

model’s forecast errors corresponding to each data release and the effects of
parameters re-estimation. Suppose at time v + 1 new data are released,
x j,v+1, j ∈ Jv+1, where j is the variable for which data are released and J the set
of data released, then Ψv ⊂ Ψv+1 and Ψv \Ψv+1 = x j,v+1, j ∈ Jv+1. The nowcast
update is given by a revision effect plus a parameter re-estimation effect:

E(yM
t |Ψv+1,θv+1)︸ ︷︷ ︸

Update Nowcast

=E(yM
t |Ψv,θv)︸ ︷︷ ︸

Old Nowcast

+ E(yM
t |Ψv,θv+1)︸ ︷︷ ︸

Parameters Re-estimation

+ ∑
j∈Jv+1

δ j,t,v+1[x j,v+1 −E(x j,v+1|Ψv)]

︸ ︷︷ ︸
News Impact

(2)
Hence, the nowcast revision is a weighted sum of the news associated with the data
release for each variable, while the effect of re-estimation is the difference between
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the nowcast obtained using the old information set,Ψv, and the old parameter
estimates, θv, and the nowcast using the old information set, Ψv, and the new
parameter estimates, θv+1.

3 Data and Empirical Findings

The lockdown measures imposed in the countries exerted a dramatic impact on
different dimensions of human mobility. We observe the different geographic
distribution of commuting patterns in the countries’ administrative regions before
the first lockdown measures were imposed and the variations registered
immediately afterwards. We find an interesting substitution effect regarding the
mobility between and within places. Indeed, we observe a striking decrease in the
commuting flows between administrative regions, accompanied by a surge in the
commuting flows within them. On the one hand, the difference in the mobility
between geographic zones comes as a natural consequence of the fact that
restrictive measures did not allow people to move outside their own administrative
regions. On the other hand, evidence suggests that people who are banned to travel
outside their administrative tiles tend to move more around their neighborhood,
being that for (rushed) grocery shopping or for a simple walk, thus increasing the
degree of mobility within their region. The impact of lockdowns is not only tied to
the magnitude of commuting flows, but also to the mobility trends across different
categories of locations. Indeed, the effects of policy interventions and virus spread
have been determinant to the evolution of human mobility flows.

In Figure 1 we present our nowcasting and forecasting results for the countries’
industrial production in October, November and December 2020. Within our
framework, the econometric model is re-estimated each day with the input of new
data, hence variations of a country’s industrial production result from the
combination of news and model re-estimate effects. Evidence shows pretty
accurate results, as well as that shocks in commuting flows and mobility trends
impact the dynamics of the industrial production in an heterogeneous way,
depending on the country under consideration, and the time span analyzed. On the
one hand, we observe that, overall, Spain seems to be the country mostly affected
by mobility shocks, followed by Germany and France. On the other hand, the
dynamics of the Italian industrial production is mostly determined by the model
re-estimation procedure. In general, news deriving from commuting patterns and
mobility flows were particularly relevant to the industrial production in December,
following the entangled restrictive measures in view of Christmas. Empirical
outcomes also highlight the large intra-month variability of the industrial
production dynamics, of which, in general, only the monthly level is known by
policymakers, and not without any delay. This highlights the importance of our
nowcasting tool as a higher-frequency indicator of economic activity during
pandemic and emergency times, enhancing government’s decision-making
processes based on real-time data evidence.
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th th f O t band Germany. (a) and (b) show the nowcasting results for the months of October
and November 2020, respectively, while (c) displays the forecasting results for
December 2020. Black lines illustrate the dynamics of the daily nowcasts (and
forecasts) for the change in Industrial Production. Colored bars represent the
contribution of each component (news and model re-estimate components) to the
daily change in Industrial Production in relative terms.

4 Conclusion

Mobility restrictions has been identified as key non-pharmaceutical interventions to
limit the spread of the SARS-COV2 epidemics. On the other hand, these

finterventions present significant drawbacks to the social faabric and negative
outcomes for the real economy. In this paper we propose a real time monitoring
framework for tracking the economic consequences of various forms of mobility
reductions across European countries. Our results first show the ability of mobility
related policy to induce a contraction of the travelled distance and of mobility
patterns across jurisdictions. Beside this contraction, we observe a substitution
effffect which increases mobility within jurisdictions. Secondly, we show how
industrial production strictly follows the dynamics of population commuting
patterns an of human mobility trends which thus provide information onpatterns an of human mobility trends which thus provide information on
day-by-day variation of countries’ economic activities. Our work, besides shedding
lights on how policy intervention targeted to induce a mobility contraction impact
on industrial production, constitutes a practical toolbox for helping governs to
design appropriate and balanced policy actions to timely respond SARS-COV2

efwhile mitigating the detrimental fffect on economy. Our study reveal how complex
mobility patterns can have unequal consequences to economic losses across the
countries and call for more tailored implementation of restrictions to balance the
containment of contagion with the need to sustain economic activities.
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Assessing the number of groups in consensus
clustering by pivotal methods
Determinazione del numero di gruppi nel clustering di
consenso mediante unità pivotali

Roberta Pappadà, Francesco Pauli, Nicola Torelli

Abstract We propose a tool for exploring the number of clusters based on pivotal
methods and consensus clustering. K-means algorithm is used to learn the pair-
wise similarity via the co-occurrence of points in multiple partitions of the data.
This similarity can be used to investigate the number of groups and detect arbitrary
shaped clusters. Different criteria for identifying the pivots are discussed, as well as
preliminary results concerning the selection of the optimal number of clusters.
Abstract Viene proposto un metodo per la determinazione del numero di gruppi
basato su unità ‘pivotali’ e clustering di consenso. L’algoritmo delle K-medie viene
utilizzato per esplorare la similarità a coppie nei dati mediante la co-occorrenza
in molteplici partizioni. Tale matrice può essere impiegata per scegliere il numero
di gruppi e descrivere cluster di forma arbitraria. Vengono proposti diversi criteri
per la selezione dei pivot, e presentati i risultati preliminari sulla scelta del numero
ottimale di gruppi.

Key words: consensus clustering, pivotal methods, K-means algorithm

1 Introduction

In order to cope with some critical issues typically faced when clustering data, new
approaches based on the concept of consensus have been developed [7, 6]. It is
well-recognized that different algorithms for grouping data have different qualities
and shortcomings. Consensus clustering (or cluster ensemble problem) has been
considered in a variety of different areas such as machine learning [9, 8], pattern
recognition [4], data mining [5], to name a few. The general idea is that combining
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multiple clusterings could yield a final superior result. In the framework of ensemble
methods for clustering, a typical way to summarize multiple groupings of the same
data obtained by many runs of different methods is to evaluate a co-association
matrix that contains, for each pair of observations, the proportion of groupings in
which they are classified into the same cluster. Given a dataset of n observations
(y1, . . . ,yn), yi ∈ Rd , and a set of H data partitions, the entry (i, j) of the (n×n) co-
association matrix C is ci j = ni j/H, where ni j is the number of times the pair (yi,y j)
is assigned to the same cluster among the H alternative partitions of the ensemble.
A final clustering can then be obtained by using the co-association matrix itself as a
similarity matrix for the data points.

From another perspective, the structure of the consensus matrix provides a nat-
ural way of identifying the appropriate number of clusters k, when no prior infor-
mation is available. A key point is then how the ensemble is produced and how
the information contained in the consensus matrix is summarized. In [1] the co-
association matrix has been employed to find some specific data points (hereafter,
pivots) which are representative of the group they belong to (because they never
or very rarely co-occur with members of other groups). Such pivots can be used
as cluster centers in K-means algorithm, in order to reduce the effect of random
seeding, thus improving the quality of the clustering results [3].

In this paper, we propose an approach for choosing the more appropriate number
of clusters based on a suitable index of separation between the pivots, as it might
reflect the underlying structure of data. The rest of the paper is organized as fol-
lows: Sect. 2 presents pivotal methods and our approach for assessing the number
of clusters, as well as an application to synthetic data. A small simulation study is
discussed in Sect. 3, and some final remarks in Sect. 4 conclude the paper.

2 Determining the number of clusters via pivotal methods

A simple way to obtain a co-association matrix C is to combine multiple runs of K-
means algorithm with random initialization of the k cluster centers. Based on C and
an initial partition into k groups, P0 = {G1,G2, . . . ,Gk}, we can identify k pivots–
each pivot representing a different cluster–using one of the following criteria:

(a) i∗g = argmax
i∈Gg

s j (b) i∗g = argmin
i∈Gg

s̃ j (c) i∗g = argmax
i∈Gg

(s j − s̃ j), (1)

for g = 1, . . . ,k, where s j = ∑ j∈Gg ci j and s̃ j = ∑ j ̸∈Gg ci j. We refer to these criteria
as pivotal methods, as they return those units that are as far as possible from units
that belong to the other groups and/or as close as possible to units that belong to
the same group. To estimate the number of clusters we take advantage of the infor-
mation the pivotal units give about the degree of separation between the clusters:
if the majority of the input clusterings places the pivots in k different clusters, then
the off-diagonal elements of the corresponding k× k submatrix of C will be 0’s or
very close to 0. It should be pointed out that the pivot i∗g is identified by restricting
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the search to the points in cluster Gg of P0, g = 1, . . . ,k, to reduce the computational
complexity. A couple of alternative algorithms have been considered to find P0 (Par-
titioning Around Medoids (PAM) and Ward’s hierarchical method): experimental
evaluation shows that our method is not particularly sensitive to the choice of the
initial partition.

As mentioned before, the extent to which the pivots are perfectly separated is
taken as an indication of the quality of clustering. Let Y be a dataset of interest and
RK = {2, . . . ,kmax}, kmax ≤ n, the range for the number of clusters. The proposed
method works as follows. For all k ∈ RK ,

1. Build the cluster ensemble of dimension H using the K-means algorithm with
random seeds and k as input, then construct the n×n consensus matrix C k.

2. Find a partition P0 of Y into k groups performing single run algorithm (e.g. PAM
or Ward’s method) and extract the pivots using (a), (b) or (c). Let Ik = {i∗1, . . . , i

∗
k}

denote the set of indices of the pivotal units for the solution with k groups.

The algorithm has been implemented using the pivmet R package that is freely
available from the CRAN contributed packages repository [2]. Given that perfect
separation between the pivots translates into an identity matrix, we propose to com-
pare the resulting consensus matrices of pivots based on the quantity

mk = max{ci j, i, j ∈ Ik, i ̸= j} (2)

expressing the highest similarity associated with the extracted pivots obtained by
forcing k-cluster solutions. The values mk as k varies in [2,kmax] can be used as
a tool for choosing k∗ taking the fact that the value mk∗ is relatively low and a
steep increase from k∗ to k∗+ 1 provides an indication that k∗ groups are present.
Note that, in situations that are poorly handled by the K-means method or when the
clusters are not well-separated, the plot of mk may suggest more than one value of k∗,
due to the difficulty in finding perfectly separated pivots. As an illustration, consider
the synthetic dataset [5] in Fig. 1, which consists of seven groups. As expected,
K-means is not able to identify such a complex structure. We perform the steps
described above using an ensemble of dimension H = 500, for each k ∈ {2, . . . ,12}.
By plotting the values mk we observe that adding another cluster to k = 3 or k = 7
would lead to a large increase in the index (see Fig. 1-right), a further inspection
shows that the largest jump in mk occurs after k = 7 so a naive, yet effective, criterion
is to select 7 groups (which corresponds to the ‘actual’ number of groups).

3 Experimental evaluation

The goal of this section is to show how pivot separation can be used to identify the
appropriate number of clusters by performing the procedure described in Sect. 2 on
a collection of simulated datasets. Here, we restrict our discussion to the following
three scenarios in two dimensions (see Fig. 2):
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Fig. 1 The aggregation
dataset (n = 788) on the left
and plot of the mk index
versus the number of clusters
on the right. The vertical line
is the true value k = 7.
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S1 Dataset It consists of n = 600 points that form two oblong clusters and one
spherical cloud generated from a bivariate Gaussian distribution with diagonal
covariance matrix Σ = 0.01I, where I is the identity matrix; each group is com-
posed by 200 observations.

S2 Dataset It is formed by four unequal-size clusters of n = 400 points generated
by the union of observations from two mixtures of bivariate Gaussian distribu-
tions. For the first mixture we use weights π = {0.3,0.7}, for the second mixture
the weights are π ′ = {0.4,0.6}, in both cases the covariance matrices of the mix-
tures’ components are Σ1 = 25I and Σ2 = 75I.

S3 Dataset It consists of a total of n = 250 points, 50 per group, where three out
of five clusters are generated by spherical Gaussians with Σ = 0.5I, while two
clusters takes on different shapes having unit variance and correlation coefficient
−0.7 and 0.9, respectively.

Note that some of these scenarios (notably S1 and S3) have been proved extremely
challenging for classical non hierarchical and hierarchical clustering algorithms. We
perform B = 100 simulations for each dataset, using H = 500 and kmax =

√
n. Fig. 3

shows the boxplots of mk in Eq.(2) computed for the simulated datasets using pivotal
methods (a)–(c), as k increases. Table 1 reports the proportion of simulations in
which the pivot-based methods identify the correct number of clusters by choosing
the value k∗ before the biggest “jump” in the plot (this being a rough automatization
of the use of the proposed diagnostic). The same proportion is computed for three
well-known criteria, i.e. Average Silhouette Width, Dunn index, and CH, using K-
means and hierarchical method with complete linkage (CL). Pivotal methods are
consistent across a high proportion of simulated datasets, similarly to the silhouette
index with CL in scenarios S2, S3. Moreover, our approach outperforms the other
criteria tested in the majority of cases, especially in scenarios S1 and S3.

4 Conclusion and future work

The use of pivotal methods in consensus clustering is a promising and effective strat-
egy to summarise the co-association matrix and to select the number of clusters. The
proposed approach proved to be useful to assess the appropriate number of clusters,
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(a) S1 Dataset (b) S2 Dataset (c) S3 Dataset
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Fig. 2 Synthetic datasets considered in the simulation evaluation. The true clusters (denoted by
different colors) differ in shape, size, and density.

Table 1 Proportion of simulations in which the correct number of clusters is identified by pivotal
methods (with initial partition P0 given by PAM or Ward’s method) and Silhouette Width (Sil),
Dunn index, CH index applied with K-means and Complete Linkage, respectively.

P0 : PAM P0 : WARD K-means AHC (CL)
Data

∖
Method (a) (b) (c) (a) (b) (c) Sil Dunn CH Sil Dunn CH

S1 (Ktrue = 3) 0.86 0.86 0.89 0.75 0.76 0.80 0.03 0.03 0.00 0.18 0.00 0.00
S2 (Ktrue = 4) 0.96 0.85 0.96 0.95 0.83 0.93 0.98 0.45 0.98 0.89 0.44 0.78
S3 (Ktrue = 5) 0.99 0.85 0.96 0.97 0.79 0.87 0.01 0.01 0.00 0.85 0.47 0.57

even when the clustering method adopted for the ensemble generation consistently
fails to recover the true data partition. The selection rule can be furtherly improved
by jointly considering the level of the index and the magnitude of the jumps, an
issue that deserves further investigation.
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6 Roberta Pappadà, Francesco Pauli, Nicola Torelli

(a) S1 Dataset (n = 600,Ktrue = 3,d = 2)
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(b) S2 Dataset (n = 400,Ktrue = 4,d = 2)
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(c) S3 Dataset (n = 250,Ktrue = 5,d = 2)
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Fig. 3 Boxplots of the index mk for k in the interval [2,12], for 100 simulations. The vertical line
represents the ’actual’ number of clusters. Overall the similarity between the pivots quantified by
the index mk takes on small values when k is equal to Ktrue, and it can be seen that a sharp increase
occurs for Ktrue + 1. The plots refer to the three scenarios S1, S2 and S3 and pivotal methods (a),
(b), (c). Similar results are obtained when the initial partition is derived by Ward’s method, and are
not reported here.
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Clustering of data recorded by Distributed
Acoustic Sensors to identify vehicle passage and
typology

Antonio Balzanella1 and Stefania Nacchia1

Abstract There is an increasing interest in researchers on the use of modern sensor
networks deployed in smart cities to collect data that can be used for a better man-
agement of the transportation systems, and, more generally, to improve its impact
on the environment. A fairly recent technology, Distributed Acoustic Sensors is be-
ing used more and more in the field of transportation system, especially in the field
of traffic management. In this paper we propose a methodology for exploiting the
data of moving vehicles, captured through these sensors to detect and classify the
types of passing vehicles. The methodology is based on a data processing pipeline,
whose purpose is to exploit signal processing algorithms to clean the data and to use
a clustering algorithm to detect the types of vehicle.
The data used for testing the methodology is collected through a series of experi-
ments with the DAS technology, in a real city environment.

Key words: Distributed Acoustic Sensors, Clustering, spatio-temporal sequences

1 Introduction

Intelligent Transportation Systems (ITS) have been developed over the past decades
to improve transportation safety and mobility, to reduce the impact on the environ-
ment, to promote sustainable development of transportation and increase productivity.[5].
As the requirements for transportation capability rise annually, roads are becoming
saturated, and, as the situation worsen, more and more problems are exposed. Some
problems are ancient, like congestion, while others are new like environmental im-
pacts. Among the most notable transport problems are, [2]: traffic congestion,energy
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consumption, high maintenance costs. All these issues are often being addressed by
complex algorithms that try to exploit data to find the best solution. In fact ITS is
lately strongly based on the ongoing paradigm of smart cities, where its pervasive
sensors networks enable the collection of a great amount of static and dynamic data
that can be used to improve the ITS decision making and problem solution mecha-
nisms.
ITS now contains a wide spectrum of elements such as smart traffic infrastructure,
vehicle connectivity, real-time information service and big data analytics [1]. Nowa-
days an emerging technology is being largely used as a sensor to capture traffic
real-time data: the distributed acoustic sensing (DAS). Recently, DAS are used to
explore traffic flow and counting of vehicles [9]. DAS systems use fiber optic cables
to provide distributed strain sensing, so that the optical fiber cable becomes the sens-
ing element and measurements are made, and in part processed, using an attached
optoelectronic device. Such a system allows acoustic frequency strain signals to be
detected over large distances and in harsh environments. Traffic flow detection based
on distributed acoustic sensing technology is more sensitive and discreet compared
to conventional traffic flow detection, and provides lower costs and higher resistance
to temperature, corrosion, and electromagnetic interference.
The main purpose of this work is to propose a pipeline for mining the data collected
through these distributed acoustic sensors in order to count and identify the type of
vehicles(e.g. cars, trucks, SUVs etc) flowing on a road.
In the data collection phase we have setup a real-life experiment where we use a
central unit connected to a fiber placed along the road, as shown in the figure 1. It
is worth noticing that the environment for the experiment is not controlled but it is
an actual road in the city, where traffic flows with no interruption and the collected
traffic data reflects the unconstrained experimental setup.
The raw data collected by the central unit is a space-time matrix in which each row
represents the observations along a specific section of the fiber and columns record
measurements over the time. The dataset used is just a sample of the whole experi-
ment and it comprehends 1081 observations collected over a 6 minutes and 40 sec-
onds period of time with a sampling frequency of 78Hz. The most challenging issue
of the used data set is that being the data collected in an unconstrained environment,
records include a lot of environmental noise. Moreover, the high dimensionality of
the raw data that is acquired, requires the use of appropriate dimensionality reduc-
tion techniques to support data transmission on reduced bandwidth networks and
almost real-time processing.

Distributed acoustic sensing (DAS) was born mostly as a geophysical method
that turns optical fibers into dense seismic recording arrays with virtual receiver
points spaced every 1–10m along the fiber. In fact most research activities focus on
the use of DAS as a sensing and monitoring system for seismic activities, [3, 4, 8].
On the other hand, lately some research activities have tried to use the DAS data
to monitor traffic flow. Some interesting results have been presented in [6, 9, 7],
however all these papers focus mostly on counting the vehicles on the road and
compute their speed. As opposed to these papers, the presented strategy aims at not
just counting, but evaluating the type of the passing vehicles.
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Fig. 1 Fiber positioning. The red spot indicates where the fiber starts.

2 Methodology & Application

In this section we present our strategy for discovering the vehicle type analysing the
raw data recorded by the DAS. The strategy is made up of two steps. The first one
- the pre-processing step - reduces the dimensionality of data and filters the noise
coming from the city environment. The second one - the vehicle type detection step -
is based on a clustering algorithm for providing a partition of the vehicles according
to their typology.

To analyse the data recorded by the distributed acoustic sensor, we monitor the
optic fiber at n observation points i = 1, . . . ,n. For each i, we have a series Yi ={

y1
i , . . . ,y

t
i, . . . ,y

T
i
}

which records the optic fiber strain due to vehicle passage in the
time frame t = 1, . . .T .

We organise the DAS data in a matrix Yn×T = {Y1, . . . ,Yi, . . . ,Yn}.
We assume the optical fiber to be placed parallel to the road so that the noise

emitted by a moving vehicle is sensed over the time by consecutive sections of the
fiber. That is, if the series Yi records some information about the passage of a vehicle,
the series Yi+1 also records it with some phase shift depending on the vehicle speed.
Of course, as soon as the vehicle leaves the monitored road, no series will record its
movement.

The pre-processing step consists in performing a 2-dimensional wavelet decom-
position of the matrix Y . Wavelet analysis allows to analyse signals and images at
different resolutions to detect change points, discontinuities, and other events not
readily visible in raw data. A key advantage it has over other signal processing tech-
niques, e.g. Fourier transform, is temporal resolution: it captures both frequency and
location information (location in time).

The 2-dimensional wavelet transform allows to get a multi-level decomposition
of the matrix Y such that for each level we have an approximation of the matrix
and three sets of coefficients: horizontal, vertical, and diagonal coefficients. It is
interesting to note that each set of coefficients highlights specific features of the
data matrix.

In our specific application, since the trace of vehicle passage is recorded by phase
shifted signals, we are interested in using the information captured by the diagonal
coefficients.
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Fig. 2 Diagonal wavelet coefficients and time-frequency spectrum for i = 400

Specifically, we choose the Coiflets wavelets to perform a decomposition of the
matrix Y into 8 levels. We select only the diagonal coefficients of the levels 5, . . . ,8
in order to get a matrix Zn×T which filters the background noise.

As we show in the left side of Fig.2, the passage of vehicles emerge as oblique
straight lines in the plot of the matrix Z. Another interesting aspect is the time-
frequency spectrum of the signals that allows us to see which is the informative
frequency range for our data. In the right side of Fig. 2, we see that the most infor-
mative content is related to frequencies lower than 10Hz.

While the pre-processing step allows to highlight the passage of vehicles, the
vehicle type detection step can provide the vehicle type through an appropriate clus-
tering strategy on the matrix Z.

The approach we propose to address this challenge is based on detecting the
peaks (local maxima) in each signal Zi (for i = 1, . . . ,n), assuming that every peak
which is higher than a threshold value, corresponds to the passage of a vehicle. Note
that the threshold value is required for removing previously unfiltered background
noise.

Our idea is to use the time stamp of each peak as the center of a time window
so that each signal Zi is represented by a set of sub-sequences detected through the
selection of data around the peak.

Formally, for each Zi, we detect the peaks PKi =
{

pk j}
j=1,...,li

, where pk j is the
time stamp of a peak. By considering a time window having size w, we can recover
for each pk j a time interval

[
a j = pk j −w/2;b j = pk j +w/2

]
and the correspond-

ing subsequence s j
i =

{
za j

i , . . . ,zb j
i

}
.

The clustering of sub-sequences allows to allocate vehicles to typologies. We
use an algorithm based on BIRCH [10] since it is very effective in analysing huge

141



Title Suppressed Due to Excessive Length 5

amounts of data. A first phase of the algorithm obtains a partition of data into a
high number of low variability clusters, performing a single scan. A second phase
consists in running a k-means algorithm on the centroids of the clusters discovered
by the first phase. The final reduced set of clusters corresponds to vehicle typologies.

The pseudo-code of the first phase of the algorithm is the following:
Initialization:
i = 1
Detect the peaks PKi
Detect the sub-sequences s j

i for each peak pk j

Run a k-means algorithm on the s j
i ( j = 1, . . . , li) to get a partition in K clusters

Ck and the centroids Gk
Main:
for all Zi such that i > 1 do

Detect the peaks PKi
Detect the sub-sequences s j

i for each peak pk j

for all s j
i do

Allocate s j
i to the cluster Ck such that:

d2(s j
i ;Gk)< d2(s j

i ;G′
k) if d2(s j

i ;Gk)< u
end for
Update the cluster centroids Gk (k = 1, . . . ,K)

end for
We have tested this algorithm on our dataset. In Fig. 3 we show the strain of

the optic fiber at the observation point i = 400. The peaks represent the passage of
vehicles. The coloured dots show the membership of each vehicle to a typology as
result of a clustering of data into 4 clusters.

3 Conclusions

In this short paper we have shown a strategy for detecting the passage of vehicles
and for clustering such vehicles into typologies starting from DAS data. We have
run our algorithms on real data to evaluate the effectiveness of the strategy. By
means of a camera, we have recorded the vehicle passage on the road to compare
our results with the ground truth. Despite the data being affected by noise, we were
able to obtain encouraging results. Further validations and tests to validate the input
parameters of the procedure will be the subject of future works.
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A Hidden Markov Model for Variable Selection
with Missing Values
Un Modello Hidden Markov per la Selezione delle
Variabili con Valori Mancanti

Fulvia Pennoni, Francesco Bartolucci, and Silvia Pandolfi

Abstract We propose a hidden Markov model for longitudinal multivariate con-
tinuous responses, accounting for missing data under the missing at random as-
sumption. Maximum likelihood estimation of this model is carried out through the
Expectation-Maximization algorithm. To address the problem of dimensionality re-
duction, we develop a greedy search algorithm based on the Bayesian Information
Criterion. We illustrate the proposal through a dataset collected by the World Bank
and UNESCO Institute for Statistics on the basis of which we dynamically cluster
countries according to the selected variables observed during the period 2000-2017.
Abstract Viene proposto un modello hidden Markov per risposte continue multi-
variate longitudinali e possibili dati mancanti sotto l’assunzione missing at random.
Il metodo della massima verosimiglianza è utilizzato per la stima dei parametri
attraverso l’algoritmo Expectation-Maximization. Si implementa anche un algo-
ritmo per la selezione delle variabili e del modello basato sul Bayesian Informa-
tion Criterion. La proposta è illustrata tramite dati raccolti dalla Banca Mondiale e
dall’Istituto di Statistica dell’UNESCO nel periodo 2000-2017, sulla base dei quali
i paesi vengono classificati in modo dinamico considerando le variabili selezionate.

Key words: development changes, Gaussian distribution, longitudinal data, miss-
ing at random assumption
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1 Introduction

We consider hidden (or latent) Markov models (HMMs) for the analysis of time-
series and panel data [1, 2]. The main assumption is that the observed data depend
on a latent process that follows a first-order Markov chain that may be time homo-
geneous or heterogeneous. In this way, we can account for the unobserved hetero-
geneity in a time-varying fashion, and we are able to cluster the units in the panel
into homogeneous groups corresponding to comparable unobservable characteris-
tics. Given each latent state, the continuous responses at the same time occasion are
assumed to follow a multivariate Gaussian distribution with specific mean vector
and variance-covariance matrix. We focus on the problem of non-monotone miss-
ing data patterns considering partially or totally missing responses at one or more
time occasions, under the missing at random (MAR) assumption [3]. Following the
idea proposed in [4], we implement a greedy forward-backward procedure based on
an approximation of the Bayes factor so as to select the subset of the most useful
responses for clustering and simultaneously choose the optimal number of latent
states. A modified Expectation-Maximization (EM) algorithm [5] is employed to
obtain maximum likelihood estimates of the model parameters.

To illustrate the proposal we consider data derived from the World Bank and
UNESCO Institute for Statistics to study countries’ economic conditions over the
period 2000-2017. We use several variables, including GDP per capita, educational
levels, life expectancy at birth, and others related to the human development index
proposed by the United Nations Development Programme1 for measuring the well-
being at the country level. The proposed approach allows us to characterize dispari-
ties among countries in a dynamic fashion and to evaluate development changes.

In the following section we show the proposed HMM accounting for missing
data. In Section 3, we outline the main features of the greedy search algorithm for
variable and model selection, and in Section 4, we describe the application.

2 Model Formulation and Estimation

Let Yit = (Yi1t , . . . ,Yirt)′ denote the vector of r continuous response variables mea-
sured at time t, t = 1, . . . ,Ti, where Ti denotes the number of occasions of observa-
tion for unit i, i = 1, . . . ,n. Also, let Yi be the vector obtained by stacking Yit for
t = 1, . . . ,Ti. The latent process denoted as Ui = (Ui1, . . . ,UiTi)

′ is assumed to fol-
low a first-order Markov chain with state-space ranging from 1 to k. This process is
characterized by the initial probabilities

πu = p(Ui1 = u), u = 1, . . . ,k,

and the transition probabilities

1 Data are available at https://datacatalog.worldbank.org/dataset/world-development-indicators
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πu|ū = p(Uit = u|Ui,t−1 = ū), t = 2, . . . ,Ti, u, ū = 1, . . . ,k,

where u denotes a realization of Uit and ū a realization of Ui,t−1. Under the local
independence assumption, the response vectors Yit collected in Yi are condition-
ally independent given the latent process Ui. A conditional multivariate Gaussian
distribution is assumed for the responses:

Yit |Uit = u ∼ N(µu,Σu),

where µu and Σu are latent state specific mean vectors and variance-covariance ma-
trices. These matrices are constrained to be equal each other when homoscedasticity
is assumed, as is usually done in the HMM and finite mixture context [6].

In presence of partially incomplete data, the response variables may be parti-
tioned as (Y o

it ,Y
m

it )
′, where Y o

it corresponds to the observed variables and Y m
it

corresponds to the missing ones. Accordingly, the conditional mean vectors and
variance-covariance matrices may be decomposed as follows

µu =

(
µo

u
µm

u

)
, Σu =

(
Σoo

u Σom
u

Σmo
u Σmm

u

)
,

where the single blocks are identified by letters o and m when referred to observed
and missing components, respectively.

Likelihood based inference with missing data is performed under the MAR as-
sumption and independence between sample units. The log-likelihood function is

ℓ(θ) =
n

∑
i=1

log f (yo
it) =

n

∑
i=1

log∑
ui

(
Ti

∏
t=1

f (yo
it |uit)

)(
πui1

Ti

∏
t=2

πuit |ui,t−1

)
,

where θ is the vector of all the model parameters, f (yo
it) is the manifest distribution

of the observed responses yo
it , and ui = (ui1, . . . ,uiTi)

′.
The EM algorithm maximizes the above likelihood by alternating two steps until

convergence. In particular, at the E-step we compute the posterior expected value
of the complete data log-likelihood, ℓ∗(θ), given the observed data and the current
value of the parameters. With missing data, this step includes the computation of
E(Yit | yo

it ,u) and E [(Yit −µu)(Yit −µu)′ | yo
it ,u]. At the M-step we update the es-

timate of θ by maximizing the expected value of ℓ∗(θ) obtained at the E-step. We
combine deterministic and random initializations of the EM algorithm to limit the
problem of multimodality of the log-likelihood function.

3 Variable and Model Selection
We implement an algorithm to perform variable and model selection in line with
the proposal in [4], which is based on assessing the importance of each variable,
among those available, by comparing two suitably chosen models. In the first of
these models, the candidate variable is assumed to provide additional information
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about clustering allocation beyond that contained in the already selected variables;
in the second model, this variable is not used for clustering. The two models are
compared through the Bayesian Information Criterion (BIC) [7], which is related to
the Bayes factor and is based on the following index

BICk =−2ℓ̂k + log(n)#par,

where ℓ̂k denotes the maximum of the log-likelihood of the HMM with k states and
#par denotes the number of free parameters.

We propose a greedy forward-backward procedure that starts with an initial set
of clustering variables, denoted by Y (0), and a number of latent states, denoted by
k(0). At the h-th iteration, the algorithm performs the following three steps:

• Inclusion step: each variable j in the remaining set of variables, is singly pro-
posed for inclusion in Y (h). The variable to be included is selected on the basis
of the following difference between BIC indexes:

BICdi f f = BICk(h−1) (Y (h−1)∪ j)−
[
BICk(h−1) (Y (h−1))+BICreg( j ∼ Y (h−1))

]
,

where BICk is the index computed under the proposed HMM with k states, and
BICreg is the index related to the multivariate linear regression of the candidate
variable on the currently selected set of variables. The variable with the smallest
negative BICdi f f is included in Y (h−1), and this set is updated.

• Exclusion step: each variable j in Y (h) is singly proposed for the exclusion on
the basis of the following index:

BICdi f f = BICk(h) (Y
(h))−

[
BICk(h) (Y

(h) \ j)+BICreg( j ∼ Y (h) \ j)
]
.

The variable with the highest positive value of the BICdi f f is removed from Y (h).
• Model selection: the current value of k(h−1) is updated by minimizing the BICk

index of the HMM for the current set of clustering variables Y (h) over k, from
(k(h−1)−1) to (k(h−1) +1), so as to obtain the new value of k(h).

The algorithm ends when no variable is added to or is removed from Y (h). It is
worth mentioning that the proposed approach may be influenced by the choice of
the initial set of responses, therefore some preliminary or sensitivity analyses at this
aim are needed.

Once the variables and the number of states have been selected, the EM algo-
rithm directly provides the estimated posterior probabilities of Uit used to obtain
a prediction of the latent states of each unit i at every time occasion t. The code
implemented to perform the estimation and the selection of the proposed HMM is
developed by extending the functions included in the R package LMest [8].

148



A Hidden Markov Model for Variable Selection with Missing Values 5

4 Application

Data referred to n = 217 countries followed for T = 18 years over a set of r = 25
responses with missing values are used to illustrate the proposal, which is based on
a model assuming a constant variance-covariance matrix across latent states. The
greedy search algorithm is applied starting from a model with only one response
variable and k = 6 latent states chosen on the basis of a preliminary analysis. In the
end, this algorithm leads us to choose a model including r = 15 responses with k = 9
latent states and heterogeneous transition probabilities.

The selected responses are reported in Table 1 along with the estimated cluster
conditional means. The latent states are ordered according to increasing values of
the estimated means of the variables highlighted in bold and are able to discriminate
between countries with different income levels. The estimated parameters of the la-
tent model are reported in Table 2. We notice that the first group of countries (about
11% in 2000) is characterized mainly by low values of GDP, current health expen-
diture, and school enrollment in tertiary education. However, we estimate that in
2017 the 43% of countries moves to the 3rd cluster referred to countries having es-
pecially a higher coverage of social safety net programs in the poorest quintile. The
5th group of countries (about 13% in 2000) shows intermediate levels of develop-
ment with a remarkable high rate of primary school enrollment. For these countries,
we observe a probability of around 0.03 of moving towards the 6th state in 2017.

Table 1 Estimated conditional means of the HMM with k = 9 latent states (in bold variables with
increasing means across states).

1 2 3 4 5 6 7 8 9
Ele 13.25 14.45 34.64 54.54 77.15 96.84 99.64 100.00 99.99
GDP 1457.75 1717.51 3228.88 5689.88 6456.77 9816.22 25361.15 41879.28 79947.84
Hea 68.78 106.66 152.39 242.18 313.16 545.37 1493.95 3801.95 2673.04
Lex 52.72 57.01 59.59 60.55 67.64 72.12 76.00 80.58 78.92
Sav 10.72 8.01 19.76 21.84 21.44 21.81 20.51 24.74 42.97
Imp 34.29 51.55 44.93 39.58 51.10 46.64 56.47 38.80 96.42
Sch3 2.89 4.09 8.03 9.45 20.59 33.01 56.35 70.06 32.32
Rese 0.14 0.13 0.36 0.35 0.30 0.39 0.70 2.43 0.61
Trade 58.95 78.29 79.55 72.77 87.08 83.32 110.38 81.14 217.73
Edu 2.91 4.81 3.84 4.77 4.57 4.52 4.88 5.72 3.00
Sch1 71.69 117.63 98.24 95.58 107.49 105.20 101.75 102.28 102.14
Int 1.11 3.49 6.18 9.39 11.69 22.39 52.43 73.82 61.19
Sch2 19.16 31.39 44.12 44.93 73.25 83.69 97.30 112.36 94.59
Safe 7.72 19.99 22.50 20.25 58.25 51.51 68.94 24.08 29.87
Lit 36.21 65.86 59.02 63.89 82.11 91.60 95.19 83.60 96.64

Note: Ele: access to electricity; GDP: gross domestic product per capita; Hea: current health
expenditure; Lex: life expectancy at birth; Sav: gross savings; Imp: import of goods, and services;
Sch3: school enrollment, tertiary; Rese: research and development expenditure; Trade: exports
and imports of goods, and services; Edu: government expenditure on education; Sch1: school
enrollment, primary; Int: individuals using the Internet; Sch2: school enrollment, secondary;
Safe: coverage of social safety net programs in poorest quintile; Lit: literacy rate.
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Table 2 Estimated averaged initial and transition probabilities for the HMM with k = 9 states
referred to the period 2016-2017.

1 2 3 4 5 6 7 8 9
π̂u 0.11 0.06 0.06 0.05 0.13 0.34 0.11 0.08 0.06

π̂u|1 0.57 0.00 0.43 0.00 0.00 0.00 0.00 0.00 0.00
π̂u|2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
π̂u|3 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
π̂u|4 0.00 0.00 0.00 0.94 0.06 0.00 0.00 0.00 0.00
π̂u|5 0.00 0.00 0.00 0.00 0.97 0.03 0.00 0.00 0.00
π̂u|6 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
π̂u|7 0.00 0.00 0.00 0.00 0.00 0.00 0.98 0.02 0.00
π̂u|8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.97 0.03
π̂u|9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00

The 6th group differs from the 5th mainly for higher values of GDP, electricity
access, and health expenditure. Most countries (about 34%) are allocated to this
cluster in 2000 with a persistence probability of around 1.00. The 8th cluster is
that of high-income countries (about 8% in 2000), and we estimate a probability of
0.03 of moving towards the 9th cluster in 2017 that is characterized by the highest
average values of GDP, trade, import of goods and services, and literacy rate.

Using local decoding, we identify development changes of each country over
time. For example, the following countries are allocated in the 1st cluster in 2000:
Afghanistan, Angola, Benin, Burkina Faso, Burundi, Central African Republic,
Chad, Congo, Democratic Republic of Congo, Ethiopia, Guinea, Guinea-Bissau,
Mali, Mauritania, Mozambique, Niger, Papua New Guinea, Sierra Leone, Solomon
Islands, Somalia, South Sudan, Tanzania, Zambia. We estimate that only Chad and
Niger remain in this cluster at the end of 2017, revealing that their economic and
social conditions have not changed over time.

Acknowledgements We thank A. Serafini for the support in the preliminary data analysis.
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Comparison between Different Likelihood Based
Estimation Methods in Latent Variable Models
for Categorical Data

Un Confronto tra Metodi di Stima Basati sulla
Verosimiglianza nei Modelli a Variabili Latenti per Dati
Categorici

Silvia Bianconcini and Silvia Cagnone

Abstract Latent variable models represent a useful tool in different fields of research
in which the constructs of interest are not directly observable. In presence of many
latent variables and/or random effects, problems related to the integration of the
likelihood function can arise since analytical solutions do not exist. In literature,
different remedies have been proposed to overcome these problems. Among these,
the pairwise likelihood method and, more recently, the dimension-wise quadrature
have been shown to produce estimators with desirable properties. We compare the
performance of the two methods for a class of dynamic latent variable models for
count data.
Abstract I modelli a variabili latenti rappresentano uno strumento di analisi molto

utile in ambiti di applicazione nei quali i costrutti di interesse non sono direttamente

osservabili. In particolare, in presenza di molte variabili latenti e/o effetti casuali

e di dati categorici, possono sorgere problemi relativi al calcolo di integrali pre-

senti nella funzione di verosimiglianza poich non esistono soluzioni analitiche. Per

superare questi problemi, in letteratura sono state proposte diverse soluzioni. Tra
queste, i metodi basati su verosimiglianze composite e, pi recentemente, i metodi

basati sulla riduzione dimensionale degli integrali producono stimatori accurati. In

questo lavoro confrontiamo la performance dei due metodi per una classe di modelli

a variabili latenti dinamici per dati di conteggio.

Key words: latent autoregressive models, count data, pairwise likelihood, dimension-
wise quadrature.
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1 Introduction

Latent variable models represent a useful tool in different fields of research in which
the constructs of interest are not directly observable. However, in presence of many
latent variables and/or random effects, problems related to the integration of the
likelihood function can arise since analytical solutions do not exist. Common ex-
amples are represented by latent variable models for panel data or time series that
involve many continuous time-varying latent variables whose dynamics is typically
modeled by an autoregressive process of order 1 ([5],[6]). In these models, infer-
ence is cumbersome because the likelihood function depends on an intractable high-
dimensional integral.

Alternative methods that produce estimators with desired statistical properties
and that, in addition, simplify the estimation process, are greatly needed. The most
popular method that offers reduction in estimation complexity is the composite like-
lihood approach, introduced by [7] and further discussed, among the others, by [9].
The composite likelihood estimator is obtained by maximizing the univariate and/or
bivariate likelihood products that contain the greatest quantity of model parame-
ter information. The immediate effect of the composite likelihood estimation is the
reduction of the number of integrations required in the likelihood computation. An-
other approach that has been recently proposed in the literature is the dimension-
wise quadrature (DWM), developed by [2]. It consists in reducing the dimension
of the multidimensional integrals by truncating the Taylor series expansion of the
integrand. This makes the computation feasible also when the number of latent vari-
ables is large. The proposed approach provides a higher order approximation than
the Laplace one but does not require any derivative computation, hence it is very
simple to implement. Furthermore, the corresponding estimators are asymptotically
as accurate as the adaptive Gauss Hermite estimators.

A first comparison between the pairwise likelihood approach and DWM has been
recently proposed by [1] for latent variable models for multivariate longitudinal or-
dinal data. The results highlighted that DWM outperforms the pairwise likelihood
approach when the dimension reduction involves up to two integrals. Moreover,
DWM appears to be more advantageous since, unlike the pairwise likelihood ap-
proach, it is always feasible, even in presence of very complex models. However,
the pairwise estimator considered in this study involved all the possible log pair-
wise components and it can result less efficient than weighted pairwise likelihood
estimators that typically involve only the most informative pairs of observations.

In this paper, we compare the two methods for a class of dynamic latent variable
models for count data considered by [8] to analyze infectious disease data. The au-
thors proposed a pairwise likelihood estimator that involves only a selected number
of pairs. Moreover, the pairwise likelihood components are properly weighted. A
preliminary simulation study is done to compare the performance of the estimators
under the two methods.
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2 Latent Autoregressive Models for Count Data

Let y1, . . . ,yT denote an observed time series of count data of length T and α1, . . . ,αT

represent a vector of time-dependent latent variables. The relation between observed
and latent variables can be expressed through a latent autoregressive model as fol-
lows

µt = E(yt |αt) = exp(x′tβ +αt) (1)

αt = γ +φαt−1 + εt (2)

Equation (1) specifies the conditional distribution of observed variables given the
latent ones. For count data, it is a Poisson distribution of parameter µt depending
on a set of time dependent covariates xt and on the latent variable αt that induces
serial correlation and overdispersion. The dynamics of αt is modelled through a
stationary autoregressive process of order 1 specified in equation (2), with |φ | < 1
and εt ∼ N(0,σ2).

3 Model Estimation

Model estimation is usually performed by using a full maximum likelihood method.
The likelihood is given by:

L(θ ) =
∫

RT

T

∏
t=1

fy(yt |αt) fα (αt |αt−1)dαT . . .dα1, (3)

where θ =(γ,β ,φ ,σ2) is the vector of parameters to be estimated and fα(αi1|αi0)=
fα (αi1). A problem related to the maximization of the likelihood is that, in general,
the multidimensional integral in (3) is not solvable analytically.
Among the remedies proposed in the literature, numerical quadrature-based meth-
ods represent a widespread solution to this problem and, among them, the adaptive
Gauss Hermite quadrature has been found to be very accurate for latent autore-
gressive models for ordinal data when a non-linear filter technique is applied ([3]).
However, the adaptive quadrature is computationally demanding if it is based on the
computation of the mode of the integrand in equation (3). Alternative solutions can
be the pairwise likelihood approach recently proposed by [8] for the latent autore-
gressive model considered in this work and the DWM proposed by [2].

3.1 Pairwise Likelihood Approach

The pairwise likelihood estimator is obtained by maximizing bivariate likelihood
products that contain the greatest quantity of model parameter information ([7],
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[4]). The immediate effect of the pairwise likelihood estimation is the reduction of
the number of integrations in the expression of the likelihood (3).

[8] proposed a pairwise log-likelihood of order d, defined as the sum the log
bivariate densities for all the pairs of observations that are separated at most by d

units as follows

l(θ ) =
T

∑
t=d+1

d

∑
i=1

wgi log f (yt−i,yt ,θ ) (4)

where

f (yt−i,yt ,θ ) =
∫

R2
f (yt |αt) f (yt−i|αt−1) fα (αt−1,αt )dαt−1dαt (5)

and wgi are rectangular or trapezoidal non-negative weights. The number of pairs in-
volved in expression (4) are (T −d)d implying a significant reduction of the compu-
tational effort. In the case of d = 1, only consecutive pairs are considered, whereas,
as d increases, the pairwise likelihood involves an increasing number of pairs of
independent observations.

3.2 Dimension-wise Quadrature Method

Consider the following representation of the marginal density function

f (y1, . . . ,yT ;θ ) =
∫

RT

[∏T
t=1 f (yt |α)] fα (α)

φ(α;αmo,Σmo)
φ(α;αmo,Σmo)dα = (6)

= |Cmo|
∫

RT

∏T
t=1 f (yt |Cmoα∗+αmo) fα (Cmoα∗+αmo)

φ(α∗;0, I)

φ(α∗;0, I)dα∗ =

= |Cmo|
∫

RT
m(α∗)φ(α∗;0, I)dα∗ =

= |Cmo|Eφ [m(α∗)]

where fα (α) = fα (α1, . . . ,αt−1,αt), αmo is the maximum of the logarithm of the
integrand ∏T

t=1 f (yt |α) fα (α), and Σmo = CmoC′
mo is minus the inverse of the cor-

responding Hessian matrix evaluated in the mode αmo. φ(·) is the normal density
function.
The dimension-wise method is applied to the expected value Eφ [m(α∗)]. It is based
on the Taylor expansion of m(α∗) around 0 up to the s term as follows

m̂(α∗) =
s

∑
w=1

tw (7)

where each component tw considers all the derivatives of m(α∗) taken with respect
to w latent factors, that is
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tw = ∑
j1, j2,..., jw

∑
k1<k2<...<kw

1

j1! j2! . . . jw!

∂ j1+ j2,...,+ jw m(0)

∂α∗ j1
k1

∂α∗ j2
k2

. . .∂α∗ jw
kw

α∗ j1
k1

α∗ j2
k2

. . .α∗ jw
kw

(8)

The approximated function m̂(α∗) admits the following equivalent representation
([2])

m̂(α∗) =
s

∑
l=0

(−1)l

(

T − s+ l− 1
l

)

ms−l(α∗) (9)

where ms−l(α∗) = m(0, · · · ,α∗
k1
,0 · · · ,0,α∗

ks−l
,0, · · · ,0). Thus, ms−l is a function of

just s− l variables being all the remaining fixed to 0. Replacing eq. (9) in eq. (6),
we obtain the approximate density function

fa(y;θ ) = |Cmo|

[

s−1

∑
l=0

(−1)l

(

T − s+ l− 1
l

)

∫

Rs−l
∑

k1<...<ks−l

ms−l(α∗)× (10)

φ(α∗
k1
) · · ·φ(α∗

ks−i
)dα∗

k1
..dα∗

ks−l

]

.

The dimension of the integrals in expression (10) depends on the choice of s. If s= 1,
we obtain a linear combination of unidimensional integrals, if s = 2, we obtain a
linear combination of uni- and bi-dimensional integrals and so on. For small values
of s, the integrals can be easily approximated using the Gauss Hermite quadrature
method. In the extreme cases of s = 0 and s = q the solution is equivalent to the
classical Laplace approximation and to the adaptive Gauss-Hermite quadrature, re-
spectively. The dimension-wise quadrature estimators share the same accuracy as
the adaptive Gauss-Hermite method, but avoiding the main computational limita-
tions of the latter [2].

4 Simulation Study: Preliminary Results

The performance of the two approximation methods are compared through a simu-
lation study.
We generated 500 time series of length T = 90, with true values of the parameters
φ = 0.5, σ2 = 1.528 and no covariates. For the pairwise likelihood method we con-
sider rectangular weights, d = 1 and d = 10. The pairwise of order 1 was shown to
have a better performance than higher orders by [8], whereas the pairwise of order
10 is expected to be less efficient. For DWM, we consider s = 1 and s = 2 since [1]
showed that DWM with s = 1 produces similar results to the unweighted pairwise
likelihood estimation method, whereas DWM with s = 2 outperforms it.
Table 1 reports the bias and the root mean square error (rmse) of the parameter
estimates. We can observe that, in all the conditions and for both the parameters,
DWM produces less biased estimates than the pairwise method. The differences are
more relevant for σ2. On the other hand, the pairwise method appears more efficient
than DWM. Moreover, for this particular design, there are no relevant differences

155



6 S. Bianconcini and S. Cagnone

between s = 1 and s = 2 and between d = 1 and d = 10 apart from the bias of φ
that for d = 10 is more than doubles than for d = 1. This is consistent with the fact
that, as the order d diverges, the pairwise likelihood involves an increasing number
of pairs that do not contain any information about the parameter φ that cannot be
consistently estimated [8]. We have also applied the pairwise method using trape-
zoidal weights, but there were no difference in the performance respect to the use of
rectangular weights. In Table 1 the average computational time in seconds taken by
each method is also reported. DWM appears slower than pairwise since it requires
the computation of the mode of the integrand.
This is a preliminary simulation study that gives a first insight on the performance of
the two methods. Further work needs to be done to corroborate the findings of this
study. More scenarios have to be considered and the properties of the dimension-
wise based and pairwise estimators should be investigated and compared theoreti-
cally.

Table 1 Estimated mean, bias and rmse for T = 90, 500 replications

Pairwise Pairwise DWM DWM

d = 1 d = 10 s = 1 s = 2

True bias rmse bias rmse bias rmse bias rmse

φ = 0.500 -0.047 0.184 -0.106 0.202 -0.001 0.380 0.003 0.383

σ 2 = 1.528 -0.499 0.585 -0.379 0.528 0.026 0.424 -0.030 0.455

Time (sec) 1.04 3.00 6.42 715.40
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A Comparison of Estimation Methods for the
Rasch Model

Alexander Robitzsch1,2

Abstract The Rasch model is one of the most prominent item response models.
In this article, different item parameter estimation methods for the Rasch model are
compared through a simulation study. The type of ability distribution, the number of
items, and sample sizes were varied. It is shown that variants of joint maximum like-
lihood estimation and conditional likelihood estimation are competitive to marginal
maximum likelihood estimation. However, efficiency losses of limited-information
estimation methods are only modest. It can be concluded that in empirical stud-
ies using the Rasch model, the impact of the choice of an estimation method with
respect to item parameters is almost negligible for most estimation methods. Inter-
estingly, this sheds a somewhat more positive light on old-fashioned joint maximum
likelihood and limited information estimation methods.

Key words: Rasch model, item parameter estimation, maximum likelihood estima-
tion, item response model

1 Rasch Model

The Rasch model [9, 18] is likely the most important item response model. It is of
interest to select appropriate estimation methods in diverse applications. A variety of
estimation methods has been proposed. In this article, a comprehensive comparison
of different estimation methods for the Rasch model is conducted. We manipulate
the factors test length (i.e., number of items), sample size, and type of ability of
distribution.
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For a number of items Xi (i = 1, . . . , I) and a random variable θ (ability), the item
response function for the Rasch model is given as

P(Xi = 1|θ ;bi) =Ψ(θ −bi) , θ ∼ F (1)

where Ψ is the logistic link function, bi is the item difficulty, and F is some distribu-
tion for ability θ . In addition, items Xi are assumed to be locally independent, that
is P(X1, . . . ,XI |θ) = ∏I

i=1 P(Xi|θ). Importantly, the sum score S = ∑I
i=1 Xi is a suf-

ficient statistic for θ if maximum likelihood (ML) estimation is employed. Hence,
all items are equally weighted in θ , which eases the interpretation of Rasch model
parameters. Moreover, because in the Rasch model, only a single parameter is esti-
mated per item, low sample sizes are required for reliable estimation.

2 Estimation Methods for the Rasch Model

A variety of estimation methods has been proposed for the Rasch model [16]. In the
Rasch model, item parameters b = (b1, . . . ,bI) and distribution parameters of F are
estimated. Assume that item responses xpi are available for persons p = 1, . . . ,P and
items i = 1, . . . , I. Denote by xp the vector of item responses and by sp the sum score
of person p.

In marginal maximum likelihood estimation (MML; [4]), latent variables θ are
integrated out by posing some distributional assumption Gγγγ for θ , where distribu-
tion parameters γγγ are simultaneously estimated with b. The log-likelihood function
l(b,γγγ) is maximized. The likelihood contribution for person p is given by lp(b,γγγ) =
log

[∫
∏I

i=1 P(Xi = xpi|θ ;bi)dGγγγ(θ)
]
. If Gγγγ differs from the data-generating distri-

bution F , biased item parameters can occur. Frequently, a normal distribution for
θ is posed (MML-N), and a standard deviation σ is estimated. The integral in the
likelihood function is evaluated by numerical integration. Alternatively, a multino-
mial distribution for θ can be estimated. This approach starts with a fixed grid of θ
points θ1, . . . ,θC and estimates probabilities γc = P(θ = θc). A log-linear smoothing
of these probabilities has been proposed in the so-called general diagnostic model
(MML-LM; [19, 22]). Typically, smoothing is performed for up to three or four mo-
ments. In a located latent class model with C classes, the values of the grid points θc
are estimated in addition to probabilities γc (MML-LC; [7, 10]). It has been shown
that in the Rasch model with I items, at most C = I/2 latent classes can be identified.
The MML-LC approach imposes the weakest assumptions about F .

In conditional maximum likelihood estimation (CML; [1]), a conditioning step
on the sum score S is performed that eliminates θ from estimation equations. In
more detail, lp(b) = log P(X = xp|S = sp) is evaluated that is independent of θ . In
joint maximum likelihood estimation (JML; see [16] for an overview), persons are
regarded as fixed effects, and person parameters γγγ = (γ1, . . . ,γP) are simultaneously
estimated with item parameters b. The estimation JML algorithm alternates between
θθθ and b parameter estimation in one iteration. Because the number of estimated
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parameters grows with sample size, a bias correction for item parameters is required
[14, 21]. With obtained item parameters b̂i, the bias-corrected item parameter is
computed as (I −1)/I · b̂i. In order to include all persons in the estimation (because
an ML estimate for θ is not defined for persons with extreme scores sp = 0 or sp =
I), weighted likelihood estimation (WLE; [20]) can be used for obtaining person
parameter estimates. As an alternative to WLE, the ε-algorithm of Bertoli-Bersotti
(JMLε; [3]) employs a modified likelihood by replacing the sufficient statistic sp
with ε+(sp−2ε)/I using an appropriate ε > 0. In penalized JML (PJML; see [5] for
a related approach), a ridge penalty term is added to the log-likelihood function. This
approach corresponds to assuming a normal prior distribution θ ∼ N(0,σ2

prior) with
an appropriate choice of the regularization parameter σprior > 0. This approach also
circumvents the exclusion of persons with extreme scores from CML. It has been
demonstrated that JML and CML can be considered variants of MML estimation
[13].

Several simpler estimation alternatives (so-called limited information methods)
do not rely on the full item response pattern xp. In pairwise MML (PMML; [15])
person contributions P(Xi = xpi,Xj = xp j) are considered by integrating out the la-
tent variable θ as in MML. Typically, a normal distribution is employed. In pairwise
CML (PCML; [23]), the conditioning P(Xi = xpi,Xj = xp j)/P(Xi +Xj = xpi + xp j)
is used for optimization that also removes θ from estimation equations as in CML.
The row averaging approach (RA; [6]), the eigenvector method (EVM; [12]; see
also [2]) as well as the MINCHI method [8] only rely on the evaluation of bivariate
frequencies P(Xi = x,Xj = y) (x,y = 0,1) and do not require assumptions about the
distribution F of θ .

3 Simulation Study

3.1 Method

In the simulation study, item response data has been generated for the Rasch model.
We varied the number of items (I = 10, and 30) and sample sizes (N = 100, 250,
500, and 1,000). We chose I equidistant item parameters in the interval −1.5 and
1.5. Three types of ability distributions were simulated. First, we assumed a normal
distribution N(0,1) (Normal) for θ . Second, we simulated a standardized chi-square
(Chi2) distribution with one degree of freedom. Third, we simulated a located latent
class Rasch model with three classes (LC3) and θ points −0.790, 1.033, 2.248 with
corresponding probabilities .60, .35, and .05.

As analysis models, we implemented the estimation methods described in Sec-
tion 2. For MML-LM estimation, we used a log-linear smoothing up to three and
four moments. We specified MML-LC with 3, 4, and 5 located latent classes. For
JMLε estimation, we tried values ε = 0.1, 0.3, and 0.5. In PJML estimation, we
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chose normal priors N(0,σ2
prior) with σprior = 1, 1.5, and 2. Notably, an optimal value

of σprior could also be estimated by cross-validation or empirical Bayes methods.
The whole simulation was carried out in R [17] utilizing the R packages immer,

pairwise and sirt. To enable comparisons of estimated item parameters across es-
timation methods, the set of item parameters were centered after estimation (i.e.,
they have a mean of 0). In total, 5,000 replications were conducted in each cell
of the simulation design. Bias, standard deviation (SD), and root mean square er-
ror (RMSE) were estimated for all item parameters. We consider two summary
measures of item parameter recovery. First, the mean absolute bias MAB(b̂) =
I−1 ∑I

i=1 |Bias(b̂i)| quantifies the average bias of item parameters. Second, bias and
variability is summarized in the average relative RMSE (RRMSE) that is defined
as RRMSE(b̂) =

[
∑I

i=1 RMSE(b̂i)
]
/
[
∑I

i=1 SDMML−N(b̂i)
]
, where SDMML−N is the

SD of item parameters using MML-N estimation. Hence, MML estimation using
the normal distribution serves as the reference method.

3.2 Results

We only report JMLε with ε = .3 and PJML with σprior = 1.5 that performed best on
average across conditions for lack of space. We also only state results for MML-LM
with smoothing 4 moments (MML-LM4) which was superior to only using three
moments). MML-LC is reported for 3 located latent classes (MML-LC3), but there
were only low efficiency losses when using 4 or 5 classes.

The bias (i.e., the MAB) of item parameters was highest for JML using WLE
(JMLW) for short test length (I = 10) but vanished in a long test (I = 30). However,
MML using an incorrect normal distribution (MML-N) produced slightly biased
item parameters in the case of non-normal distributions (Chi2 and LC3). Surpris-
ingly, the normal distributional misspecification in pairwise MML (PMML) had
even worse consequences than in MML-N. Bias and RRMSE values were averaged
across conditions for each methods and ranked. These ranks are shown in Table 1.
Overall, CML, the limited information methods EVM, RA, and CCML as well as
MML-LC3 and MML-LM4 performed best in terms of bias. It may also be sur-
prising that MML with located latent classes (MML-LC3) also performs well for
continuous ability distributions.

In Table 1, the ranks of estimation methods across all conditions and results for
10 items are shown for the RRMSE. The findings for 30 items were similar but
less pronounced. Overall, JML estimation methods performed well, in particular
the ε-algorithm JMLε . Notably, MML with more flexible distributions and CML
produced low RRMSE values. Interestingly, misspecified MML using a normal dis-
tribution (MML-N) outperformed limited information estimators with respect to
variability (PMML, CMML, EVM, RA, MINCHI). Hence, the potential bias intro-
duced by MML-N compared to the latter estimation methods can be compensated
by smaller variability. It is likely that these findings also transfer to test designs with
missing data.
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Table 1 Performance ranks and relative root mean square error of item parameters in the Rasch
model for different ability distributions and estimation methods as a function of the number of
items (I) and sample size (N)

Rank Relative RMSE

Normal, I = 10 Chi2, I = 10 LC3, I = 10

N N N

Method Bias RRMSE 100 250 500 100 250 500 100 250 500

MML-N 9 6 100.1 100.1 100.0 100.4 100.8 101.6 100.1 100.3 100.6
MML-LM4 6 3 100.2 100.1 100.1 101.1 100.7 100.3 100.8 100.1 99.6
MML-LC3 4 2 100.2 99.7 99.5 100.8 100.2 99.7 100.3 99.6 99.1
CML 1 4 100.2 100.2 100.1 100.8 100.5 100.1 100.0 99.9 99.8
JMLW 12 5 97.0 98.8 102.0 97.6 98.6 100.7 97.0 98.7 102.1
JMLε 7 1 98.2 98.4 98.6 99.0 99.3 99.5 98.0 98.2 98.4
PJML 10 7 99.3 99.5 99.5 102.6 103.6 104.8 98.7 99.0 99.2
PMML 11 8 100.1 100.1 100.0 100.5 101.0 102.0 100.4 100.7 101.2
CCML 5 9 103.2 102.7 102.4 103.5 102.7 102.4 103.1 102.8 102.2
EVM 2 10 104.0 103.5 103.2 104.3 103.5 103.2 104.1 103.7 103.1
RA 3 11 104.1 103.6 103.3 104.4 103.6 103.3 104.2 103.8 103.2
MINCHI 8 12 106.1 104.4 103.9 106.2 104.3 103.7 106.1 104.8 103.8

Note. Bias = mean absolute bias (MAB); RRMSE = relative root mean square error; N = sample
size; I = number of items; Normal = θ ∼N(0,1); Chi2 = θ ∼ χ2(d f = 1) with subsequent transfor-
mation such that E(θ) = 0 and Var(θ) = 1; Discrete = discrete ability distribution with 3 support
points (see ”Method”); MML-N = marginal maximum likelihood estimation (MML) with normal
distribution; MML-LM4 = MML with log-linear smoothing up to 4 moments; MML-LC3 = MML
with 3 located latent classes; CML = conditional maximum likelihood; JMLW = joint maximum
likelihood estimation (JML) with WLE person parameter estimation and bias correction; JMLε
= JML with ε-algorithm using ε = 0.3; PJML = penalized maximum likelihood estimation with
prior N(0,1.52); PMML = pairwise MML; PCML = pairwise CML; EVM = eigenvector estima-
tion method; RA = row averaging method; MINCHI = Fischer’s Minchi estimation method. Ranks
smaller than 7 and RRMSE values smaller than 100.5 are colored in gray.

4 Discussion

In this article, we compared several estimation methods for the Rasch model. It
has been shown that the choice of the ability distribution impacts estimated item
parameters. However, differences between estimation methods are only modest, in
particular for longer test lengths. Interestingly, joint maximum likelihood estimation
methods outperformed conditional and marginal maximum likelihood as well as
limited information estimation methods. Prior distributions for item parameters can
further improve estimation in small samples [11].
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2.12 New issues on multivariate and 
univariate quantile regression



Directional M-quantile regression for
multivariate dependent outcomes
Regressione M-quantile direzionale per dati multivariati
dipendenti

Merlo Luca, Petrella Lea and Tzavidis Nikos

Abstract In the present work we generalize the univariate M-quantile regression to
the analysis of multivariate dependent outcomes. Extending the notion of directional
quantiles, we introduce directional M-quantiles which are obtained as projections of
the original data on a specified unit norm direction. In order to take into consider-
ation the correlation within grouped measurements and to increase efficiency, we
develop a marginal M-Quantile regression model extending the well-known gen-
eralized estimating equations approach. We build M-quantile regions and contours
which allow us to investigate the effect of the covariates on the location, spread and
shape of the distribution of the responses. To identify potential outliers and provide
a simple visual representation of the variability of the M-quantile contours estima-
tor, we construct confidence envelope via nonparametric bootstrap. The validity of
our method is analyzed through the study of the wages data from the National Lon-
gitudinal Survey of Youth.
Abstract In questo lavoro si estende la regressione M-quantilica univariata per
l’analisi di dati multivariati dipendenti introducendo la definizione di M-quantile di-
rezionale associato a variabili risposta vettoriali. Al fine di incorporare la struttura di
correlazione dei dati nella procedura di stima e determinare stimatori più efficienti,
si considera un modello marginale M-quantile estendendo l’approccio delle equa-
zioni di stima generalizzate. Inoltre, proponiamo di utilizzare i contorni M-quantile
per investigare l’effetto delle covariate sulla distribuzione delle variabili risposta e,
per esaminare la loro variabilità, costruiamo degli insiemi di confidenza attraverso
l’approccio bootstrap. L’analisi empirica si concentra sulle retribuzioni salariali di
giovani americani ottenute dal National Longitudinal Survey of Youth.
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Key words: Correlated data, GMQEE, Marginal approach, M-quantile contours

1 Introduction

In the univariate setting, the quantile regression approach proposed by [7] has at-
tracted considerable interest in many applications because it provides a way to
model the conditional quantiles of a response as a function of explanatory vari-
ables in order to have a more complete picture of the entire conditional distribution
compared to the classical mean regression. For a detailed review and list of refer-
ences see [8]. Within the quantile regression framework, a possible alternative is
represented by the M-quantile regression approach proposed by [2]. This method
provides a “quantile-like” generalization of mean regression based on influence
functions combining in a common framework the robustness and efficiency prop-
erties of quantiles and expectiles [12], respectively. Although M-quantiles have a
less intuitive interpretation than standard quantiles, with respect to the latter, they
are very versatile. Specifically, they allow for robust estimation in the presence of
influential observations, they can trade robustness for efficiency, ensure uniqueness
of the Maximum Likelihood solutions and offer greater stability as a wide range of
continuous influence functions can be employed. Unfortunately, M-quantiles have
remained relegated to univariate problems due to the lack of a natural ordering in a
p-dimensional space, p > 1, which preclude the laying down of pertinent concepts
of multivariate M-quantiles, ranks and signs. Yet, an extension to higher dimensions
could prove to be very useful in many fields of applied statistics when the prob-
lem being studied involves the characterization of the distribution of a multivariate
response. In the literature some proposals for defining the multivariate M-quantile
have been put forward by [2], [9] and [1], for example.

In the present paper we generalize the univariate M-quantile regression to the
multivariate setting for the analysis of dependent data by extending the notion of
directional quantiles in [10]. More in detail, we introduce directional M-quantiles
which are obtained as projections of the original data on a specified unit norm di-
rection. In real world scenarios, observations are often correlated with each other
across time, space, or other dimensions, like groups, and their analysis deserves
specific instruments which have received enormous attention over the years [3, 4].
In order to take into consideration the correlation within grouped measurements and
to increase efficiency, we develop a Marginal M-Quantile (MMQ) regression model.
The marginal approach refers to a general class of statistical methods that are used to
model dependent data where observations within a cluster are correlated with each
other ([11, 5, 3, 4]). A popular estimation procedure for estimating the marginal
model parameters is the Generalized Estimating Equations (GEE) approach of [11].
Because the true correlation structure of the data is unknown, the GEE formulates
a “working covariance matrix” to capture dependence between observations and
incorporate that structure into the model. To estimate the model parameters, we ex-
tend the well-known GEE approach of [11] and present the Generalized M-Quantile
Estimating Equations (GMQEE). For a fixed direction, we derive the asymptotic
properties for the proposed estimator and establish consistency and asymptotic nor-
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mality. We also investigate M-quantile regions and contours for a given quantile
level and we propose to use M-quantile contour lines to investigate the effect of the
covariates on the response variables. In order to visualize the sample variability of
the M-quantile contours estimator, we construct confidence envelopes via nonpara-
metric bootstrap. From an empirical point of view, we exploit the proposed MMQ
regression model to track the labor-market experiences of male high school dropouts
collected by the National Longitudinal Survey of Youth (NLSY).

2 Methodology

Let Yi j = (Y (1)
i j , . . . ,Y (p)

i j )′ and Xi j = (X (1)
i j , . . . ,X (k)

i j ) denote a continuous p-variate
response variable and a k-dimensional vector of explanatory variables for the i-th
statistical unit in the j-th cluster of size n j, for j = 1, ...,d and i = 1, ...,n j with
n = ∑d

j=1 n j, respectively. We define u a unit norm direction vector ranging over
S p−1 = {z ∈ Rp : ||z|| = 1}. To simplify the notation, we stack up the projected
responses on u to the n j dimensional vector Ỹ j = (u′Y1 j, . . . ,u′Yn j j)′, while X j =
(Xi j, . . . ,Xn j j) is a n j × k matrix collecting the covariates for group j. Extending
[10], we define the directional M-quantile for multivariate distributions as follows.

Definition 1. Let Y be a p-dimensional random vector with absolutely continuous
distribution function. For any τ ∈ (0,1) and direction u ∈ S p−1, let ψτ(u) =|
τ − 1(u<0) | ψ(u) denote the asymmetric Huber influence function with ψ(u) =
u1(|u|≤c) + csign(u)1(|u|>c), where c denotes a tuning constant bounded away from
zero. Then, the directional M-quantile of order τ in the direction u, θu(τ), is the τ-th
M-quantile of the corresponding projection of the distribution of Y, namely:

∫
ψτ(u′y−θu(τ))dFu′Y = 0. (1)

The proposed directional M-quantile is real-valued and it corresponds to the uni-
variate τ-th M-quantile of the distribution of u′Y where the direction u can be
interpreted as a weight vector for each marginal distribution of Y involved in the
regression problem. In addition, directional M-quantiles inherit the computational
advantages, robustness and efficiency properties of standard univariate M-quantiles.
Specifically, by varying the tuning constant c in ψτ(·), directional M-quantiles re-
duce to directional quantiles of [10] when c → 0 and reduce to directional expec-
tiles for c large. Clearly, Definition 1 includes the traditional univariate one when
p = 1. In the regression context, the proposed definition can be easily extended to
conditional distributions when covariates are available. For a given τ ∈ (0,1) and
u ∈ S p−1, the directional M-quantile model is defined as:

θu,X(τ) = X′
i jβ (τ), i = 1, ...,n j and j = 1, ...,d, (2)

where β (τ) is the k-dimensional vector of regression coefficients.
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To account for the dependence structure of the data we consider the so called
marginal modeling approach and estimate the parameters using the GEE. By intro-
ducing a suitable correlation matrix C j(r j) of size n j indexed by the s j-dimensional
vector r j which characterizes the correlation within groups, j = 1, ...,d, we are able
to capture within group dependence and enhance the efficiency of the regression
coefficients estimator [11]. Following [13] and [11], for a given τ and direction u,
we define the estimator β̂ MMQ(τ) as the solution of the following Generalized M-
quantile Estimating Equations (GMQEE):

U(β (τ)) =
d

∑
j=1

U j(β (τ)) =
d

∑
j=1

X′
jΣΣΣ−1

j (r j)V
1
2
j ψτ(z j) = 0, (3)

where z j = V− 1
2

j (Ỹ j −X jβ (τ)) denotes the n j-dimensional vector of standardized
residuals, V j is the diagonal matrix of size n j which contains the scale parameter

σ2
τ for the residuals’ distribution Ỹ j −X jβ (τ) and ΣΣΣ j(r j) = φV

1
2
j C j(r j)V

1
2
j is the

“working” covariance matrix with φ being a positive nuisance parameter. It is worth
noticing that, when C j(r j) = In j , with In j being the identity matrix of size n j, in-
dependence between clustered observations is assumed. Several choices for C j(r j)
have been proposed in the related literature, such as the exchangeable correlation
structure, the AR(1) structure, or the totally unspecified structure. Their specifica-
tion and parameters interpretation generally depend on the application under inves-
tigation. For fixed τ and u, under mild regularity conditions the estimator β̂ MMQ(τ)
is consistent and asymptotically normally distributed. In addition, an estimate of the
model parameters (β MMQ(τ),στ ,φ ,r j) can be obtained using a Newton-Raphson
algorithm to solve the GMQEE in (3).

To provide a full description of the dependence of the responses Y on the regres-
sors X, we investigate how directional M-quantiles can provide a summary when,
theoretically, all directions over S p−1 are investigated simultaneously, for fixed τ .
Let y denote the realization of the random vector Y. For a given τ ∈ (0,1) and
u ∈ S p−1, we first define the τ-th directional M-quantile regression hyperplane
πu,x(τ) = {y ∈ Rp : u′y = θu,x(τ)}. Each hyperplane πu,x(τ) characterizes a lower
(open) and an upper (closed) M-quantile regression halfspace H−

u,x(τ) = {y ∈ Rp :
u′y < θu,x(τ)} and H+

u,x(τ) = {y ∈Rp : u′y ≥ θu,x(τ)}, respectively. For τ ∈ (0, 1
2 ],

the τ-th M-quantile region conditional on X = x, Rx(τ)⊂ Rp, is defined as:

Rx(τ) =
⋂

u∈S p−1

H+
u,x(τ). (4)

The region defined in (4) is convex, compact and bounded, and the corresponding
conditional M-quantile contour of order τ is defined as the boundary ∂Rx(τ) of
Rx(τ). Such quantities are of crucial interest as they are able to detect covariate-
dependent features of the distribution of the responses given X, while ensuring ro-
bustness to outlying data. Specifically, for fixed τ , when c → 0, M-quantile contours
reduce to directional quantile envelopes illustrated in [10]; on the other hand, when
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c → ∞ they generate expectile contours. Meanwhile, for a given c, as τ → 0 the M-
quantile contour of order τ approaches the convex hull of the sample data providing
valuable information about the extent of extremality of points.

3 Application

The proposed methodology has been applied to the NLSY data (NLS79.txt). The
NLSY is a longitudinal study that follows the lives of a sample of American youth
born between 1980-84. The considered data contains measurements on hourly log-
wages (Lnw), years of experience (Exper) in the workforce, unemployment rates
in the local geographic region (Uerate) and race (White (baseline), Black) of male
high-school dropouts, aged between 14 and 17 years when first measured. The con-
sidered sample consists of d = 500 men for a total of n = 3749 observations. The
aim of this analysis is to investigate how the local area unemployment rate and
men race affect differently hourly earning and the workers’ experience of disadvan-
tages young Americans (low quantiles) and high earners (high quantiles). To handle
dependence between repeated measurements and account for stronger dependence
between adjacent measurements than for distant ones, we assume an AR(1) struc-
ture, [C j(r j)]ik = r|i−k|, working correlation structure and, the tuning constant c in
Definition 1 has been set to 1.345 which gives reasonably efficiency under normality
and protects against outliers (see [6]).

Table 1 shows point estimates of the regression coefficients and of the correlation
parameter for the MMQ model at τ = (0.1,0.25,0.5,0.75,0.9) and for two direc-
tions, u1 = (1,0) and u2 = (0,1), which reduces the multidimensional problem to
two MMQ regressions on each component of the bivariate response. In addition,
the results of a Marginal Mean (MM) model fitted with the standard GEE approach
are reported. We observe that the MM and MMQ models produce comparable esti-
mates at the center of the distribution (the MM model cannot be applied to estimate
the covariates’ effects in the tails of the distribution). The results show that there is
evidence of a negative association between the considered covariates and either log
wage and working experience. In particular, the effect is statistically significant at
the investigated quantile levels and it is more pronounced at the high quantiles. By
looking at the estimated correlation parameters, as expected, there is a high within-
subject correlation which is consistent with the repeated measures design.

To provide a graphical representation of the effects of the included covariates in
the tails of the responses distribution, we fit the MMQ model at τ = (0.01,0.25)
for 200 equispaced directions in S p−1 and construct M-quantile regression con-
tours using (4). Figure 1 illustrates the estimated ∂Rx(τ) conditional on race, white
(red curves) and black (blue curves), at the 0.50-th (left), 0.75-th (center) and 0.99-
th (right) empirical quantiles of the unemployment rate which correspond to an
unemployment rate of 6.9%, 12.2% and 22.9%. The shaded areas represent 95%
confidence envelopes for M-quantile contours obtained using nonparametric block
bootstrap. The contours for smaller τ capture the effects for more extreme workers
e.g., men with low levels of income and experience and those with exceptionally
high values of income and experience. The elongated curves indicate that there is

168



6 Merlo Luca, Petrella Lea and Tzavidis Nikos

u Variable MM MMQ

0.1 0.25 0.5 0.75 0.9

u1

Intercept 5.204∗∗∗ 2.035∗∗∗ 2.759∗∗∗ 4.352∗∗∗ 6.382∗∗∗ 7.808∗∗∗
Black −0.681∗∗∗ −0.270∗∗∗ −0.358∗∗∗ −0.569∗∗∗ −0.826∗∗∗ −0.876∗∗∗
Uerate −0.156∗∗∗ −0.070∗∗∗ −0.078∗∗∗ −0.105∗∗∗ −0.117∗∗∗ −0.103∗∗∗
r 0.817∗∗∗ 0.637∗∗∗ 0.778∗∗∗ 0.853∗∗∗ 0.824∗∗∗ 0.741∗∗∗

u2

Intercept 2.031∗∗∗ 1.702∗∗∗ 1.829∗∗∗ 2.017∗∗∗ 2.245∗∗∗ 2.473∗∗∗
Black −0.089∗∗∗ −0.071∗∗∗ −0.077∗∗∗ −0.094∗∗∗ −0.094∗∗∗ −0.074
Uerate −0.017∗∗∗ −0.017∗∗∗ −0.016∗∗∗ −0.018∗∗∗ −0.022∗∗∗ −0.024∗∗∗
r 0.656∗∗∗ 0.480∗∗∗ 0.528∗∗∗ 0.620∗∗∗ 0.539∗∗∗ 0.433∗∗∗

Table 1 MM and MMQ model parameters estimates at the investigated quantile levels. ∗∗∗, ∗∗ and
∗ denote statistical significance at the 0.01,0.05 and 0.1 levels, respectively.

more variability in years of working experience and it can also be easily seen that
blue curves always lie below and to the left of the red ones, suggesting the existence
of a significant racial wage gap that disadvantages young African-American males,
especially at τ = 0.25. Finally, as the unemployment rate increases the M-contours
rapidly descend downward from right to left and become cone-shaped which exert
downward pressure on both wages and years of working experience.

Fig. 1 Estimated M-quantile contours at τ = (0.01,0.25) conditional on race, white (red curves)
and black (blue curves), at the 0.50-th (left), 0.75-th (center) and 0.99-th (right) empirical quantiles
of the unemployment rate. The shaded surfaces represent 95% confidence envelopes for M-quantile
contours obtained using nonparametric block bootstrap.

References
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Stepwise Estimation of Multilevel Latent Class
Models
Stima stewise di modelli multilivello a classi latenti
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Key words: multilevel latent class analysis, covariates, stepwise estimation
Abstract We propose a two-step estimator for multilevel latent class analaysis with
co-variates that separates the estimation of the measurement and structural model.
Keeping the measurement model fixed in step 2 when covariates are added it is
possible to obtain an unbiased and efficient stepwise estimator. We investigate the
bias and the efficiency of the proposed estimator via a simulation study.
Abstract In questo lavoro viene proposto uno stimatore a due steps per modelli mul-
tilivello a classe latente, che separa la stima del modello di misurazione da quello
strutturale. Mantenendo i parametri del modello di misurazione fissi nel secondo
step, quando le covariate sono usate come predittori della variabile di classe latente,
è possibile ottenere uno stimatore corretto ed efficiente. La distorsione e la vari-
abilità in campioni finiti dello stimatore proposto vengono analizzate tramite uno
studio di simulazione.
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2 Stepwise multilevel LCA

1 Introduction

Latent class (LC) analysis is an approach used to create a clustering of a set of
observed variables, based on an underlying unknown classification. In multilevel
LC analysis the respondents are assumed to belong to higher level groups, such as
students nested in schools, or entrepreneurs in countries. Multilevel LCA is increas-
ingly popular in fields such as educational research (modeling students learning
profiles in different school types [4] in economics ([10], epidemiology (substance
abuse profiles nested in communities [11]) Usually the interest lies at the lower
level clustering, and the difference in the distribution of the lower level classes at
the higher level unit.

In LCA creating a clustering is usually only the first step. The research want to
explain the clustering by co-variates. For example relating substance abuse profiles
to community and person characteristics ([11]). Classically a one-step or a three step
approach is used. Using the first approach every time a new co-variate is added to
the model, the full model needs to be re-estimated making modeling cumbersome.
Alternatively using the three step approach first the measurement model is estab-
lished based on the indicators of the LC variable, in the second step respondents
are assigned to posterior classes. In the last step the assigned class membership is
used in a multilevel regression analysis. The problem with this approach is that in
the classification step a classification error is introduced, that leads to biased esti-
mates in the third step. For single level LC models several bias-adjusted stepwise
estimators were proposed [2, 13],among which the most straightforward to extend
to multilevel setting is the two-step approach [1].

In the current paper we extend the two-step approach to the multilevel LC model
[1], as such proposing a bias-adjusted stepwise estimator for these family of models.
We focus on the definition of the non parametric multilevel LC model introduced by
[12], that contains 1 latent variable per random coefficient and one latent variable
per level 1 unit within a level 2 unit. While multiple definitions are available in
literature, the non parametric LC model is commonly used in applied research due
to it’s simplicity.

2 The multilevel latent class model

Consider the vector of responses Yi j = (Yi j1, . . . ,Yi jK), where Yi jk denotes the re-
sponse of individual i in group j on the k-th categorical indicator variable, with
1 ≤ k ≤ K and 1 ≤ j ≤ J, where K denotes the number of categorical indicators and
J the number of level 2 units. In addition, we let n j denote the number of level 1
units within the j-th level 2 unit, with 1 ≤ j ≤ J. For simplicity of exposition, we
focus on dichotomous indicators.

LC analysis assumes that respondents belong to one of the T categories (“latent
classes”) of an underlying categorical latent variable X which affects the responses
([9, 6]). The model for Yi jk can then be specified as
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P(Yi jk) =
T

∑
t=1

P(Xi j = t)
K

∏
k=1

P(Yi jk|Xi j = t). (1)

where the weight P(Xi j = t) is the probability of person i in group j to belong to
latent class t. The term P(Yi jk|X = t) is the class-specific response probability on
indicator K given that a person belongs to class t. We make the “local independence”
assumption that the K indicator variables are independent within the latent classes.

The general definition in Equation 1 applies to both the standard and multilevel
LC model. Re-expressing it in terms logit equations we define the simple LC model
as:

P(Xi j = t) =
exp(γt)

1+∑T
t=2 exp(γt)

, (2)

for 1 < t ≤ T - where we have taken the first class as reference - and

P(Yi jk|Xi j = t) =
exp(β k

t )

1+ exp(β k
t )

. (3)

Extending the simple LC model to account for the multilevel data structure is
possible by allowing the parametrizations in equations 2 and 3 to take the grouping
into account. Let W to be a multinomial group latent variable with M mass points
each with probability P(W = m) = πm. By letting Wj be the value of W for group j,
in the nonparametric approach the model for the (individual) latent class probabili-
ties is specified as follows

P(Xi j = t|Wj = m) =
exp(γtm)

1+∑T
s=2 exp(γsm)

. (4)

Also the mixing probabilities P(W =m) can be parametrized by means of logistic
regressions as follows

P(W = m) =
exp(δ0m)

1+∑M
l=2 δ0l

, (5)

where parameters for m = 1 are set to zero for identification and the related class is
set as reference.

While the conditional response probabilities can also directly depend on the
higher level LC variable, a restricted version is common ([12, 7]) that assumes item-
conditional probabilities do not depend on the level 2 unit leading to the following
specification for Y j

P(Y j) =
M

∑
m=1

P(Wj = m)
T

∑
t=1

P(Xi j = t|Wj = m)
K

∏
k=1

P(Yi jk|Xi j = t), (6)

where Y j = {Y j1, . . . ,Y jn j}.
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We do not discuss model selection in the current paper, interested readers can
refer to [7]. In the stage of adding covariates the number of classes should be fixed,
also to be in line with general recommendations for LCA with covariates [8].

2.1 Extending the model with covariates. Classical approaches

Level 1 and level 2 covariates can be included to predict class membership. Denoting
one level 2 covariate by Z1 j and a level 1 covariate by Z2i j the multinomial logistic
regression for Xi j with a random intercept can be written as:

P(Xi j = t|Wj,Z1 j,Z2i j) =
exp(γ0tm + γ1tZ1 j + γ2tZ2i j)

∑T
s=1 exp(γ0sm + γ1sZ1 j + γ2sZ2i j)

. (7)

A random slope for the level 1 covariate can be obtained by replacing γ2t by
γ2 jt . Level 2 covariates can be used also to predict group class membership extend-
ing Equation 5 similarly to the extension in Equation 7. The extended model for
P(Y j|Z j), where Z j = (Z1 j,Z2i j)′, can be specified as

P(Y j|Z j) =
M

∑
m=1

P(Wj = m|Z1 j)
T

∑
t=1

P(Xi j = t|Wj = m,Z1 j,Z2i j)
K

∏
k=1

P(Yi jk|Xi j = t).

(8)
Using the one-step approach the full model needs to be re-estimated every time

a new co-variate is added keeping the number of lower and higher level classes
fixed. The one-step multilevel model has two main drawbacks: 1) estimating the
full model multiple times can be time consuming, and 2) misspecifications in a part
of the model may destabilize also parameters in other parts of the model.

Due to this complexities in practice often the classical three step approach is
used. Using this approach in step 1 the measurement model is estimated. In step 2
the respondents are assigned to posterior classes (P(X |Y) based on their response
probabilities on the indicators. The assignment method for the multilevel LCA ap-
proach is described in detail in [12]. In step three the posterior class assignment is
related to external variables in a logistic regression ignoring the misclassification
probabilities. Due to the existence of bias-adjusted approaches the classical three
step approach in single level LCA is not recommended anymore, and will not be
described in more detail here.

2.1.1 Two-step estimation of models with co-variates

An alternative option that would fit the logic of the stepwise modeling procedure
is to apply the two-step LC approach proposed for simple LC models by [1] and
applied to latent Markov models by [3].
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Using the two step approach the measurement model as described in Equation
6 is fitted, and the number of lower and higher level classes are selected using fit
measures, such as AIC or BIC.

As a next step the covariates can be added to the model. At this stage also a deci-
sion needs to be taken whether a stepwise approach is preferred (adding first lower
level covariates, and after fixing those adding at the higher level) or all covariates
can be added in a single step. The benefit of the first option can be robustness,
however no simulation or theoretical results are available - this still needs further
research. For sake of conciseness, we will present the simultaneous step 2 - its split
counterpart can be derived analogously.

Let us define θ2 = (γ12, . . . ,γ1T ). With the parametrizations specified in Equa-
tions 6, 7 the model log-likelihood can be written as follows

logL(θ2|θ1 = θ̂1) =
J

∑
j=1

logP(Y j|Z j), (9)

An issue to take into account with two-step estimation is how to account for the
uncertainty about the fixed parameters in the calculation of the step two standard
errors. Pseudo ML estimates have two sources of variability: the variability due to
sampling in step two, but also that of the sampling variability of step one [5]. We
propose to apply the approach proposed by [1] for single level LC models to the
multilevel setting.

Let the Fisher information matrix of the joint (one-step) model for θ be denoted
by

I (θ ∗) = I11I
′

12I22

where θ ∗ denotes the true value of θ and the partitioning corresponds to θ1 and θ2.
The asymptotic variance matrix of the one-step estimator θ̂ is thus VML =I −1(θ ∗),
which is estimated by V̂ML = I −1(θ̂). Let Σ11 denote the asymptotic variance ma-
trix of the step-1 estimates θ̃1 of the two-step method, obtained similarly from the
Fisher information matrix of model described in Equation (6) and estimated by sub-
stituting θ̃1. The asymptotic variance matrix of the step-2 estimator θ̃2 is then given
by

V = I −1
22 +I −1

22 I12 Σ11 I ′
12 I −1

22 ≡ V2 +V1. (10)

Here V2 describes the variability in θ̃2 if the step-1 parameters θ1 were actually
known, and V1 the additional variability arising from the fact that θ1 are not known
but estimated by θ̃1. The variance matrix V is estimated by subtituting θ̃ = (θ̃1, θ̃2)
for θ ∗. It can then also be used to calculate confidence intervals for the parameters
in θ2, and Wald test statistics for them.

If we use the estimated standard errors that are routinely produced by software
which fits the step-2 model, this amounts to using V2 only. Because they omit the
contribution from V1, these standard errors will underestimate the full uncertainty
of θ̃2.
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3 Simulation study set up and statement of main results

We will setup a simulation study to compare the proposed two-step approach to the
one step and three step approaches with regard to parameter bias and efficiency.
We will generate data from models with varying sample sizes at both the lower and
higher level, and varying entropy manipulated by changing the strength of the Y |X
relationship. The strength of the association between Z−X will also be varied from
no, weak to strong association. We expect that the proposed two-step estimator will
be unbiased (similarly to the one-step approach, and showing much lower levels of
bias as the three-step approach), and will be slightly less efficient than the one-step
estimator.
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Distance learning, stress and career-related
anxiety during the Covid-19 pandemic: a
students perspective analysis

Iodice D’Enza A., Iannario M., Romano R.

Abstract The Covid-19 pandemic made distance learning (DL) the only way to
consistently provide an education to students of any age and level. The sudden
switch from classroom learning to DL surely had an impact on the students learning
experience as well as on their social and psychological spheres. In fact, students
adaptation to DL process also depends on Covid-19 induced stress and on the anxi-
ety for future career. The aim of the paper is to analyse an Italian university students
survey on DL perception and Covid-19 related stress and anxiety. The proposed ap-
proach implements a stacked ensemble method combining data reduction and the
Samejima’s Graded Response Model.

Abstract La pandemia da Covid-19 ha reso la didattica a distanza (DAD) uno
strumento fondamentale per consentire a studenti di ogni età e grado di continuare
a ricevere un’istruzione. Il drastico cambio di erogazione della didattica ha avuto
un impatto sia sul processo di apprendimento degli studenti, sia sulla sfera sociale
e psicologica di questi ultimi. Il processo di adattamento alla DAD da parte degli
studenti è legato anche al loro livello di stress e di incertezza per il futuro. In questo
lavoro vengono analizzati i risultati di una indagine tra gli studenti di università
italiane su percezione, stress ed ansia legati alla DAD. L’approccio proposto è a
due stadi e combina verticalmente metodi di data reduction e il Graded Response
Model di Samejima.

Key words: distance learning; joint data reduction; latent variables
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2 Iodice D’Enza A., Iannario M., Romano R.

1 Introduction

The Covid-19 pandemic had a major impact on all human activities, and education
makes no exception. Distance learning (DL) became the only way to consistently
provide an education to students of any age and level. The sudden switch from
classroom learning to DL surely had an impact on the students learning experience;
the technical setbacks, such as poor internet connection or lack of tools (computers,
tablets), are relatively easy to identify, and their effects on the learning process are
rather obvious; instead, it is more difficult to study the effects of DL transition on
students from a social and psychological perspective. In fact, it is fair to consider
the level of adaptation of the students to the DL process as related to the stress for
the fear of contagion and the social limitations, and to the anxiety for the future ca-
reer. In order to investigate the faceted DL impact on students, we considered three
different scales proposed and validated in the literature. In particular, we considered
the scale proposed by [1] to study the perspective of DL high education students;
two further scales were considered, the ‘student stress scale’, proposed and validated
by [11], and the ‘fear of Covid-19’ scale, proposed by [4], that investigates the fu-
ture career anxiety. Therefore, a survey is considered that consists of items from the
three aforementioned scales, and it is structured in four item-blocks: the first block
contains 19 items on students demographics and their proximity to Covid-19 cases;
the second block is of 23 items that measure the DL perception of the students; the
third and fourth blocks, respectively with 7 and 5 items, aim at measuring students
stress and anxiety induced by Covid-19. The survey refers to 1592 students from 60
Italian Universities, with University of Naples and University of Bologna being the
most represented, with a 25.9% and 18.5% share, respectively. The response option
for the majority of items is a 4 levels Likert-type scale, ranging from strongly dis-
agree to strongly agree.
The aim of the paper is to analyse the survey results via a stacked ensemble model.
In particular, the results from the first scale, concerning the students perspective on
different aspects of DL, are synthesized into three ordinal responses, defined via
a joint data reduction approach; an IRT model for ordered polytomous variables
is considered in order to investigate the item/factor properties and to evaluate the
student achievement. Particularly, the Graded Response Model (GRM) is taken into
account in the analysis of the three different synthesis to assess the latent continuous
variable (the DL perception). Finally, the impact of stress and anxiety on the DL per-
ception is assessed by means of a latent regression GRM. The paper is structured as
follows: Section 2 briefly describes the generation process of the ordinal responses;
Section 3 introduces the graded response model while Section 4 illustrates the main
results and concludes the paper.
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2 JDR-based ordinal response

In order to synthesize the students perspective on DL, we apply on the the DL-
related items a joint data reduction approach. Under the umbrella of data reduction
(DR) fall both dimension reduction (column-wise DR) and clustering (row-wise
DR) methods. In the context of unsupervised learning, it is common practice to
apply column and row-wise DR one after the other: such practice is referred to as
tandem analysis. The first step (data reduction) is independent from the second, and
this may lead the tandem analysis to fail retrieving the underlying structure of the
data. Joint DR methods seek for a solution that is optimal for both steps: to this
end, JDR methods consist of an iterative procedure that alternatively optimise one
step given the other. Different JDR methods have been proposed, for continuous
([2],[9]), categorical [3] and mixed-type variables (see [7] for a review). In this
paper we refer to cluster correspondence analysis (cluster CA, [8]), a JDR method
suitable for survey data. Let Z j denote an n× p j indicator matrix. That is, each row
corresponds to a respondent, and the columns represent the p j levels of agreement
for the jth item. Observed responses are coded by ones and all other elements are
zero. Data from multiple items are collected in the block matrix Z =[Z1, . . . ,Zp].
The application of cluster CA on the DL-related item leads to the definition of a
cluster membership variable, and the cluster CA objective is

minφCCA (B∗,ZK) =
∥∥∥D−1/2

z MZ−ZKGB∗′
∥∥∥

2
s.t. B∗′B∗ = Id (1)

where M= In−1n1′
n/n is a centering operator, B∗ = 1√np D1/2

z B, Dz = diag(Z′Z), B
is the item weights matrix, and ZK is the indicator coding of the cluster membership
categorical variable.
For the cluster CA application on DL item-blocks, the input parameter K is set to
four, just like the levels of the Likert scales. For each block, the cluster membership
levels are sorted out according to the group characterizations, in order to obtain a
different ordinal response that synthesizes the observed perception of DL in each
of the considered blocks. Figure 1 shows the items from the DL-related block that
characterize each group: in particular for each item Z j, j = 1, . . . , p, the standard-
ized residuals matrix of the table Z′

KZ j is computed and the values for each of the p j
levels in each of the K groups are reported in the plot. Large residuals (in absolute
value) indicate high group characterization (positive or negative) of the correspond-
ing item levels.

3 The graded response model of DL perception

The three ordinal responses resulting from the JDR procedure are coded so that Yis,
with i = 1, . . . ,n and s = 1, . . . ,3, represents the grade for the respondent i to the
sth considered DL synthesis. The main aim is now to model the responses on the
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obtained synthetic items without using explanatory variables: one of the candidate
models is the Graded Response Model (GRM), introduced by [6] in the context

(IRof Item Response Theory RTT). Such approach yields the cumulative model with
proportional assumption where logistic link function is considered [5].
Assuming a constant number of ratings K for each item s, in our analysis K = 4, the
probability that a respondent i with latent trait θii responds by category r or higher,
r = 2, . . . ,K, to item s (s = 1, . . .3) is

P(Yiis ≥ r|θii) = F [γss(θi −δssr)] r = 2, . . . ,K, (2)

where γss are item-specific discrimination indices and δssr are item parameters de-
noting the difffificulty of choosing the category r of item s. Parameters δssr may be
also expressed in an additive way as δssr = δss +αsr, with δss difrepresenting the ffifi-
culty of item s and αssr difcut-offff point between categories that denote the ffificulty of
passing from category r−1 or smaller to category r or higher. F(·) is a cumulative
distribution function, that in the GRM is the logistic cumulative distribution, that is
F(η) = exxpp(η)

1+exp(η) , yielding global (or cumulative) logits.
Thus, the formulation of a GRM in terms of logit model follows as

log
P(Yiis ≥ r|θi)

P(Yiis < r|θi)
= γss(θi −δssr). (3)
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Notably, a measurement sub-model, such as the GRM in Equation 2, and an ex-
planatory (structural) sub-model achieved by constructing a (multiple) regression
model for the latent variable θi are identified. To investigate the effect of covari-
ates on the latent variable (Distance Learning perception), it is possible to identify
a measurement sub-model, such as the GRM in Equation 2, and an explanatory
(structural) sub-model achieved by constructing a (multiple) regression model for
the latent variable θi (see [10], among others).

4 Results

The main results from explanatory sub-model mentioned in Section 3 are reported
in Table 1. In particular, the reported values refer to the estimates of the significant
regression coefficients, together with standard errors and z-statistics of the covari-
ates whose estimated regression (significance level at 5%). The Distance Learning

Table 1 Latent regression analysis: regression coefficients (coeff.), standard errors (s.e.), z-
statistics.

Covariate coeff. s.e. z-stat
Age 0.0007 0.0004 1.923
Mild stress Isolation -0.1147 0.1552 -0.739
Stress Isolation -0.3100 0.1458 -2.126
Intense stress Isolation -0.5016 0.1419 -3.535
Heavy stress Isolation -0.6572 0.1411 -4.658
Mild stress Academic -0.1969 0.0700 -2.814
Stress Academic -0.4093 0.0639 -6.400
Intense stress Academic -0.5734 0.0697 -8.226
Heavy stress Academic -0.7500 0.0761 -9.851
No Covid -0.0868 0.0362 -2.394
Campania 0.1707 0.0445 3.835
Federico II 0.1426 0.0506 2.820

perception resulted to be significantly less accessible for respondents who did not
result positive to Covid-19. Students with perceived heavy stress in relation to aca-
demic and isolation consider Distance Learning not accessible. People living in the
Campania region, especially students of Federico II consider Distance Learning a
good experience. This feeling increases with age of respondents. Finally, it is worth
to outline that no significant association resulted for Anxiety scale and other aspects
concerning stress scale.
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A Tempered Expectation-Maximization
Algorithm for Latent Class Model Estimation
Un Algoritmo Tempered Expectation-Maximization per la
Stima del Modello a Classi Latenti

Luca Brusa, Francesco Bartolucci and Fulvia Pennoni

Abstract We consider maximum likelihood estimation of the Latent Class model,
which is formulated through individual discrete latent variables. We explore tem-
pering techniques to overcome the problem of multimodality of the log-likelihood
function. A Tempered Expectation-Maximization algorithm is proposed, which can
adequately explore the parameter space and reach the global maximum more fre-
quently than the standard EM algorithm. We assess the performance of the proposed
approach by a Monte Carlo simulation study and an application based on data about
anxiety and depression in oncological patients.
Abstract Consideriamo la stima di massima verosimiglianza del modello a clas-
si latenti che è formulato attraverso variabili latenti discrete a livello individuale.
Esploriamo le tecniche di tempering per fronteggiare il problema della multimo-
dalità della funzione di log-verosimiglianza. Proponiamo un algoritmo denominato
Tempered Expectation-Maximization che permette di esplorare adeguatamente lo
spazio dei parametri e di raggiungere il massimo globale più frequentemente ri-
spetto all’usuale algoritmo EM. Per valutare l’efficacia della proposta utilizziamo
uno studio di simulazione Monte Carlo e un’applicazione basata su dati reali ri-
guardanti misure di ansia e depressione in pazienti oncologici.
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2 Luca Brusa, Francesco Bartolucci and Fulvia Pennoni

1 Introduction

The Latent Class (LC) model [1] is very popular for the analysis of categorical, and
in particular binary, response variables. It is formulated by assuming the existence of
individual-specific latent variables having a discrete distribution. This model may be
seen as semi-parametric since, differently from other models based on continuous
latent variables, no parametric assumptions are formulated on the distribution of
such variables. The LC model may be seen as a finite mixture model, and it is
employed to cluster subjects on the basis of a set of categorical, typically binary,
responses.

Despite maximum likelihood estimation of the LC model may be simply per-
formed using the Expectation-Maximization (EM) algorithm [2, 3], a well-known
drawback of this estimation method is related to the multimodality of the likelihood
function that is due to the inclusion of discrete latent variables. The consequence
is that the global maximum of the likelihood is not ensured to be reached, and a
proper initialization of the estimation algorithm is crucial. A multi-start strategy is
typically adopted based on deterministic and random rules to explore the parameter
space adequately. However, this approach may be computationally intensive, and it
does not guarantee convergence to the global maximum.

In order to face the multimodality of the likelihood function, we propose a
Tempered EM (T-EM) algorithm able to explore the parameter space adequately.
In an optimization context, tempering [4] consists of re-scaling the objective func-
tion depending on a variable, known as temperature, which controls the prominence
of global and local maxima. High temperatures allow us to explore wide regions
of the parameter space, avoiding the maximization algorithm being trapped in non-
global maxima; low temperatures, instead, guarantee a sharp optimization in a local
region of the parameter space. By properly tuning the sequence of temperature val-
ues, the procedure is gradually attracted toward the global maximum, escaping in
this way local sub-optimal solutions. As a future development, this procedure will
also be applied to estimate the parameters of the hidden Markov (HM) models for
the analysis of longitudinal data [5].

The rest of the paper is organized as follows. Section 2 outlines the LC model
formulation and maximum likelihood estimation through the EM algorithm. Sec-
tion 3 provides details on the proposed T-EM algorithm. Section 4 summarizes the
main findings of the simulation study and the results of an application concerning
patients’ responses to ordinal items measuring anxiety and depression.

2 Latent Class Model and Expectation-Maximization Algorithm

Let Yi = (Yi1, . . . ,Yir)
′ denote the vector of r categorical response variables for indi-

vidual i = 1, . . . ,n; each variable has the same number c of categories, labeled from
0 to c− 1. The LC model relies on individual-specific discrete latent variables Ui
with k support points that identify the latent classes in the population. The model
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parameters are the conditional probabilities of each response variable given the lat-
ent variable, denoted by φ jy|u = p(Yi j = y|Ui = u), and the weight of each latent
class, denoted by πu = p(Ui = u). The resulting manifest distribution is then

p(yi) =
k

∑
u=1

πu

r

∏
j=1

φ jyi j |u,

where yi denotes a realization of Yi.
In order to estimate the model parameters, collected in the vector θ, on the basis

of a sample of n independent observations yi, we rely on the log-likelihood function

ℓ(θ) =
n

∑
i=1

log p(yi) .

This function is maximized through the EM algorithm on the basis of the complete
data log-likelihood, which may be written as

ℓ∗ (θ) =
r

∑
j=1

k

∑
u=1

c−1

∑
y=0

a juy logφ jy|u +
k

∑
u=1

bu logπu,

where a juy = ∑n
i=1 I (ui = u,yi j = y) is the frequency of subjects that are in latent

class u and responded by y at the j-th response variable and bu = ∑n
i=1 I (ui = u)

is the number of sample units in latent class u, with I(·) denoting the indicator
function. The EM algorithm alternates the following two steps until a suitable con-
vergence criterion is satisfied:

• E-Step: compute the conditional expected value of ℓ∗(θ), given the observed
data and the value of the parameters at the previous step;

• M-Step: maximize the expected value of the log-likelihood function ℓ∗ (θ) and
so update the model parameters.

In particular, the E-step is based on the posterior probabilities

q(u|yi) = p(Ui = u|Yi = yi) =
πu ∏r

j=1 φ jyi j |u

p(yi)
,

on the basis of which the expected values of the frequencies a juy and bu are simply
obtained.

The EM algorithm is straightforward to implement, it is able to converge in a
stable way to a local maximum of the log-likelihood function, and it is used for
parameter estimation in many available packages [3]. However, this log-likelihood
function may be multimodal, especially when the model has many latent classes.
For this reason, several starting values of the parameters in θ are typically used, and
the solution corresponding to the highest log-likelihood is then selected as the max-
imum likelihood estimate, denoted by θ̂. In the next section, we show an alternative
solution based on the proposed T-EM algorithm.
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3 Tempered Expectation-Maximization Algorithm

We introduce a T-EM algorithm [6, 7] by defining the following modified posterior
probabilities:

q̃(Th)(u|yi)
·
=

q(u|yi)
1/Th

∑k
u=1 q(u|yi)

1/Th
,

where (Th)h≥1 is a suitable sequence of temperature values, under the constraint that
Th → 1 as h → ∞, where h is the algorithm iteration number.

The E-step and M-step of the T-EM algorithm are implemented as follows by
modifying those of the original EM algorithm:

• E-Step: compute

b̃(Th)
u =

n

∑
i=1

q̃(Th) (u|yi) and ã(Th)
juy =

n

∑
i=1

I (yi j = y) q̃(Th) (u|yi) ;

• M-Step: update the parameters as

π(Th)
u =

b̃(Th)
u

n
and φ (Th)

jy|u =
ã(Th)

juy

b̃(Th)
u

.

Given the above setting, it is clear that the tempering profile (i.e., the sequence
(Th)h≥1) may have a deep impact on the performance of the proposed algorithm. In
fact, increasing the temperature value has the effect of flattening the profile of the
log-likelihood, thereby reducing the chance that the algorithm will get trapped into
local maxima. In particular, Th → +∞ yields q̃(Th)(u|yi) to a uniform distribution,
while Th = 1 makes q̃(Th)(u|yi) equal to the standard posterior probability q(u|yi).
Therefore, the only necessary condition for proper convergence is that the temper-
ature value Th tends towards 1 as the iteration counter increases.

We consider the following two tempering profiles: (i) a decreasing exponential
profile:

Th =
1+ eh/α−β

eh/α−β , (1)

with constants α ≥ 1 and β ≥ 0, which has the advantage to be easy to tune; (ii) a
non-monotonic profile [6] with oscillations of gradually smaller amplitude:

Th = tanh
(

h
2r

)
+

(
T0 −β · 2

√
2

3π

)
·αh/r +β · sinc

(
3π
4

+
h
r

)
, (2)

with constants r, T0, β > 0, and 0 < α < 1. The latter choice has more parameters
to tune, but it guarantees a very high level of flexibility. The proposed procedure
requires selecting the set of tempering parameters by a grid-search.
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4 Simulation Results and Applicative Example

Within the simulation study, we randomly drew several samples of size n = 500
from an LC model with r = 6 responses, having c = 3 categories, assuming k = 3
latent classes, and for each of these samples we estimated a misspecified LC model
with k = 4 latent classes. In particular, we fitted the LC model 100 times for each
sample, always using different sets of random starting values. We used the stand-
ard EM algorithm and the proposed T-EM algorithms denoted by M. T-EM, when
the monotonic tempering profile (1) is used, and by O. T-EM, when the oscillating
tempering profile (2) is employed. The convergence of the algorithms is checked
on the basis of the relative log-likelihood difference; regarding the algorithm initial-
ization, we adopted a random starting rule based on normalized random numbers
drawn from a uniform distribution from 0 to 1.

We carried out a grid-search for the tempering parameters for each sample, and
we evaluated the setting that ensures the best performance. We noticed that the
method is not excessively sensitive to the tempering parameters: once the grid-
search sets such parameters, they remain valid over datasets sharing the same fea-
tures (e.g., the same number of response variables and categories). Therefore, this
preliminary procedure may be less time consuming than the current practice of es-
timating the model many times with random initial parameters.

In Table 1 we show some results obtained as described above about the EM and
T-EM algorithms: for each of six considered samples, we report the mean and the
median of the 100 log-likelihood values at convergence. From this table, it is clear
the advantage of the use of the tempering modification. In particular, the oscillating
version of the T-EM algorithm exhibits the best performance, slightly outperforming
also the monotonic version in most cases. We also considered the following criteria:
(i) dispersion of the resulting maxima measured by the standard deviation; (ii) pro-
portion of times the obtained maximum is close enough to the global one (based on
the 100 repetitions); (iii) dispersion of the estimated probability vectors (π, sorted
into descending order). From the results reported in Table 2 we notice a clear su-
periority of T-EM algorithm over the standard EM algorithm: in each scenario the
best results are obtained with the modified algorithm, and only for the fourth sample
the improvement is mild.

Table 1 Mean and median of log-likelihood values at the maximum, with EM and T-EM algorithm
using monotonic (M. T-EM) and oscillating (O. T-EM) tempering profiles on simulated data; each
row refers to a specific sample, and values in bold highlight the best results.

Mean Median

EM M. T-EM O. T-EM EM M. T-EM O. T-EM

-2,847.2879 -2,846.5392 -2,845.4207 -2,846.7726 -2,844.9000 -2,844.8369
-2,864.7102 -2,864.8438 -2,864.6754 -2,864.8575 -2,864.7875 -2,864.7336
-2,848.3929 -2,846.4819 -2,846.4817 -2,849.0982 -2,846.4819 -2,846.4817
-2,798.8988 -2,798.7510 -2,798.3810 -2,799.5792 -2,797.9326 -2,797.5355
-2,846.4159 -2,843.4433 -2,843.4672 -2,847.5666 -2,843.4433 -2,843.4449
-2,832.5526 -2,831.5140 -2,831.5808 -2,831.9158 -2,831.2970 -2,831.2970
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Table 2 Dispersion (SD) and proportion (Freq) of global maxima and dispersion of the estimated
probabilities (π); each row refers to a specific sample, and values in bold highlight the best results.

SD (Max.) Freq. (Glob. Max.) Dispersion of π

EM M. T-EM O. T-EM EM M. T-EM O. T-EM EM M. T-EM O. T-EM

2.2106 2.0383 1.3565 0.63 0.67 0.91 0.0057 0.0042 0.0009
1.1132 0.7430 1.0831 0.89 0.93 0.85 0.0029 0.0024 0.0023
1.9395 0.0000 0.0000 0.64 1.00 1.00 0.0067 0.0000 0.0000
1.7738 1.6139 1.5742 0.49 0.51 0.62 0.0038 0.0033 0.0029
2.8364 0.0000 0.0298 0.47 1.00 1.00 0.0024 0.0000 0.0002
1.5343 0.3525 0.3404 0.88 1.00 1.00 0.0043 0.0005 0.0004

Comparing the two types of tempering profile, we note that the oscillating pro-
file often outperforms the monotonic one; only when the results exhibit an almost
absolute perfection (dispersion approximately equal to 0 and proportion of global
maxima close to 1, as in samples 3 and 5), the monotonic profile reaches a slightly
better performance. This observation suggests that if the model is not too complex,
this choice is generally preferable, while in other cases, the oscillating profile guar-
antees better results. Similar T-EM algorithms are implemented for estimating the
HM model and preliminary results of the simulation study show the same improve-
ments with respect to the standard EM algorithm.

We also considered data deriving from the administration of 14 ordinal items
with three categories measuring anxiety and depression in 201 oncological patients
[3]. A misspecified LC model is estimated with k = 4 latent classes with the follow-
ing tempering parameters: α = 42 and β = 1.5 for the monotonic profile; r = 90,
T0 = 10, β = 20, and α = 0.8 for the oscillating profile. We notice that the T-EM
algorithms outperform the classic version of the EM algorithm because they always
converge to the same value that is presumably the global maximum, while the clas-
sical EM algorithm spreads out over a wide range of estimates.
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The Italian debt not-so-flash crash
Il flash crash del debito italiano

Maria Flora and Roberto Renò

Abstract We document a “flash” crash in the Italian debt market on May 29, 2018
which recovered in the subsequent two days. Selling pressure in the secondary mar-
ket due to a change of the Italian political scenario was not absorbed properly and
caused overreaction. Using a regime-switching model, we estimate a direct cost
for Italian taxpayers around 450 million euros just in that week, due to auctions
that were taking place on May 30, plus several long-term indirect costs in terms
of increased volatility and harsher liquidity in the following months. Flash crashes
represent thus a serious threat to financial stability even in systemic, economically
central markets like sovereign debt.
Abstract Studiamo il flash crash nel mercato secondario dei titoli di stato italiani
del 29 maggio 2018, riassorbito nei due giorni successivi. Il crash è stato dovuto
a forti richieste di vendite nel mercato secondario causate da un cambio dello sce-
nario politico. Viene stimato, utilizzando un modello a cambio di regimi, un costo
diretto per i contribuenti italiani di 450 milioni di euro, dovuto principalmente alle
aste di titoli di stato del 30 maggio, e costi indiretti in termini di volatilità in eccesso
e deterioramento della liquidità nei mesi successivi. I flash crash rappresentano
quindi una seria minaccia alla stabilità del sistema finanziario anche in mercati
liquidi come nel caso del debito sovrano.
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2 Maria Flora and Roberto Renò

1 Introduction

The flash crash of May 6, 2010 in the US stock market, triggered by a huge selling
trade in the E-mini futures market (CFTC and SEC, 2010), has attracted the attention
of traders, institutions and academics (see, e.g., Madhavan, 2012; Kirilenko, Kyle,
Samadi, and Tuzun, 2017; Menkveld and Yueshen, 2019). The event shed light on
a market vulnerability which appears to affect financial markets quite often, and
increasingly over time (Christensen, Oomen, and Renò, 2020; Golub, Keane, and
Poon, 2017). The natural question is: what is the impact of flash crashes on market
activity and social welfare? The transient impact of these events may lead to think
they do not matter much. Bank of England (2019) writes: “Flash episodes have not,
as yet, had financial stability consequences.” On the other end, financial stability is
defined as the “ability to facilitate and enhance economic processes, manage risks,
and absorb shocks” (Schinasi, 2004).

Our research contributes to this literature by focusing on a deep crash that hap-
pened in the Italian sovereign bond markets on May 29, 2018, when a shock due to
macro news (change of government after political elections) was not absorbed prop-
erly. We show that this event had large consequences on the market. Direct costs
came from auctions which took place exactly at the bottom of the crash. The crash
was indeed particularly unfortunate for Italian taxpayers, since the Treasury was
auctioning at 11:00 of May 30. We estimate the money lost by the Treasury because
of the crash (which involved one CCT and two BTPs, for a total of more than 6
billion euros offered) was roughly 0.45 billion euros (see Flora and Renò, 2020 for
details).

Using a formal, recently developed statistical test, we show that the crash was
due to a “drift burst” (Christensen, Oomen, and Renò, 2020), that is a large (down-
ward, in this case) trend in prices localized in a short time interval. The distinction
between a volatility move and a drift move is not immaterial. Indeed, large volatil-
ity is possible even in an efficient and perfectly liquid market. Large drift is instead
typically associated with flash crashes, that is with inefficiency and market frictions.

2 Empirical analysis

We start our analysis by showing that the crash of May 29 was associated to a
large drift, not to large volatility, using nonparametric statistics to show that this
evidence is robust to model specification. To identify large drifts we use the recent
test statistics of Christensen, Oomen, and Renò (2020), henceforth COR. This is a
non-parametric test which uses n+ 1 log-price observations X0, . . . ,Xn observed at
times t0, . . . , tn. The test can be formally expressed, at time-point t, as:

T n
t =

√
hn

K2

µ̂n
t

σ̂n
t
, (1)
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where, for t ∈ [0,T ],

µ̂n
t =

1
hn

n

∑
i=1

K
(

ti−1 − t
hn

)
∆ n

i X (2)

is a localized estimator of the drift, in which hn is a bandwidth parameter measuring
the extent of the localization, and K is a suitable kernel, while σ̂n

t is a localized,
pre-averaged and HAC-corrected (Andrews, 1991) estimator of the spot volatility.

In a large sample of liquid futures data (including US Treasury bonds), COR
show that large values of the test statistics are almost always associated with large
trading volume, and short-term price reversals, which are typical of flash crashes.
In a related paper, using data on the French market, Bellia, Christensen, Kolokolov,
Pelizzon, and Renò (2019) show that large values of the test statistics are unambigu-
ously associated with reversals and evaporating liquidity. Flora and Renò (2020)
generalize the t-statistic in a V-statistic, which is proposed to test for market ineffi-
ciency.

We implement the test statistic (1) on selected Italian sovereing bonds in 2018
and 2019. We choose a bandwidth hn for the drift equal to 2 days, while we base
the volatility on a 10-day bandwidth. We adopt a left-sided exponential kernel
K(x) = exp(−|x|), for x ≤ 0. Finally, for each trading day, we compute the mini-
mum of the calculated t-statistics.1

Figure 1 reports the results of the drift burst test. The daily minimum of the test
statistics T n

t for the five instruments first crosses the −3 value approximately two
weeks before the crash event. The five T n

t all peak on May 29, with BTP-1nv23
9% being the most affected: the value of the t-stat is slightly below −6, and thus
provides strong evidence of a dominating trend in prices. Few subsequent negative
peaks in the test-statistics are observed in 2019.

What may cause a large value of the test-statistics? The neatest economic inter-
pretation comes from the intermediation theory of Grossman and Miller (1988). In
their model, a trader looking for immediacy is willing to sell to M market makers a
volume s of a security. Market makers accept to trade immediately but with a price
concession. A key prediction of the model is that the transient mispricing should
be more severe in a market with poor liquidity. We compute two realized liquidity
measures that can be inferred directly from transaction prices. The first is a mea-
sure of price impact which is close to the Amihud (2002) measure (we modify it to
take into account the irregular sampling of trades). The measure is implemented as
follows. For each trade t and bond i in the sample, we compute

1 To deal with overnight gaps, we construct a new time vector for each time series, associated to
the original one, where the time (in milliseconds) elapsed from the closing of day t −1 to the next
available open price is equal to

t̃ =
σovernight

σintraday
t̂ .

Here, σovernight is the standard deviation of overnight returns, defined as the price appreciation or
depreciation between market close of day t − 1 and market open of day t, while σintraday is the
standard deviation of intraday returns, defined as the price appreciation or depreciation between
market open and close of the same day. Finally, t̂ is the time, in milliseconds, elapsed from market
open (9 a.m.) and close (5:30 p.m.).
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Fig. 1 Daily minimum of the drift burst test statistics proposed by Christensen, Oomen, and Renò
(2020). Large values of the test statistics signal market distress. The dashed-red line is May 29,
2018.

Amihud∗
i,t =

|∆ log(pi,t)|
Vi,t

√
Ti,t

, (3)

where ∆ log(pi,t) = log(pi,t)− log(pi,t−1) is the log-return between trade t −1 and
trade t, Vi,t is the volume of the t − th trade, and Ti,t is the time, in milliseconds,
between trade t −1 and trade t. Figure 2 shows the daily median of the measure in
(3) for four bonds. As expected, the measure peaks in the crash week. Most impor-
tantly, the impact of the crash is to increase persistently the illiquidity measure in
the market, with a transient effect that lasts several weeks after the crash.

The second statistics we employ is the one proposed in Roll (1984), which we
compute day-by-day:

Roll = 2
√
−Cov(∆ pi,t∆ pi,t−1) , (4)

where ∆ pi,t is the price difference between two consecutive transactions. This mea-
sure can be regarded as a proxy for the effective bid-ask spread: the higher its value,
the higher the costs in terms of immediacy for the investors. Figure 3 shows the
daily value of the Roll measure, which has a very similar dynamics to that of the
Amihud∗ measure. Again, there is a marked spike during the crash, and a persistent
impact on the market illiquidity, with a transient impact that lasts several weeks.

Importantly, the test could have been used to identify market distress from market
transactions themselves. Using the precautionary threshold of −4.5, for the BTP
1Nov23 this line would have been crossed, using the same procedure described here
in real time, at 9:53 of May 29, more than one day ahead of the auction of May 30,
and never more in our sample. For the BTP 1Nv29, the line was crossed twice in
the sample: at 17:23 of May 21, 2018 and at 10:26 of May 29. For the BPT 15St40,
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Fig. 2 Daily median of the Amihud∗ measure, as defined in Eq. (3). The dashed-red line is May
29, 2018.
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Fig. 3 Daily measures of the Roll illiquidity estimator. The dashed-red line is May 29, 2018.

the line was crossed three times: 17:15 of May 21, 11:39 of May 23 and 10:36 of
May 29. The CCT also crossed the line three times: 16:44 of May 21, 15:57 of May
25 and 10:31 of May 29. The BTPI never crossed the line, being the instrument
with by far less transactions in our sample. Thus, a simple monitoring of the market
would have at least informed market regulators that the market was distressed in the
morning of May 29, and even with some “tremors” in the previous days.

194



6 Maria Flora and Roberto Renò

3 Conclusions

We document a severe crash occurred in the secondary Italian debt market, with
huge consequences for the primary market and the Italian taxpayers, which we quan-
tify in a loss for the Treasury around half a billon euros (Flora and Renò, 2020). Sim-
ilar losses have been experienced during the COVID-19 pandemic (Ferrara, Flora,
and Renò, 2021). This finding is particularly important for financial stability, since
it illustrates that the occurrence of phenomena similar to flash crashes is likely even
in a systemic, allegedly liquid market like that for the Italian bonds, and that their
impact can be destructive. Our research thus contributes to the debate of whether
regulators should worry about the occurrence of flash crashes, and the conclusion of
this paper is that they definitively should.
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A composite indicator to measure frailty 
using administrative healthcare data  
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3;:+:' $+:' 3C,' ?/%5$7:%3$#' $8>:-38' $B,/3' "3' 8;$+:5'B4'7$L,+"34',?' #"3:+$3/+:',%' 3;"8'
3,>"-Z' ?+$"#34' $8' $' -,7>#:U' $%5' 7/#3"5"7:%8",%$#' -,%5"3",%&' "%9,#9"%=' 7/#3">#:'
?/%-3",%$#' 5,7$"%8[' $%5' ?+$"#34' $8' $' 83$3:' ,?' 8/8-:>3"B"#"34' 3,' $59:+8:' ;:$#3;'
,/3-,7:8&'8/-;'$8'5:$3;',+'/+=:%3';,8>"3$#"0$3",%'WJ&'\Y)''

2+$"#' 8/BL:-38' $+:' ,?3:%',#5:+&' 3;:4';$9:' 8>:-"$#'$%5'C"5:+'-$+:'%::58&'B/3' 3;:4'
$+:' %,3' $#C$48' N%,C%' $%5' $88"83:5' B4' 3;:' ;:$#3;' $%5' 8,-"$#' 8:+9"-:8)' @%5::5&' 3;:"+'
"5:%3"?"-$3",%' $%5' 3;:' ]/$%3"?"-$3",%' ,?' "%5"9"5/$#' ?+$"#34' #:9:#' B:-,7:' +:$##4'
"7>,+3$%3' "%' ,+5:+' 3,' "7>+,9:' B,3;' 3;:' 5"83+"B/3",%' ,?' >/B#"-' +:8,/+-:8' $%5' 3;:'
]/$#"34',?'#"?:',?',#5:+'"%5"9"5/$#8)'

@%'#"3:+$3/+:&'8:9:+$#'C,+N8'$+:'?,-/88:5',%'B/"#5"%='$'?+$"#34'"%5"-$3,+'3,'-,7>/3:'
3;:' >+:9$#:%-:' ,?' ?+$"#34' "%' -:+3$"%' >,>/#$3",%8)' (,83' ,?' 3;:8:' 83/5":8' /8:' 5$3$'
-,##:-3:5' ,%' $' 8$7>#:' ,?' 3;:' +:?:+:%-:' >,>/#$3",%' 3;+,/=;' 8:#?I$57"%"83:+:5'
]/:83",%%$"+:8)' O,C:9:+&' ?+,7' $' >,#"-4' "7>#:7:%3$3",%' >:+8>:-3"9:&' $'7:$8/+:' ,?'
"%5"9"5/$#'?+$"#34'#:9:#'8;,/#5'B:'$9$"#$B#:'?,+'3;:'C;,#:'>,>/#$3",%)'D;"8'"8'>,88"B#:'
,%#4'/8"%=';:$#3;-$+:' $57"%"83+$3"9:'5$3$)'D;$%N8' 3,' $%' $=+::7:%3'C"3;' 3;:'O:$#3;'
P%"3'Q&'C:'C:+:'$B#:'3,'/8:'$57"%"83+$3"9:'5$3$'+:=$+5"%='3;:"+'$88"83:5'>,>/#$3",%)''

6##' "%' $##&' 3;:' -;$+$-3:+"83"-8' 3;$3' 7$N:' $' ?+$"#34' "%5"-$3,+' /8:?/#&' :??"-":%3' $%5'
C:##I?,-/8:5'7$4' B:' 8/77$+"0:5' $8' 3;+::Z'7/#3"5"7:%8",%$#"34&' $8' ?+$"#34' "%9,#9:8'
8:9:+$#' ?/%-3",%$#' 5,7$"%8[' $B"#"34' 3,' >+:5"-3' %:=$3"9:' ,/3-,7:8&' 8"%-:' ?+$"#'
"%5"9"5/$#8'$+:'7,+:':U>,8:5'3,'3;:7'3;$%',3;:+'>:,>#:'$%5'8"%-:'3;:8:':9:%38'%::5'
3,'B:'>+:9:%3:5['$%5'/%"9:+8$#"34&'$8':U>#,"3"%='$57"%"83+$3"9:'5$3$'$'?+$"#34'7:$8/+:'
7$4'B:'-,7>/3:5'?,+'3;:'C;,#:'>,>/#$3",%)'
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!'!"#$"%&'()&*+&!,'"-)'")#(,%.-()/-,&0'1).%&*2),+#&*&%'-,'&3()4(,0'4!,-()+,',) 5 )
Construction of the frailty indicator 

64()!"*%'-.!'&"*)"/)".-)/-,&0'1)&*+&!,'"-)&%),-'&!.0,'(+)&*)%&7)%'($%8)9&*!(:),!!"-+&*2)
'") 0&'(-,'.-(:) /-,&0) &*+&3&+.,0%) ,-()#"-() (7$"%(+) '") '4() -&%;) "/) (7$(-&#(*') *(2,'&3()
".'!"#(%) -(0,'(+)<&'4) /-,&0'1) !"*+&'&"*:) '4() /&-%') %'($) !"*%&%'%) "*) ,) 0,-2() 0&'(-,'.-()
-(!"2*&'&"*)'")$&*$"&*')<4&!4),-()'4()*(2,'&3()(3(*'%)'4,')%4".0+)=()!"*%&+(-(+),*+)
(*0&%'),00)'4(&-)-&%;)/,!'"-%)'4,')#,1)=()2(*(-,'(+).%&*2)"*01),+#&*&%'-,'&3()+,',8)
>3(*) /"-) '4() &+(*'&/&!,'&"*) "/) *(2,'&3() ".'!"#(%) -(0,'(+) <&'4) /-,&0'1) '4(-() &%) *")
,2-((#(*')"*) 0&'(-,'.-(8)64.%:) ,%) ,) %(!"*+) %'($:)<() !"*%&+(-(+) ,*)(7'(*%&3() %(')"/)
".'!"#(%) &*)"-+(-) '")*"') *(20(!') &#$"-',*') ,%$(!'%) "/) /-,&0'1:)<&'4) '4() &*'(*'&"*)"/)
(3,0.,'(),?$"%'(-&"-&) '4()(7!0.%&"*)"/)%"#()"/)'4(#8)9(3(*)".'!"#(%)<(-()%(0(!'(+)
,%) =(&*2) -(0,'(+) <&'4) '4() /-,&0'1) !"*+&'&"*) ,*+) !"00(!'(+) /-"#) ,+#&*&%'-,'&3()
4(,0'4!,-() +,',?/0"<%@) +(,'4:) .-2(*') .*$0,**(+) 4"%$&',0&A,'&"*:) ,!!(%%) '") '4()
(#(-2(*!1) -""#) B>CD) <&'4) -(+) !"+(:) ,3"&+,=0() 4"%$&',0&A,'&"*:) 4&$) /-,!'.-(:)
+(#(*'&,),*+)+&%,=&0&'18)
E.'!"#(%) ,-() *"') +&-(!'01) &*!0.+(+) &*) '4() !"#$.','&"*) "/) '4() /-,&0'1) &*+&!,'"-8)
F"<(3(-:) '4(1) ,-() *(!(%%,-1) /"-) '4() %(0(!'&"*) "/) '4() 3,-&,=0(%) '4,') !"*%'&'.'() '4()
!"#$"%&'() &*+&!,'"-8) 64.%:) '4() '4&-+) %'($) &%) '4() !"+&/&!,'&"*) "/) '4() 3,-&,=0(%) '4,')
$-(+&!') %(0(!'(+) ".'!"#(%) ,*+) '4(&-) !"*%'-.!'&"*) <&'4) ,+#&*&%'-,'&3() 4(,0'4!,-()
+,',=,%(%8)64(%()3,-&,=0(%),-()'4()-(%.0')"/)'4().*&"*)"/)'4()&*/"-#,'&"*)!"#&*2)/-"#)
%(3(-,0)+,',)%".-!(%:)%.!4),%)'4()$,-'&!&$,'&"*)&*)'4()$-(%!-&$'&"*)!4,-2(%:),%)<(00),%)
'4()'(--&'"-&,0)+-.2)$-(%!-&$'&"*%),*+)+&,2*"%&%),%%&2*(+)&*)4"%$&',0)+&%!4,-2()-(!"-+%)
,*+)&*),!!&+(*'),*+)(#(-2(*!1)+,',=,%(%8)64()/&*,0)+,',%(')!"*',&*%@),D)GH)3,-&,=0(%)
!"00(!'(+) ,*+) !"#$.'(+) '4-".24) ,)+('(-#&*&%'&!) -(!"-+) 0&*;,2()"/) %(3(-,0) +&//(-(*')
+,',)%".-!(%)BIJKG IJKHDL)=D)%(3(*)".'!"#(%)"=%(-3(+)"*),+#&*&%'-,'&3()+,',=,%(%)
&*)IJKM:)<&'4)-(/(-(*!()'"),00)'4()&*+&3&+.,0%),%%&%'(+)=1)F(,0'4)N*&')G)&*)'4()<4"0()
$(-&"+)IJKG?IJKM),2(+)GO)1(,-%),*+)"3(-)&*)IJKM8)P,',)-(/(--(+)'")IJKQ)<(-().%(+)

) '&#(8) R*) %.##,-1:) '4() 1(,-%) IJKG) ,*+)
IJKH)<(-().%(+) /"-) '4()!,0!.0,'&"*)"/) '4()3,-&,=0(%) '4,')!"#$"%() '4() &*+&!,'"-:) '4()
1(,-) IJKM) /"-) '4() !,0!.0,'&"*) "/) ".'!"#(%:) ,*+) '4() 1(,-) IJKQ) /"-) '4() -"=.%'*(%%)
,*,01%&%8)64(%(),-()'4()#"%')-(!(*'),3,&0,=0()+,',8)
F,3&*2) %.!4) ,) 0,-2() ,#".*') "/) 3,-&,=0(%:) '4() #,&*) ,&#) "/) '4() /".-'4) %'($) "/) '4()

,=&0&'1)'")$-(+&!'),00)'4()%(3(*)!"*%&+(-(+)".'!"#(%8)R*)"-+(-)'")+")%":)<()(%'&#,'(+)
/"-)(3(-1)".'!"#()KJJ) 0"2&%'&!) -(2-(%%&"*)#"+(0%)"*)+&//(-(*')=,0,*!(+)%,#$0(%)"/)
'4()<4"0() $"$.0,'&"*:) %(0(!'&*2) 3,-&,=0(%)<&'4) ,) %'($<&%() !-&'(-&"*) ,*+) %,3&*2) '<")
3,-&,=0(%@) ,) +.##1) '4,') -(!"-+%) '4() $-(%(*!() "/) (3(-1) (7$0,*,'"-1) 3,-&,=0() &*) '4()
/&*,0)#"+(0),*+)'4()"-+(-)"/)(*'-,*!()"/)(3(-1)3,-&,=0()&*)'4()/&*,0)#"+(08)
64(*:)'4()%(0(!'&"*)"/)3,-&,=0(%)&%)2.&+(+)=1)="'4)'4()#(+&,*)"-+(-)"/)(*'-,*!(),*+)
'4()$(-!(*',2()"/)$-(%(*!()"/)(3(-1)3,-&,=0()&*)'4()#"+(0%8)R*+((+:),)%#,00(-)%(')"/)
3,-&,=0(%) <(-() %(0(!'(+) &*!0.+&*2) ,00) '4() 3,-&,=0(%) <&'4) #(+&,*) "-+(-) "/) (*'-,*!()
=(0"<) "-) (S.,0) IJ) ,*+) $(-!(*',2() "/) $-(%(*!() 4&24(-) '4,*) GJT) /"-) ,') 0(,%') '4-(()
".'!"#(%:) !"*%&+(-&*2) ,00) '4() %(3(*) ".'!"#(%8) F"<(3(-:) <() $(-/"-#(+) ,0%") ,)
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! ) !"#$%&)()&)*+,--,&).)&)*,--/00,&)1))
23%2"3"6"3;) $%$#;2"2&) 3,) =3333+) -,%2"L3+) 3:3) -:,"-3) ,>) 3:,23) 3:+32:,#L2) $%L) 36$#/$33)
:,<)</-:)3:3)233),>),/3-,<32)$>>3-32)3:3)6$+"$=#32)23#3-3",%))
?:3%&)3:3)>">3:)233>)"%6,#632)3:3)$??+3?$3",%),>)6$+"$=#32)/2"%?)>$+3"$##;),+L3+3L)233)
A>,233C) 3:3,+;))?:"2)<33:,L) 3B>#,"32) 3:3) ,+L"%$#) "%>,+<$3",%) 3:$3) -,<32) >+,<) 3:3)
L$3$233) $%L) "3) ,+L3+2) >+,>"#32) $33+"=/3"%?) 3,) $##) ,>) 3:3<) $%) $>>+,B"<$3",%) ,>) 3:3"+)
$63+$?3) +$%D) AE.C&) >,+)<,+3) "%>,+<$3",%) 233) ?!F))?:3)%,+<$#"03L)E.)=3-,<32)$%)
"%L"-$3,+)3:$3)L32-+"=32)3:3)+3#$3"63)>,2"3",%),>)$%)"%L"6"L/$#)"%)3:3)L"23+"=/3",%),>)$)
#$33%3)-,%-3>3&)<:"-:)"2)>+$"#3;)-,%L"3",%))
M,<363+&)"%-+3$2"%?)3:3)%/<=3+),>)6$+"$=#32&)>+,>"#32)$+3)<,+3)L">>"-/#3)3,)-,<>$+3)
$%L)3:3)%/<=3+),>)"%-,<>$+$=#3)>+,>"#32)"%)3:3)>,233)?+,<2))N%)>+$-3"-$#)33+<2&)3:"2)
<3$%2)3:$3)3:3)$>>+,B"<$3",%),>)3:3)$63+$?3)+$%D)"2)#322)2:$+>)$%L)3:3)-,<>/3$3",%$#)
3"<3)3,)?33)"3)?+3$3#;)"%-+3$232))?:/2&)$%)$LL"3",%$#)6$+"$=#32)23#3-3",%)"2)%33L3L))N%)
3:3)2"B3:)233>)6$+"$=#32)23#3-3",%)"2)-,%L/-3L)>,##,<"%?)$)>,+<$+L)#,?"-)3,)<$B"<"03)
3:3)2/<),>)3:3)E+3$)O%L3+)3:3).PK)K/+632)AEOKC),>)3:3)-:,23%),/3-,<32)))
?:3) >"%$#) -,<>,2"33) "%L"-$3,+) >,+) >+$"#3;) -,<>+"232) 3"?:3)6$+"$=#32L) $?3&)L"2$="#"3;&)
D"L%3;) >$"#/+3&) <3%3$#) L"23$232&) M$+D"%2,%) L"23$23&) %/<=3+) ,>) $--32232) 3,) 3:3)
3<3+?3%-;)+,,<)AN.C)<"3:);3##,<)-,L3&)%/<=3+),>)L">>3+3%3)L+/?)>+32-+">3",%2)$%L)
K:$+#2,%)"%L3B&)3:$3)"2)$)-,O<,+="L"3;)"%L3B)))

Performance and use of the frailty indicator 

>"+23),=23+63) 3:3)EOK)>+,L/-3L)=;) 3:3) "%L"-$3,+)>,+)3$-:),/3-,<3L)P)Q!)>,+)L3$3:&)
P)RS) >,+) /+?3%3) /%>#$%%3L):,2>"3$#"0$3",%&)P)QT) >,+) $--322) 3,) 3:3) 3<3+?3%-;) +,,<)
AN.C)<"3:)+3L)-,L3&)P)SU)>,+)$6,"L$=#3):,2>"3$#"0$3",%&)P)SS)>,+):">)>+$-3/+3&)P)QV)>,+)
L3<3%3"$)$%L)P)R!)>,+)L"2$="#"3;))

#3$23),%3) AEOK) 3W/$#) 3,)P)RUC&) 3<,) AEOK)P)SQC&) 3:+33) AEOK)P)QXC),+) >,/+) AEOK)
P)QVC),/3-,<32)<"3:) 3:,23),=3$"%3L) >,+) 3:3) +323),>) 3:3)>,>/#$3",%)) N%)$##)-$232) 3:3)
L"23+"=/3",%),>)6$#/32),>)3:3)"%L"-$3,+)"2):"?:3+)>,+)2/=Y3-32)<:,):$63)2/>>3+3L),%3),+)
<,+3),/3-,<32))N%)>$+3"-/#$+&)-,%2"L3+"%?) 3:3) #$23)>3+-3%3"#3),>)"%L"6"L/$#2)<"3:)3:3)
:"?:323)6$#/32),>) 3:3) >+$"#3;) "%L"-$3,+) AXP!Z)>3,>#3CL) "%) XPTQ)$#<,23) VX[),>) 3:3<)
L"3L&) TP)V[) /%L3+<3%3) $--322) 3,) 3:3) 3<3+?3%-;) +,,<)<"3:) $) +3L) -,L3) $%L) !R[)
/%L3+<3%3)/+?3%3):,2>"3$#"0$3",%\),63+)ZR[)2/>>3+3L)$3)#3$23),%3),/3-,<3)#"%D3L)3,)
>+$"#3;&)!P)R[)2/>>3+3L)$3)#3$23)3<,),/3-,<32)$%L)XV)R[)$3)#3$23)3:+33),/3-,<32)))
(,+3,63+&)363%) ">) 3:3)6$+"$=#32) "%-#/L3L) "%) 3:3)-,<>/3$3",%),>) 3:3)>+$"#3;) "%L"-$3,+)
,%#;)-,%-3+%)"%L"6"L/$#):3$#3:)$%L)/23),>):3$#3:)23+6"-32&)3:3)"%L"-$3,+)"2):"?:3+)$#2,)
>,+) 3:,23) "%L"6"L/$#2) <:,) +3W/3233L) 3:3) 3B3<>3",%) ,>) :3$#3:) 3B>3%232) >,+) #,<O
"%-,<3))?:/2&)"3)"%-#/L32)$#2,)$%)"<>#"-"3)L"<3%2",%)3:$3)"2)2,-"$#)>+$"#3;))
]+,<) $)>+$-3"-$#)>,"%3),>)6"3<&) 3:3) >+$"#3;) "%L"-$3,+) "2) 3B3+3<3#;)/23>/#) 3,) 23+$3">;)
"%L"6"L/$#2)$--,+L"%?) 3,) 3:3"+):3$#3:-$+3)%33L2))N%) 3:"2)23%23&) 3:3)<:,#3)>,>/#$3",%)
<$;)=3)233%)$2)$)2,+3),>)>;+$<"L))E3)"32)=$23)3:3+3)"2)3:3)<$Y,+"3;),>)3:3)>,>/#$3",%&)
<"3:),#L)"%L"6"L/$#2)3:$3)$+3)<$"%#;):3$#3:;))N%)3:3)-3%3+$#)>,+3",%),>)3:3)>;+$<"L&),%)
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^)!"#$"%&'()&*+&!,'"-)'")#(,%.-()/-,&0'1).%&*2),+#&*&%'-,'&3()4(,0'4!,-()+,',) A )
'4()"'4(-)4,*+6)'4(-(),-()$,'&(*'%)!4,-,!'(-&4(+)91),)%&*20()!4-"*&!)$,'4"0"21:)^')'4()
'"$)"/)'4()$1-,#&+)7()/&*+)'4()%"9!,00(+)/-,&0),*+)!"#$0(5)%.96(!'%6)74")4,3()#"-()
'4,*) "*() !4-"*&!) !"*+&'&"*) '4,') #.%') 9() ',=(*) !,-() "/) 7&'4) $(-%"*,0&4(+) !,-()
$-"2-,#%),*+),)#"-()(5'(*%&3().%()"/)-(%".-!(%6)9.')74"),0%")-($-(%(*'),)3(-1)%#,00)
$"-'&"*)"/)'4()'"',0),%%&%'(+)$"$.0,'&"*:))
)

)
@&2.-()AB)G'-,'&/&!,'&"*)"/)(0+(-01),%%&%'(+)91)C(,0'4)D*&')>6),!!"-+&*2)'")'4(&-).%()"/)%(-3&!(%)&*)EHAI:))
)
J*)"-+(-)'")-($-"+.!()'4&%)%'-,'&/&!,'&"*),0%")"*)"0+)$"$.0,'&"*),%%&%'(+)91)'4()C(,0'4)
D*&')>6) &*)K,+.,) $-"3&*!(6)7() +&3&+(+) '4() $"$.0,'&"*) &*'") '4-(() 2-".$%) '4-".24) ,)
-(2-(%%&"*)'-(()9,%(+)"*)'4()/-,&0'1)&*+&!,'"-:)L4()'4-(()2-".$%),-()+&%'&*2.&%4(+)91)

,+)&*)EHAIP6)&*)
$,-'&!.0,-)91)'4(&-).%()"/)4"#(),%%&%',*!(),*+)'4(&-),!!(%%)'")'4()(#(-2(*!1)-""#:)^')
'4()9,%()"/)'4()$1-,#&+)7()/&*+),9".')'4-(()Q.,-'(-%)"/)'4()'"',0)"0+)$"$.0,'&"*B)'4(%()
,-() &*+&3&+.,0%) 74") 4,3() *"') 4,+) ,!!(%%) '") '4() (#(-2(*!1) -""#) ,*+) 4,3() *"')
9(*(/&'(+)/-"#)4"#()!,-()&*)EHAI:)L4(),3(-,2()/-,&0'1)&*+&!,'"-)&*)'4&%)$"-'&"*)"/)'4()
$"$.0,'&"*)&%)3(-1)0"76)(Q.,0)'")H:AAE),*+6),%)!,*)9()%((*)&*)@&2:)A6)'4()$-"$"-'&"*)"/)
&*+&3&+.,0%)(5$(-&(*!&*2)*(2,'&3()".'!"#(%)-(0,'(+) '")/-,&0'1) &%),0%")0&#&'(+:)J*)'4&%)
%.92-".$)"/)&*+&3&+.,0%6)7(),0%")/&*+)3(-1)0"7)$(-!(*',2(%)"/)!4-"*&!)+&%(,%(%6),)0"7)
*.#9(-)"/)4"%$&',0&4,'&"*%)'4,'),0%")0,%')0(%%)'4,*)&*)"'4(-)2-".$%)L0(%%)'4,*)M)+,1%)"*)
,3(-,2(P:) ) J*) '4() !(*'-,0) $"-'&"*) "/) '4() $1-,#&+) '4(-() &%) '4() AA:MQ) "/) '4()74"0()
$"$.0,'&"*6)!4,-,!'(-&4(+)91)&*'(-#(+&,'()4(,0'4)!"*+&'&"*%),*+)91),*),3(-,2()/-,&0'1)
&*+&!,'"-)"/)H:A>Q6)74&!4) &%),0-(,+1)4&24(-) '4,*) '4(),3(-,2()"/)'4()'"',0)$"$.0,'&"*)
LH:AAQP:) J*) '4&%) %'-,'.#)7() /&*+)4&24(-)$(-!(*',2(%)"/)9"'4)*(2,'&3()".'!"#(%),*+)
!4-"*&!)+&%(,%(%)'4,*)'4()$-(3&".%01)+(%!-&9(+)4(,0'41)$"$.0,'&"*)%'-,'.#:)
^')'4()'"$)"/)'4()$1-,#&+6)"*)'4()"'4(-)4,*+6)7()/&*+)/-,&0)%.96(!'%)74")-($-(%(*')"*()
'(*'4)"/)'4()'"',0)"0+)$"$.0,'&"*)&*)C(,0'4)D*&')>:)L4(%()%.96(!'%),00)(5$(-&(*!(+),')
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! ) !"#$%&)()&)*+,--,&).)&)*,--/00,&)1))
#!"#$%&'!%"((!##%$&%$)!%!*!+,!'(-%+&&*%"'.%/#!.%)&*!%("+!%"##0#$"'(!%0'%12345%6)!-%
)"7!% "% )0,)!+% "7!+",!% 8+"09$-% 0'.0("$&+:% !;/"9% $&% 25<==5% 6)!#!% "+!% 0'.070./"9#%
()"+"($!+0>!.%?-%$)!%(&!@0#$!'(!%&8%#!7!+"9%()+&'0(%.0#!"#!#:%0'%8"($%$)!%A!+(!'$",!#%
&8%()+&'0(%.0#!"#!#%0'%$)0#%A&A/9"$0&'%#$+"$/*%"+!%*/()%)0,)!+%$)"'%0'%$)!%&$)!+%$B&%
#/?,+&/A#5% C7!'% $)!% &((/++!'(!% &8% '!,"$07!% &/$(&*!#% +!9"$!.% $&% 8+"09$-% 0#% *&+!%
(&**&'%0'%$)0#%#*"99%A&+$0&'%&8%$)!%A&A/9"$0&':%"#%#$"$!.%?-%$)!%".&A$!.%.!80'0$0&'5%
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Clusters of contracting authorities over time:
an analysis of their behaviour based on
procurement red flags
Cluster di stazioni appaltanti nel tempo: un’analisi
basata su red flags negli appalti pubblici

Simone Del Sarto and Paolo Coppola and Matteo Troı̀a

Abstract In this paper we aim at clustering Italian contracting authorities in terms
of their attitude over time (2015-2017) in managing public procurements, a field
particularly prone to the occurrence of corrupt acts. For our purpose we rely on
an approach based on red flag indicators, which considers public procurement data
and points out possible anomalies in order to alert the system to the possible risk
of corruption. As such, this approach allows us to perform the analysis at every
moment of the procedure, from the call for tender until the final realisation of the
work. By exploiting the richness of information contained in the Italian Banca Data
Nazionale dei Contratti Pubblici, a number of red flag indicators proposed by the
international literature are computed for the three-year period. By means of a la-
tent Markov model for multivariate continuous responses, we aim at: i. identifying
clusters of contracting bodies and ii. quantifying the probability for a contracting
authority belonging to a certain cluster to move to a different cluster (or to persist
in the same cluster) over time. First results show that several clusters of administra-
tions may be highlighted. Among them, one profile draws attention, as it includes
administrations with extreme values for all the red flags.
Abstract L’obiettivo di questo lavoro consiste in raggruppare le stazioni appaltanti
in base alla loro attitudine nella gestione degli appalti pubblici nel tempo (2015-
2017). La nostra analisi è basata su indicatori red flag, che considerano dati sugli
appalti pubblici per segnalare eventuali anomalie e allertare il sistema per un pos-
sibile rischio di corruzione. Questo approccio consente di analizzare ogni singola
fase della procedura di appalto, dalla pubblicazione del bando fino alla realiz-
zazione finale dell’opera. Sfruttando il contenuto della Banca Dati Nazionale dei
Contratti Pubblici, sono stati calcolati alcuni degli indicatori “red flag” proposti
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in letteratura. Utilizzando un modello latent Markov per risposte continue multi-
variate, il nostro obiettivo è duplice: i. identificare gruppi di stazioni appaltanti e ii.
quantificare la probabilità per una stazione collocata in un certo cluster di spostarsi
in un altro cluster (o di rimanere nello stesso) nel corso del tempo. I primi risultati
evidenziano diversi profili di amministrazioni. Tra di essi, è possibile individuare un
profilo “estremo”, poiché include stazioni appaltanti con valori critici per tutti gli
indicatori considerati.

Key words: public procurement; red flags; latent Markov; longitudinal data

1 Introduction
The corruption phenomenon is particularly challenging to capture. Its nature is elu-
sive since it is difficult to observe and unlike other crimes, both participants obtain a
benefit and have no incentive to bring the illegal agreement to light. In addition, the
injured party is often not identifiable as a physical or legal person, and the conse-
quences of bribery can remain under the radar for a long time. This is probably one
of the reasons why the best-known corruption measurement indices are perception-
based. Transparency International’s Corruption Perception Index (CPI), for exam-
ple, analyses 180 territories and countries based on perceived levels of corruption in
the public sector by interviewing experts and business leaders. Despite the undeni-
able advantage of raising public awareness on the issue of corruption, the CPI, like
all subjective indicators, has, however, obvious limitations, because perceptions are
affected by the cultural context that can lead to sudden changes due, for example, to
scandals or respondents can be influenced by the formulation of questions [5].

There are also methods based on objective indicators, such as, say, the number of
crimes reported or actually prosecuted, but on the one hand they underestimate the
magnitude of the phenomenon, even if they can be useful in analysing trends, and
on the other hand they photograph an event that in some cases can be very distant in
time and their analysis has limited applications in the fight against corruption. Other
objective methods involve comparing public money spent with the physical infras-
tructure actually implemented [6], but while it is not straightforward to correctly
estimate the value of the goods or services implemented, even this type of analysis
can only be done after the fact.

A more promising approach – which we are going to pursue in this paper – is
the one based on red flag indicators [1, 7] that analyse public procurement data and
highlight anomalies. Red flags do not always correspond to corrupt behaviour, but
they can still be useful in pointing out errors and degenerations in the administration
to which they refer, and they have the important advantage of timeliness compared
to previous techniques, because the analysis can be done at every moment of the
procedure, from the call for tender (e.g., by analysing the timing and types of ten-
ders), to the submission of bids (e.g., by assessing the total number or the possible
absence of participants), to the awarding (e.g., by measuring markdowns), until the
implementation (by taking into account, for example, any variants during the work).
Such an approach can be integrated into information systems that help in the fight
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against corruption. The simple fact of knowing that certain indicators are constantly
being monitored could lead to greater attention and improved procedures. The dis-
advantage of this approach lies in the difficulty of finding data and the quality of
the data itself, which too often is still hand-tagged in different systems with delays
and, invariably, introducing errors. A total computerisation of processes with a de-
cisive push towards interoperability will make these approaches and, consequently,
the fight against corruption more effective.

In this regard, we exploit the richness of the Italian database of public pro-
curement (BDNCP in the following, which stands for Banca Dati Nazionale dei
Contratti Pubblici), managed by the Italian anticorruption authority1. This huge
database systematically collects data about every single phase about the complex
process of the realisation of a tender by a contracting body, from the publication of
the call, to the award notice, to the management of possible variants, which may
occur on specific contract terms, until the final test of realised work.

Data extracted from BDNCP allow us to build a set of red flag indicators [4, 9],
which are used to assess different profiles of Italian contracting bodies in terms of
public procurement management, and, also, to verify whether an evolution over time
occurs in terms of transitions across profiles. A very suitable statistical tool for this
purpose is the latent Markov model [10, 2], which allows us to extract latent states
for observed response variables (red flag indicators in our context) and to estimate
transitions across states over time.

This paper is organised as follows: Section 2 describes the data and the statisti-
cal model used for the analysis, while first results are shown in Section 3. Finally,
Section 4 draws some concluding remarks and illustrates some future developments.

2 Data and statistical model
For this work we use data from BDNCP, which, as stated above, contains informa-
tion about the entire life cycle of every tender that have involved Italian contracting
bodies. After some data quality checks, we consider data about 2,851 contracting
authorities, related to tenders with a call published in 2015, 2016 and 2017. Specifi-
cally, data about call for tender and contract award are retained in order to construct
the following five red flag indicators for each contracting body and each year: i. pro-
portion of procedures awarded through non-price related evaluation criteria, hence
with a certain degree of subjectivity (labelled as non price eval); ii. proportion of
non-open procedures (non open); iii. proportion of contracts for which a single bid
is received (single bid); iv. average number of days between publication of call for
tender and submission deadline (submission period); v. average number of days be-
tween award notice and publication of call for tender (award publication).

From a statistical point of view, we consider the above set of five indicators
as our continuous multivariate response variable. Let Yi jt be the value of indica-
tor j = 1, . . . ,J computed on contracting body i = 1, . . . ,n at time t = 1, . . . ,T . In
our case, n = 2,851, J = 5 and T = 3, with t = 1 represents year 2015 (first year
of analysis). By arranging response variables by statistical unit, we can consider

1 https://dati.anticorruzione.it/opendata
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Table 1 Estimated conditional means µ̂µµu for each latent state and estimated initial probabilities π̂u

Latent state u

Indicator 1 2 3 4 5 6 7

non price eval 0.224 0.135 0.481 0.247 0.841 0.114 0.789
non open 0.517 0.079 0.269 0.515 0.108 0.918 0.852
single bid 0.196 0.260 0.170 0.236 0.283 0.219 0.304
submission period 150.5 23.8 35.5 22.4 27.1 17.0 17.2
award publication 183.4 66.6 277.6 67.9 78.0 48.2 53.7

π̂u 0.005 0.177 0.021 0.269 0.048 0.424 0.056

the J-dimensional response vector YYY it , which collects response variables of unit i at
time t. Moreover, we assume that the response process of unit i is affected by a latent
process UUUi = [Ui1, . . . ,UiT ]⊤, which is assumed to follow a first-order Markov chain
with k latent states. Another hypothesis concerns the response vector distribution,
given the latent process, as follows:

f (YYY it = yyy|Uit = u)∼ N(µµµu,Σ),

where yyy and u are realisations of YYY it and Uit , respectively.
The model parameters are: the conditionals means, µµµu, with u = 1, . . . ,k; the

variance-covariance matrix, Σ (supposed to be constant across states); the initial
probabilities, πu = P(Ui1 = u), with u = 1, . . . ,k; the transition probabilities, π(t)

u|ū =

P(Uit = u|Uit−1 = ū), with t = 2, . . . ,T and u, ū = 2, . . . ,k.
In order to estimate the parameters, we rely on a maximum likelihood approach,

by exploiting an Expectation-Maximisation algorithm. Moreover, in order to over-
come issues related to multimodality of the log-likelihood function, a combination
of deterministic and random initialisations of model parameters is performed. The
model fitting is performed by means of R package “LMest” [3].

3 Results
A well-known issue of this modelling approach is related to the selection of the num-
ber of latent states, denoted by k. A combination of subjective and objective criteria
(the latter based on the Bayesian Information Criterion [8]) allows us to select k = 7
as suitable number of latent states (data not shown). As a consequence, seven pro-
files of Italian contracting bodies can be highlighted, each one characterised by the
estimates of the vector of conditional means (see Table 1 by column).

As can be noticed from the table, single bidding indicator results to be the least
discriminant, as it does not show a consistent variability across states, although con-
tracting bodies clustered in latent state 7 exhibits around 30% share of single bidder
contracts, almost twice than that of latent state 3. Furthermore, latent state 1 and 4
are very similar with respect to the first three indicators – related to proportion of
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procedures i. evaluated with non-price related criteria, ii. of type “non-open” and
iii. with a single bid – while they consistently differ as regards the last two red
flags (related to the time passed i. between the publication of call for tender and
the submission deadline, and ii. between the award notice and the publication of
the call). Latent state 7 clusters contracting bodies with, say, “critical” values for all
the indicators. In fact, they show, on average, the greatest values related to the first
three indicators (i.e., high proportions of “most at risk” procedure types) and the
lowest average time periods between the main phases of a public procurement pro-
cess. On the other hand, latent state 1 and 2 can be labeled as the most virtuous ones.
The former shows wide time periods between call for tender publication/submission
deadline/award notice and low proportions of procedures awarded with non-price
related evaluation criteria, whereas the latter is characterised by the lowest means
of the first two red flags. As far as the estimated initial probabilities are concerned,
in 2015 (beginning of the study) clusters 6 and 4 are the most numerous, as they
include almost 70% of the contracting bodies, while latent state 1 is the smallest
one (only 0.5% of administrations).

Looking at the transition matrices, reported in Table 2, we can observe high prob-
abilities in the main diagonal for almost all the states and in both time transitions,
that is, from 2015 to 2016, reported in Table 2(a), and from 2016 to 2017, as shown
in Table 2(b). As a consequence, a certain degree of persistence in the current cluster
arises, especially for latent states 2, 4, 5, 6 and 7. Finally, latent state 1 (characterised
by extremely high time extension between the main phases of a public procurement
process) can be considered as a non-persistent condition, as high probability of mov-
ing towards state 2 or state 6 can be noticed, while a transition from any other states
to state 1 is very unlikely.

4 Conclusions
In this work a latent Markov approach for multivariate continuous response vari-
ables is applied to a selection of red flag indicators in public procurement, in order
to study the evolution over time of a set of Italian contracting authorities in terms of
management of the public procurement process.

First results identify several groups of contracting bodies, characterised by varied
behaviours, measured in terms of average red flag indicators. Among the ascertained
profiles, one includes administrations with, on average, extreme values for all the red
flags, values which usually may be considered as “most at-risk”. On the other hand,
a definite virtuous group according to the entire set of indicators is not immediately
identifiable.

This work is meant to be a first attempt for studying the evolution over time of
red flag indicators in public procurement. Obviously, further considerations need
to be taken into account, in order to better characterise the ascertained clusters.
This can be performed, for example, by including covariates in the model (e.g., the
contract object in order to identify the market involved in the procurement activity),
or by considering the monetary value of each tender (i.e., using weighted indicators).
Finally, as the purpose is to identify extreme behaviours (high/low values of certain
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Table 2 Matrices of estimated transition probabilities from 2015 to 2016 (a) and from 2016 to
2017 (b)

(a)

State 1 2 3 4 5 6 7

1 0.000 0.483 0.000 0.000 0.129 0.322 0.066
2 0.011 0.548 0.017 0.134 0.092 0.161 0.036
3 0.000 0.174 0.204 0.079 0.108 0.264 0.171
4 0.008 0.111 0.018 0.507 0.067 0.215 0.074
5 0.028 0.169 0.014 0.055 0.439 0.141 0.154
6 0.014 0.076 0.010 0.108 0.031 0.680 0.080
7 0.000 0.058 0.025 0.136 0.085 0.145 0.551

(b)

State 1 2 3 4 5 6 7

1 0.031 0.208 0.000 0.248 0.109 0.404 0.000
2 0.004 0.534 0.003 0.151 0.071 0.198 0.040
3 0.019 0.228 0.063 0.241 0.100 0.282 0.067
4 0.000 0.072 0.010 0.525 0.097 0.224 0.070
5 0.005 0.170 0.008 0.091 0.418 0.160 0.149
6 0.005 0.071 0.008 0.149 0.043 0.642 0.083
7 0.000 0.054 0.004 0.127 0.126 0.209 0.480

red flags), a quantile regression approach could be very suitable for this context, as
it allows us to focus on the tails of indicator distributions.
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An Application of Temporal Poset on Human
Development Index Data
Un’applicazione del Temporal Poset ai dati dell’Indice di
Sviluppo Umano

Leonardo Salvatore Alaimo, Filomena Maggino and Emiliano Seri

Abstract Within the international debate on finding measures beyond GDP, the Hu-
man Development Index released by the United Nations Development Programme,
has become a reference over the years. In order to get a synthetic view of human
development, different aggregative procedures has been applied over time. The ag-
gregative road to synthesis is however problematic, because it raises a number of
conceptual and methodological issues. As a valuable alternative, in this paper we
adopt a non-aggregative approach to synthesis over time, based on Partially Ordered
Set Theory.
Abstract Nel dibattito internazionale sulla ricerca di misure che vadano oltre il
PIL, l’Indice di Sviluppo Umano sviluppato da United Nations Development Pro-
gramme, è diventato un riferimento nel corso degli anni. Al fine di ottenere una
visione sintetica dello sviluppo umano, sono state applicate nel tempo diverse pro-
cedure aggregative. La strada aggregativa verso la sintesi è tuttavia problematica,
poichè pone una serie di problematiche concettuali e metodologiche. Come valida
alternativa, in questo articolo adottiamo un approccio non aggregativo alla sintesi,
basato sulla teoria degli insiemi parzialmente ordinati.
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pensability, Partially Ordered Set - Poset
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1 Introduction

Although it has been considered a niche field, the topic of synthesis of statistical
indicators has a rich and varied scientific literature. The growing attention on this
issue is, in a way, linked to the international debate on identifying measures that
go Beyond GDP. From this perspective, the synthetic approach becomes the only
one possible for a correct understanding of the phenomenon (7). The traditional sta-
tistical approach to synthesis is the so-called aggregative-compensative, according
to which the synthetic measure is the result of the mathematical aggregation of the
basic indicators (composite indicators). This has become the dominant framework
over time. However, it poses a series of conceptual and methodological criticalities
that have been highlighted in recent literature (3; 2). To try to overcome these limita-
tions, research has focused on methods belonging to the so-called non-aggregative
approach, in which the synthetic measure is obtained by not combining the basic
indicators. Among those methods, the theory of partially ordered sets (poset the-
ory) has become a reference over the years. This method, particularly suitable for
the treatment of ordinal data, is useful even if we deal with indicators of differ-
ent scaling levels. In this paper, we apply a poset-based synthesis method suitable
for time series data (the so-called temporal poset) developed by (1) to the data of
the synthetic measure elaborated by the United Nations Development Programme
(UNDP), Human Development Index (HDI). This is a synthetic measure elaborated
by the United Nations Development Programme (UNDP) and conceptually based
on Sen’s capabilities approach (8). HDI identifies three main dimensions, the basic
capabilities crucial to human development: a long and healthy life, knowledge and a
decent standard of living. The need to identify alternative aggregations (also UNDP
posed the problem, changing the aggregation procedure, which was previously an
arithmetic mean, in 2010 adopting a geometric one) is closely linked to a central
issue in the context of composite indicators, the level of compensability or sub-
stitutability allowed between basic indicators. Generally, the basic indicators of a
composite index are called substitutable if a deficit in one may be compensated by a
surplus in another; on the contrary, the basic indicators are called non-substitutable
if a compensation among them is not allowed. Consequently, an aggregation ap-
proach can be ‘compensatory’ or ‘non-compensatory’ depending on the adoption
or not of compensation. The issue is not only methodological but also, and above
all, conceptual. Let us consider HDI. If we admit full compensability, we implicitly
affirm, for instance, that a surplus in the education dimension can compensate for a
deficit in the economic one. This is, at least, highly questionable. On the other hand,
if we affirm the non-compensability of the basic indicators, we risk flattening the re-
sults of our synthesis downwards (2). Finally, if we adopt a partially compensative
method, i.e. allowing it ”up to a certain point”, the question would arise as to what
is the permissible and tolerable threshold of compensability. The problem is not so
much one the compensability as the aggregation, which generates a flattening effect
(3) regardless of the method and, consequently, the level of compensability allowed.
The method adopted in this paper not only addresses these issues but also offers a
possible solution, as demonstrated by different empirical studies (1; 2; 3).
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2 Data

As previously mentioned, the data used in this paper are those relating to the Hu-
man Development Index (http://hdr.undp.org/en/content/download-data). In partic-
ular, we refer to the time series from 2016 to 2019 of the four indicators that com-
pose the three dimensions of the HDI: life expectancy at birth; expected years of
schooling; mean years of schooling and gross national income (GNI) per capita.
The indicators described are therefore those necessary to give the most complete
and exhaustive representation of human development, understood as the advance-
ment of human freedom, dignity and equality, and these include the broad com-
prehensive range of freedoms covering economic, social, political and civil areas.
For a better illustration of the proposed methodology we only used the European
countries, which correspond to our units in the four years considered.

3 Methodological aspects of the application

Poset supplies concepts and tools that appropriately adapt to the needs of synthesis.
It is focused on profiles, which are the combinations of scores of each statistical units
in the basic indicators considered, describing the status of units. This approach has
some advantages and overcomes some limitations of the aggregative-compensative
approach. We refer to the extensive literature on the basic aspects and definition of
poset (4) and on the methodology about its use for data synthesis over time (1; 2).
in this paper, we focus on describing the different steps leading to the construction
of the synthetic measure according to this method.

First of all, the indicators must all have positive polarity1; where some have neg-
ative polarity, this must be reversed using a transformation. This is necessary to
ensure that nodes in the highest positions of the Hasse diagrams will indicate better
situations than those in the lowest positions. The system considered in our work
is composed by 43 units (the European countries), 4 indicators and 4 temporal oc-
casions (2016-2019). This is a three-way data array Y ≡ {yi jt : i = 1, . . . ,43; j =
1, . . . ,4; t = 1, . . . ,4} that can be seen as a set of 4 matrices of order (43×4), each
of which represents a temporal slice of Y. For each of the 4 matrices independently,
we can calculate the incidence matrix2 and construct the Hasse diagrams3 , reported
in Figure 1. Just the graphical representations give important information; it is evi-
dent, for instance, that the relationship structure of the system is different in the two
times considered.

1 Polarity is the sign of the relation between the indicator itself and the phenomenon
2 The incidence matrix is a matrix ZP = (zi j) ∈ Zk×k, where |X |= k is the cardinality of X and zi j
is equal to 1 if xi ! x j , 0 otherwise, with xi,x j ∈ X . It defines the structure of comparabilities in the
poset
3 The Hasse diagram is the graphical representation of the directed acyclic graph representing the
cover relation ≺: two elements are comparable ! if a path connects them in the Hasse diagram.
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Fig. 1: Hasse diagrams of the European countries: yyears 2016 - 2019.

difofset fffer ffferent possi-
t4 W. Wee can compute this
allow an a-temporintrra raal

afwe can ffifirm that Nor-
Anyway, it is impossible
ce, Spain (ESP) worsens

ned. For instance, it may
d improvement in the in-
l and been ertak b

TWWee want to obtain a synthetic measure. Too do this, poset
bility; in this paper, we use the so-called averraage height
measure for each of the 4 posets5. The results obtained
comparison of the units within the system. For example,

(ITway (NOR) is better than Italy TAA) in 2017 (Figure 1). An
to make an -temporinter raal comparison of units. For instance,
from 2018 to 2019, but we do not know why this happened.
have happened that all the other countries had a very marked
dicators considered, while ESP could have increased slightly and been overtaken by
the other units. Another possibility could be that Spain has been drastically reduced
from 2018 to 2019 compared to the other units.

TToo make comparisons over time, we must merrgge the posets. Given two finite
posets Λ and Π , we merge them by setting x "ΛΠ y if and only if one of the follow-
ing conditions is valid (1):

1. x,y ⊂ Λ and x "Λ y;
2. x,y ⊂ Π and x "Π y;
3. x ⊂ Λ ; y ⊂ Π and x "ΛΠ y;

4 For a definition and the methodological step of its calculation, please see (1; 2).
5 WWee do not include the results in the paper for question of space. They can be required to authors.
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4. x ⊂ Π ; y ⊂ Λ and x "ΛΠ y.

In other words, by merging the two posets we maintain their initial structures
of comparability, adding other comparabilities that are an expression of the tempo-
ral comparison among the elements. In this way, it will be possible to make inter-
temporal comparisons. Moreover, in order to make it possible to compare posets
with different sets of nodes and to anchor the the average height computation to a
common reference system, we introduce an embedded scale (6), i.e. some bench-
mark profiles that form a scale of increasing levels embedded in the original poset.
They are points that help anchoring the comparisons between profiles in the Hasse
diagram and the average heights to a reference scale. We can merge the 4 posets in
Figure 1 in one temporal poset and add a 5 levels embedded scale6. By calculating
the average height of the resulted temporal poset, we can make comparisons over
time of different units, using benchmarks as a common reference system for the dif-
ferent years. For instance, we can observe that ESP passes from a value of average
height of 147 in 2018 to a value of 126 (see Table 1) and compare this trend with
those of other countries.

4 Conclusions

HDI aims to allow policy makers evaluation of national policies. Thus, it is impor-
tant to have a measure of the human development not affected by compensation
in order to observe how the phenomenon behaves in all its dimensions. The pro-
posed method tries achieving this goal, giving an easy-to-read representation of the
HDI for each country in all the considered years. In the synthetic index proposed,
we do not focus on the values of basic indicators and on their aggregation, but on
the profiles of each country. This allows the overcoming of the compensability is-
sue. The results, shown in Table 1, are free from the flattening effect, typical in the
mean–based aggregation methods: countries with different profiles present different
average heights.

References

[1] Alaimo, L.S. Complexity of Social Phenomena: Measurements, Analysis,
Representations and Synthesis. Unpublished doctoral dissertation, University

6 The scale is defined as follows:

• min, with a profile given by the minimum value in all indicators;
• B1, with a profile given by the first quartile of all indicators;
• B2, with a profile given by the second quartile of all indicators;
• B3, with a profile given by the third quartile of all indicators;
• max, with a profile given by the maximum value in all indicators.

215



6 Leonardo Salvatore Alaimo, Filomena Maggino and Emiliano Seri

European countries 2016 2017 2018 2019 European countries 2016 2017 2018 2019

ALB 16.79 34.30 24.06 38.23 LIE 68.42 87.14 108.54 133.06
AND 38.46 21.45 45.66 73.93 LTU 89.73 113.87 125.06 136.52
AUT 103.32 115.61 127.81 112.37 LUX 81.81 132.79 124.02 147.55
BEL 91.96 112.81 135.16 153.46 LVA 69.08 77.92 89.58 101.79
BIH 11.89 11.30 22.34 34.39 MDA 7.37 15.00 26.59 19.37
BLR 40.58 48.48 56.35 49.04 MKD 4.83 9.37 14.58 20.21
BUL 20.67 21.09 15.19 32.80 MLT 67.49 82.11 95.86 111.37
CHE 148.50 152.79 162.71 169.67 MNE 41.31 48.21 55.83 62.58
CYP 58.87 72.00 85.14 92.05 NLD 107.88 120.87 133.65 150.29
CZE 105.42 100.15 109.45 120.12 NOR 141.52 152.60 161.00 168.86
DEU 148.20 155.77 162.63 169.65 POL 74.39 81.20 88.15 86.01
DNK 112.22 133.71 153.13 141.59 PRT 50.50 45.18 60.35 76.84
ESP 96.11 115.07 147.04 126.82 ROU 27.51 28.45 36.72 45.34
EST 110.41 105.13 131.72 117.48 SRB 13.07 23.44 32.55 33.13
FIN 139.34 149.19 159.02 168.48 SVK 89.20 113.96 141.33 158.64
FRA 83.44 96.38 109.34 123.21 SVN 85.42 99.49 113.16 127.56
GBR 132.78 145.19 157.91 168.23 SWE 121.37 133.05 141.32 167.13
GEO 28.65 41.81 54.89 78.56 TUR 9.79 18.93 29.05 39.74
GRC 63.24 76.59 90.50 104.13 UKR 7.66 17.81 18.64 29.92
HRV 52.09 58.33 64.10 70.01 MIN 1.00 1.00 1.00 1.00
HUN 54.33 55.62 66.78 74.20 B1 36.58 36.58 36.58 36.58
IRL 134.53 149.17 163.48 165.04 B2 73.65 73.65 73.65 73.65
ISL 143.10 153.78 157.02 160.45 B3 128.43 128.43 128.43 128.43
ITA 60.98 77.92 98.77 121.06 MAX 177.00 177.00 177.00 177.00

Table 1: Average height values: European countries; years 2016-2019.
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The SDGs System: a longitudinal analysis
through PLS-PM
Il sistema degli SDGs: un’analisi longitudinale attraverso
il PLS-PM

Cataldo Rosanna, Grassia Maria Gabriella, Antonucci Laura

Abstract The Sustainable Development Agenda [24] emphasizes measurement and
monitoring progress of the Sustainable Development Goal (SDG) targets, stressing
the need for “a data revolution for sustainable development to improve the quality of
statistics and information available to citizens and governments”. The main problem
for researchers is to find appropriate tools to obtain a synthetic indicator able to
synthesize these targets and monitor them over the time. The work focuses on using
the Structural Equation Modeling and especially Higher Order Partial Least Squares
Path Modeling as a valuable way to analyze longitudinal data of SDGs. The paper
contributes to the European Community countries-analysis of SDG reporting by
performing a longitudinal analysis over the 20-year period encompassing 2000 to
2019. Due to the difficulty of reporting on a paper a detailed analysis of all 17
SDGs, we focus only on social dimension.
Abstract L’Agenda per lo Sviluppo Sostenibile [24] sottolinea la misurazione il
monitoraggio dei progressi degli obiettivi di Sviluppo Sostenibile (Sustainable De-
velopment Goal (SDG)), evidenziando la necessità di “una rivoluzione di dati per
migliorare la qualità delle statistiche e delle informazioni a disposizione di cittadini
e governi”. Il problema principale per i ricercatori è trovare strumenti adeguati per
ottenere un’indicatore capace di sintetizzare questi target e monitorarli nel tempo.
Il presente lavoro si focalizza sull’uso di Modelli ad Equazioni Strutturali e in modo
particolare dei modelli gerarchici Partial Least Squares Path Modeling come uno
strumento prezioso per analizzare dati longitudinali degli SDGs. Il lavoro si basa
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sull’analisi degli stati membri dell’Unione Europea eseguendo un’analisi longitudi-
nale su un periodo di 20 anni compreso tra il 2000 e il 2019. A causa della difficoltà
di riportare nel documento un’analisi dettagliata di tutti i 17 SDGs, ci siamo focal-
izzati solo sull’area sociale.

Key words: SDGs, Composite indicator, PLS-PM, longitudinal analysis

1 Introduction

Sustainable development has been at the heart of European policy for a long time,
firmly anchored in the European Treaties. The 2030 agenda for Sustainable De-
velopment and its 17 Sustainable Development Goals (SDGs), adopted by the UN
General Assembly in 2015, have given a new impetus to global efforts to achieve
sustainable development. In the last years, the interest towards understanding and
measuring the phenomena manifests in numerous researches and publications [3];
[20]; [9]; [6], aiming to review and compare the synthetic indices developed to mea-
sure sustainable development. Cataldo et al. [3] in a recent paper proposed Partial
Least Squares Path Modeling (PLS-PM) as a method for studying SDGs indica-
tors demonstrating how PLS-PM could help you to define the framework for SDGs
indicators in order to provide a better measure of this complex multidimensional
social phenomenon. This study can be considered an advancement of that work as
it demonstrates how the PLS-PM, that worked with cross-sectional data in Cataldo
et al. [3], is very useful in longitudinal data. In this work the statistical aim is to in-
vestigate the evolution of the effects between constructs over time and to test them.

According to Banati et al. [2], today “there is growing recognition of the potential
of longitudinal research to contribute evidence for policy, insofar as it facilitates un-
derstanding of the dynamic nature of developmental trajectories and of the diverse
processes that shape outcomes over time”. Their paper highlight “how longitudinal
data can be a resource for understanding the drivers underpinning SDG indicators
and could provide an assessment of the timing of development windows, and related
interventions to maximize the impact of interventions”. Based on these considera-
tions, in this work we want to demonstrate how PLS-PM can help researchers and
funders to analyze the SDGs through a longitudinal analysis. To perform such an
analysis, it is necessary to take into account the most important turning points in
the evolution of sustainability: 1) the SDGs were born at the United Nations Con-
ference on Sustainable Development in Rio de Janeiro in 2012 (the objective was
to produce a set of universal goals that meet the urgent environmental, political and
economic challenges facing our world) [23] and 2) the SDGs replace the Millen-
nium Development Goals (MDGs), which started a global effort in 2000 to tackle
the indignity of poverty (the MDGs established measurable, universally-agreed ob-
jectives for tackling extreme poverty and hunger, preventing deadly diseases, and
expanding primary education to all children, among other development priorities)
[22]. In this paper, we take into account only some SGDs, due to the difficulty of
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reporting a detailed analysis of all 17 SDGs, in particular, we will focus on the first
six Goals belonging to the social dimensions of SDGs, according to the three-way
holistic framework (social, environment and economic area). The indicators at dif-
ferent points in time are used to create the exogenous and endogenous constructs
at the different points in time in the PLS-PM [17]; [12]; [18]. The main research
objective in this case is to investigate the evolution of the effects between constructs
over time.

2 Longitudinal data analysis with PLS-PM approach

The model on longitudinal data can be approached from several perspectives, and
the model can be constructed as a Structural Equation Model (SEM). According
to Baltes and Nesselroade [1], SEM is a valuable way to analyze longitudinal data
because it is both flexible and usefulfor answering common research questions. The
explicit invocation of latent variables (LVs) afforded by the SEM makes this frame-
work the one most commonly used to implement and analyze longitudinal data [16];
[19]. Recently, Roemer [17] has proposed using the component-based approach to
SEM-PLS-PM in a longitudinal study [7]; [21]. In accordance with Roemer [17], we
posit that PLS path modeling is highly appropriate for an analysis of the develop-
ment and change in constructs in longitudinal studies, since it offers three favorable
methodological characteristics. First, constructs often need to be predicted in evo-
lutionary models [12]; [18]. Secondly, model complexity quickly increases when
development and change need to be analyzed in longitudinal studies. This is due to
the larger number of constructs that are measured at different points in time and the
respective effects between those constructs [12]. PLS-PM is well suited to dealing
with such complex models [8]; [27]. Thirdly, sample sizes can become quite small
in longitudinal studies [13]. PLS path modeling is particularly appropriate in such
cases [11]; [14]. There are many referenced review papers, in the literature, on the
PLS approach to SEM [5], [10] and [21]. Recently, Lauro et al. [14] have presented
some current developments in PLS-PM for the treatment of non-metric data, hierar-
chical data, longitudinal data and multi-block data.

3 Data and Analysis

The official data derive from the database of United Nation “Sustainable Develop-
ment Goals” 1, they were mined in January 2021. The analysis was developed with
reference to the European Community countries, including United Kingdom (left on
31 January 2020) over the 20-year period encompassing 2000 to 2019. Four thresh-
olds were considered: 2000 (t0), 2005 (t1), 2010 (t2) and 2015 (t3); even 2019 (last

1 https://unstats.un.org/sdgs/indicators/database/
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year available) wanted to be included in the analysis but lacked data for almost all
indicators, the last full year available was 2015. Considering that each indicators of
the considered Goals have different units and values, for comparison purposes all
units are first normalized to a value between 0 and 1, where 0 was assigned to the
least wellbeing while 1 was the value assigned to the most wellbeing country for
each indicators. Some variables are not considered because they are not available in
the four periods considered and are not available for all countries. The scheme of
theoretical model is shown in Fig. 1. The constructs have been created based on the

Fig. 1 Theoretical model

indicators at the three points in time. The study focuses on a formative measurement
model and the XLSTAT software 2 was used for all the data processing and the PLS-
PM. Any missing data was handled by using the NIPALS algorithm [26], while the
path weighting scheme was chosen [10] for the model and it was estimated with a
maximum of 1,000 iterations. The model, shown in Fig. 1, is a hierarchical model:
the block “Social area” in the different time period is the Higher Order Construct
(HOC) related to its concrete subdimensions (Lower-Order Components (LOCs))
represented by the six Goals. Different approaches have been developed and pro-
posed in the literature [15]; [25] and [4]. In this work the HOCs have been estimated
with the Mixed Two Step Approach [4]: in the first step the indicators of LOCs have
been used as indicators of HOCs, and, after running the PLS-PM algorithm, the re-
sulted scores of the blocks are used as indicators of the HOCs, and the PLS-PM
algorithm is performed again.

Table 1 reports the main indices to test the overall model quality: R2 coefficient,
the Redundancy index, the Average variance Extracted (AVE) and the Goodness
of Fit (GoF) indices. The R2 coefficients show that the endogenous LV at time t
is better predicted by the explanatory LV at the previous time t-i, while the values
of the redundancy index are appreciably higher for all blocks (the value of 0,50
indicates a sufficient degree of construct validity). The prediction performance of
the PLS-PM reflects the high quality of the constructs.

To test the significance of the path coefficients, the bootstrapping procedure was
run [10]. Table 2 shows the effects of HOC block at t1 to t2 and t2 to t3 are positive
and highly significant at p-value< 0,001. Only one effect is not significant (t0 to t1).

2 XLSTAT software Copyright © 2017 Addinsoft
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Table 1 Overall model quality

Construct R2 Redundancies AVE GoF

Social Area (t0) 0,703 0,705
Social Area (t1) 0,768 0,659 0,762 0,803
Social Area (t2) 0,838 0,714 0,716
Social Area (t3) 0,821 0,737 0,737

Table 2 Results of test of significance of the effects over time

Time Effect Path Standard t-values p-values
Coefficients Error

t0/t1 SocialAreat0 → SocialAreat1 0,340 0,217 0,639 0,528
t1/t2 SocialAreat1 → SocialAreat2 0,293 0,064 4,578 0,000
t2/t3 SocialAreat2 → SocialAreat3 0,358 0,080 4,475 0,000

4 Conclusion

The aim of the work was to use the SEMs and especially Higher-Order PLS-PM as a
valuable way to analyze longitudinal data of SDGs. In this analysis we take into ac-
count only the first six SGDs belonging to the social dimension of SDGs, due to the
difficulty of reporting a detailed analysis of all 17 SDGs. The main research objec-
tive was to study the evolution of the effects between constructs of social dimension
over time. The overall model quality indices reflect the high quality of the constructs
and the path coefficients over time, after 2005, are positive and significant, effects
related to the most important turning point in the evolution of sustainability, the
Conference on SDG in Rio de Janiero in 2012, which had a very strong impact on
the measurement of the indicators of the 17 SDGs. Only the first effect, from 2000
to 2005, results not significant, highlighting the fact that probably the MDGs, which
started a global effort in 2000, did not have a strong social impact before 2005.
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3.2 Changes in the life course and 
social inequality



!"#"#$%"&"$'()*&,$+"),-&.+/,(0)
1&"+23$-+"&#)4$&("5'"&,"()/&)6"#+.&-).&7)
#8")19)
!3!"#$%&'()$(*'))$+,($!'-."/$0(/'(%,!1'-.'!2'()'//"(
)$1,%%.3"2$,!'($!(4'*#"!$"('(!'-/$(5+"+$(6!$+$(

!"##"$%$&'()***(

!:#$%*'$( +,*-& .".$(& -*/0*$-& *12)3$& *("4$2*)(*$-& "#*$(& /1$3.%)53$1*& "10& *,$*(&
-*("**#*2"**)1&65&$0/2"**)1&*1&'$(3"15&"10&*,$&71**$0&8*"*$-9&:1&*,$&-.$2*#*2;&*,*-&.".$(&
*1<$-**="*$-&,)>&*,$&%"6)/(&3"(?$*&"10&*,$&,)/-$,)%0&-,".$&*12)3$&*("4$2*)(*$-&"10&
6/##$(&*12)3$&%)--$-&#)%%)>*1=&/1$3.%)53$1*;&"10&,)>&*,*-&<"(*$-&"2()--&$0/2"**)1"%&
%$<$%-;&6$*>$$1&-$@$-&"10&*1&"&2)3."("**<$&.$(-.$2**<$9&A3.*(*2"%&"1"%5-$-&"($&6"-$0&
)1&8BAC&"10&C8:D&0"*"&"10&$3.%)5&0*-*(*6/*$0&#*@$0E$##$2*-&3)0$%-9&!$-/%*-&-,)>&
*,"*& *1-***/**)1-& .%"5& "& 2)1-*0$("6%$& ()%$& *1& -,".*1=& *,$& 2)1-$F/$12$-& )#&
/1$3.%)53$1*&6/*&>**,&<"(5*1=&*1*$1-**5&"2()--&=()/.-&"10&2)/1*(*$-9&
!:#$%*'$(!"#$%&'()%*+&,&'$%"-*(',#'%)(*#%%&)*#'-*')#--*%&'($$&+*(%#'(,,('-*$&++".(/*&0#'
#' ,(' ,&)&' $%)(%*1*+(/*&0#' .#)' ,*2#,,&' -*' *$%)"/*&0#' *0' 3#)4(0*(' #' 0#5,*' 6%(%*' 70*%*8'
90&,%)#:',;()%*+&,&'*0-(5('+&4#'*,'4#)+(%&'-#,',(2&)&'#',('1(4*5,*('$*(0&'*0'5)(-&'-*'
4&-#,,()#' ,#' %)(*#%%&)*#'-*')#--*%&'#'+&0%#0#)#' ,#'.#)-*%#'-*')#--*%&'('$#5"*%&'-#,,('
-*$&++".(/*&0#:'#'+&4#'<"#$%&'2()*('%)(',*2#,,*'-*'*$%)"/*&0#:'%)('"&4*0*'#'-&00#'#'*0'
"0('.)&$.#%%*2('+&4.()(%*2(8'=#'(0(,*$*'#4.*)*+>#'$*'?($(0&'$"'-(%*'6@AB'#'B69C'#'
"%*,*//(0&' 4&-#,,*' (' #11#%%*' 1*$$*8' 9' )*$",%(%*' 4&$%)(0&' +&4#' 4#)+(%&' -#,' ,(2&)&' #'
1(4*5,*(' $2&,5(0&' "0' )"&,&' *4.&)%(0%#' 0#,' .,($4()#' ,#' +&0$#5"#0/#' -#,,('
-*$&++".(/*&0#:'(0+>#'$#'+&0'-*11#)#0%#'*0%#0$*%D'%)('5)"..*'#'.(#$*8'
&
)*+(;,%-#+(*12)3$&051"3*2-;&/1$3.%)53$1*;&,)/-$,)%0;&0*-*(*6/*$0&#*@$0E$##$2*-&

&
!$ !"##"$%$&'()**+,&-$.*/&)#&0)1+)%)23&"45&0)1+"%&!$6$"(17,&84+9$(6+*3&)#&:($4*),&$;"+%<&
("##"$%$/2()**+=>4+*4/+*&&

224



& & !"##"$%$&'()**+&
!! "*#)'*()#*'*+

!"#$%&'&()%$*)*#($%*"(%)+(,&-./,(+*%0.+$(1)(+0($%2.)%#+*#3#*)'-%#+0.,(%*)'4(0*.)#($%
'+*% *"(%(5*(+*% *.%6"#0"% *"(%".)$(".-*%$"'&(%$)0"% *)'4(0*.)#($% #+%7(),'+/%'+*% *"(%
8+#*(*%9*'*($:%!"(%0)))(+*%&'&()%'#,$%*.%(5&'+*%(5#$*#+;%)($(')0"%</%$*)*/#+;%".6%
#+0.,(%*)'4(0*.)#($%3')/%<(*6((+%#+*#3#*)'-$%6#*"%*#22()(+*%-(3(-$%.2%(*)0'*#.+:%!"(%
(5&()#(+0(%.2%'%0)#*#0'-%-#2(%(3(+*%,'/%*)#;;()%&).0($$($%.2%#+0)('$#+;%#+(1)'-#*/%.3()%
*"(% -#2(=0.))$(% #2% *"(% -('$*% )($.))0(2)-% #+*#3#*)'-$% (5&()#(+0(% -');()% +(;'*#3(%
0.+$(1)(+0($:%!"()(2.)(>%,/%2#)$*%)($(')0"%1)($*#.+%#$?%!"#$$&"'(#)*+,(&)"*$(-#+.)(*#
,".#/"--#0$..(*#+&*"--#(01&+)$"$+/#/(2(/-3%

!"(% #+*()'0*#.+% <(*6((+% (3(+*$% '+*% $.0#'-% $*)'*#2#0'*#.+>%,.)(.3()>% *'@($% &-'0(%
(,<(**(*%#+%0.+*(5*>%#:(:%0.)+*)/:%A#22()(+0($%<(*6((+%0.)+*)#($%,'/%'22(0*%DBC%*"(%
-'<.))%#+0.,(%*)'4(0*.)#($%0.,#+;%6#*"%4.<%-.$$D%DEC%'+*%*"(%0'&'0#*/%.2%*"(%".)$(".-*%
*.%<)22()%#+0.,(%-.$$($:%!"#$%)'#$($%2))*"()%)($(')0"%1)($*#.+$?%4"#56+)#(7)($)#0"(-#
)6(# 6"1-(6"/0# -6+8(# $$&"'(# )*+,(&)"*$(-3#!"(-# $)-# *"/(# 0$..(*# +&*"--# (01&+)$"$+/#
/(2(/-3#9"5#0"(-#$)#"8(*+)(#$$#0$..(*($)#&"1$)*$(-3#

F5#$*#+;% -#*()'*))(% ';)(($% *"'*% )+(,&-./,(+*% "'$% $)<$*'+*#'-% +(;'*#3(%
0.+$(1)(+0($%.+%(')+#+;$%'*%*"(%*#,(%*"(%4.<%#$%-.$*%'+*%&.*(+*#'--/%#+%*"(%$)<$(1)(+*%
/(')$%D7'+;-%EGGHC:%I((,&-./,(+*%#$%*"(%,'#+%,(0"'+#$,%2.)%0.,&(+$'*#+;%#+0.,(%
-.$$($:% J*K$% <)22()#+;% 0'&'0#*/% *(&(+*$% .+% *"(% -'<.))% ,')@(*% $*))0*))(% '+*% *"(%
$*'+*')*#L'*#.+% '+*% )(-#'<#-#*/% .2% 6.)@()K$% (*)0'*#.+'-% 1)'-#2#0'*#.+$% *"'*% *"(%
(*)0'*#.+'-% $/$*(,% &).3#*($:% 7#3(+% 0.)+*)#($K% *#22()(+0($% #+% *"($(% #+$*#*)*#.+'-%
'$&(0*$>%#+%7(),'+/%"#;"=(*)0'*(*%6.)@()$%6#--%(5&()#(+0(%2'$*()%)(=(+*)/%'+*%"#;"()%
6';($% #+% *"(% +(6% 4.<% 0.,&')(*% *.% -.6=(*)0'*(*% 6.)@()$:% !"#$% $*)'*#2#(*% &'**()+%
$".)-*%<(%-($$%(3#*(+*%#+%*"(%89:%

M%$(0.+*%,(0"'+#$,%*"'*%0'+%<)22()%*"(%0.+$(1)(+0($%.2%4.<%-.$$%.&()'*($%'*%*"(%
".)$(".-*%-(3(->%+',(-/%*"(%&..-#+;%.2%#+0.,($%2).,%*"(%&')*+()%'+*%.*"()%".)$(".-*%
,(,<()$:%J+0.,(%&..-#+;%$".)-*%<(%$*).+;()%2.)%6.,(+>%'$%,(+%)$)'--/%0'+%&).3#*(%
'%-');()%',.)+*%.2%#+0.,(:%N.)(.3()>%6"(+%*"(%,'+%-.$($%*"(%4.<>%#+0.,(%&..-#+;%
$".)-*%<(%$*).+;()%#+%*"(%89%'$%0.,&')(*%*.%7(),'+/>%;#3(+%*"(%"#;"()%-'<.))%,')@(*%
&')*#0#&'*#.+%'+*%#+*(+$#*/%.2%6.,(+%#+% *"(%89:%J+%'**#*#.+>%<(0')$(%.2%'$$.)*'*#3(%
,'*#+;>% &')*#0)-')-/% (*)0'*#.+'-% ".,.;',/>% *"(% 0'&'0#*/% .2% *"(% ".)$(".-*% *.%
0.,&(+$'*(%2.)%#+0.,(%-.$$($%3#'%&')*+()K$%#+0.,(%$".)-*%#+0)('$(%6#*"%(*)0'*#.+%#+%
<.*"%0.)+*)#($%D7).**#%'+*%90"()()>%EGBHC:%

.! ,-#-+-**+/,#-'*.+

J%)$(%*'*'%2).,%*"(%9.0#.=F0.+.,#0%O'+(-%2.)%7(),'+/%'+*%*"(%O'+(-%9*)*/%.2%J+0.,(%
A/+',#0$%2.)%*"(%89:%J%2.0)$%.+%*"(%&()#.*%2).,%BPQR%*.%EGBS%'+*%$(-(0*%#+*#3#*)'-$%
2).,%ES%*.%SR%/(')$:%M+'-/$#$%')(%$(&')'*(%2.)%,(+%'+*%6.,(+%'+*%</%(*)0'*#.+:%

!"(% 0.+$(1)(+0($% .2% 4.<% -.$$% ')(% $*)*#(*% 2.)% *6.% #+0.,(% 0.+0(&*$?% $$0$2$01+/#
/+."1*# (+*$$$:% D/+."1*# $$&"'(% 2.)% $#,&-#0#*/CD% '+*% (<1$2+/($)# 8*(;:"2(*$'($)#
6"1-(6"/0#$$&"'(%D6"1-(6"/0#$$&"'(C:%J+0.,(%-.$$($%')(%&)($(+*(*%#+%)(-'*#3(%*(),$:%

225



!"#"$%&"'"%()*+',%-"*./'0-1,)* *&
!"#$"%&'#"%()$*&++#,$-'$.#/'&,#)$-0$1#,.'$%+$2#,3#01/4#$2%-01'5$0/.#(6$1"#$)-++#,#03#$
*#17##0$1"#$2#,3#01/4#$(%''$-0$(/*%&,$-03%.#$/0)$1"#$2#,3#01/4#$(%''$-0$"%&'#"%()$
-03%.#8$9$)#+-0#$1"#$:%*$(%''$#;#01$/'$1"#$1,/0'-1-%0$+,%.$/$'2#(($%+$#.2(%6.#01$1%$/$
'2#(($%+$&0#.2(%6.#01$1"/1$(/'1'$/1$(#/'1$<$.%01"'$)&,-04$1"#$6#/,8$
$
!"#$%&'#($)$*"#$+',-*.,/0*#'1$2,3#'4#22#5*$
9$.%)#($-03%.#$1,/:#31%,-#'$-0$1"#$6#/,'$/,%&0)$:%*$(%''$&'-04$)-'1,-*&1#)$+-=#)>#++#31'$
.%)#('$?@%&4"#,16$ABBCD8$E6$+-=#)>#++#31'$-03%.#$#F&/1-%0$3/0$*#$7,-11#0$/'$

7"#,#$!!"$-'$/$.#/'&,#$%+$-03%.#$+%,$-0)-;-)&/($"$/1$1-.#$#F$$#!"$-'$/$;#31%,$%+$
1-.#>;/,6-04$3%;/,-/1#'$%1"#,$1"/0$1"#$#.2(%6.#01$'1/1&'F$%&'()!"$'1/0)'$+%,$1"#$
?&0D#.2(%6.#01$'1/1&'$7"-(#$*!$/0)$+!"$/,#$,#'2#31-;#(6$1"#$-0)-;-)&/(>'2#3-+-3$?1"/1$
;-/$ )#.#/0-04$ )-'/22#/,'D$ /0)$ -)-%'603,/1-3$ #,,%,$ 1#,.'8$ "F$ ,$ /0)$ #$ -0)#=$ %;#,$
-0)-;-)&/('F$1-.#>;/,6-04$3%;/,-/1#'F$/0)$1-.#$2#,-%)'F$,#'2#31-;#(68$90$1"#$)-'1,-*&1#)$
'2#3-+-3/1-%0F$ 1"#$)&..6$;/,-/*(#$%&'()!"$ -0$ #F8$ ?GD$ -'$ '&*'1-1&1#)$7-1"$ /$ '#1$%+$
)&..6$;/,-/*(#'$%&'()$!"$ /'$ -0$ #F8$ ?ADF$7"#,#$-$ -'$ 1"#$0&.*#,$%+$6#/,'$*#+%,#$
&0#.2(%6.#01$-+$0#4/1-;#F$/0)$1"#$0&.*#,$%+$6#/,'$/+1#,$&0#.2(%6.#01$-+$2%'-1-;#F$
7"-(#$.$ ,#2,#'#01'$ 1"#$./=-.&.$"%,-H%0$ -0$6#/,'$*/3I7/,)$ ?>JD$/0)$ +%,7/,)$ ?KJD$
+,%.$1"#$1-.#$1%$&0#.2(%6.#018$L*'#,;/1-%0'$-0$7"-3"$-0)-;-)&/('$/,#$%*'#,;#)$.%,#$
1"/0$J$6#/,'$2,-%,$%,$/+1#,$&0#.2(%6.#01$/,#$3%)#)$/'$/0$/0)$10$F$,#'2#31-;#(68$
!"#$ ! "#$%&!"#$

!%&$ ' "#$%&"#$
%&$'(&#$)(*"$*"(+$,-.#'$+/#0(1(02*(-&3$*"#$4#1#4#&0#$02*#5-46$7. 2 /08$2'+-$(&0'9.#+$

*"-+#$ )"-$ &#:#4$ #;/#4(#&0#$ 9&#,/'-6,#&*<$ =#+9'*+$ 24#$ /4#+#&*#.$ (&$ *)->6#24$
(&*#4:2'+<$ %&$ 2..(*(-&$ *-$ *"#$.(+*4(?9*#.$ #,/'-6,#&*$ +*2*9+3$ *"#$,-.#'+$ 0-&*4-'$ 1-4$
/24*&#4+"(/$+*2*9+3$&9,?#4$-1$0"('.4#&$6-9&5#4$*"2&$@A3$25#3$25#$+F924#.3$2&.$6#24<$

#! 2$$!(8$)

6#.%789$
%$/4#+#&*$(&0-,#$*42B#0*-4(#+$+#/242*#'6$1-4$'#:#'+$-1$#.902*(-&$2&.$2*$.(11#4#&*$/-(&*+$
(&$*(,#<$!"#$1(4+*$4-)$(&$C(594#$@$4#/-4*+$(&0-,#$*42B#0*-4(#+$(&$,#&D+$'2?-94$(&0-,#$
(&$*#4,+$-1$/#40#&*25#$(&0-,#$'-++#+$)(*"$4#+/#0*$*-$E$6#24+$?#1-4#$B-?$'-++<$%&$*"#$
6#24$ -1$ B-?$ '-++3$F#4,2&$,#&$)(*"$ '#++$ *"2&$ "(5"$ +0"--'$ #;/#4(#&0#$ 2&$ (&0-,#$
4#.90*(-&$-1$GHI<$!"-+#$)(*"$"(5"$+0"--'$#.902*(-&$'-+#$EHI$-1$(&0-,#$)"('#$*"-+#$
)(*"$,-4#$*"2&$"(5"$+0"--'$'-+#$AAI<$!"#$'-)$#.902*#.$2'+-$120#$,-4#$.(11(09'*(#+$(&$
4#0-:#4(&5$14-,$*"#(4$(&0-,#$'-++#+$'2*#4$-&3$2*$?-*"$*)-$2&.$1-94$6#24+$21*#4$*"#$#:#&*<$
=#+9'*+$0-&1(4,$,6$1(4+*$#;/#0*2*(-&J$2$'245#4$/#&2'*6$(&$*"#$21*#4$*"#$#:#&*$1-4$*"#$'-)$
#.902*#.$0-,/24#.$*-$*"#$"(5"$#.902*#.<$

=#+9'*+$1-4$F#4,2&$)-,#&$7C(594#$K8$'245#'6$4#+#,?'#$*"-+#$1-4$F#4,2&$,#&J$
*"#$"(5"#4$*"#$'#:#'$-1$#.902*(-&3$*"#$'-)#4$*"#$(&0-,#$'-++#+<$!"(+$(+$#+/#0(2''6$*49#$

7@8$ ("# ) (*" ' !+'' ,-'"# ) -*'". / 01"#$%&"# ) "#$%&***********"2 / 13" ) 3"2 / 14"# ) 4(52$

226



$ $ !"##"$%$$'(TUU+$
!"#$%&#'&())#(*$&)#$%&#&+&"$,#

/0%&'1'&"!!"#$%&#'()$*+,%')#-&.'+#,-$'")/,-)0*($1$(2&3)4&5,2-)0*+,%'6)&*()#7')8,2"'7,3()
52//'-6)59)'(2+&#$,*:);'-%&*96)%'*#

)
-%&#)&./<0#)/1#/*#2!34)&#5#)&6/)$)#$%&#7%/4)&%/80#94**&):,#2/)#;&)=(<#=&<>#$%&#

%/4)&%/80#)&0!)$)!94$!+&#.(6(.!$'#)&04.&)#!<./=&#8/))&)>#&)6&.!(88'#(=/<3#$%&#%!3%#
&04.($&0,#;&)=(<#=&<>#9&<&*!$#*)/=#(#)=(88&)#%/4)&%/80#94**&)#$%(<#1/=&<>#1%!.%#
.(<#9&#($$)!94$&0#$/#$%&#8/1&)#&=68/'=&<$#/*#1/=&<#?#1%!.%#8&))#8!@&8'#$/#6)/+!0&#
(00!$!/<(8#!<./=&#$/#$%&#=(8&#6()$<&),##

/0%&'1'*"!!"#$%&#'()$*+,%')#-&.'+#,-$'")/,-)0*($1$(2&3)4&5,2-)0*+,%'6)&*()#7')8,2"'7,3()
52//'-6)59)'(2+&#$,*:);'-%&*96)<,%'*#

)
A!**&)&<.&)#(.)/))# 8&+&8)#/*#&04.($!/<# ()&# !<# 8!<&#1!$%# $%&#&B6&.$($!/<#/<8'# */)#

=&<C#8()3&)#%/4)&%/80#94**&)#*/)#$%&#=/)$#&04.($&0,#-%&#6($$&)<#$%($#1&#/9)&)+&#*/)#

227



!"#"$%&"'"%(=*+',%-"*./'0-1,=* *)
!"#$%&'"()*&+$&,-./)0&$1,)-2%$*&+0&/3$&)-.4$5/&53-.$&"6&/"/-)&3"(5$3")*&2%'"#$&/3-/&
32437$*('-/$*& !"#$%& $-.%8& 9%& 5('3& 52/(-/2"%:& !"#-%& (%$#,)"0#$%/& .$*('$5&
3"(5$3")*&2%'"#$&5/."%4)0&-%*&/3$&3"(5$3")*&!2))&3-;$&-&)2#2/$*&'-,-'2/0&/"&+(66$.&
/3$&)"558&
&
!"#$%&&'$($%)&
9&%"!&/(.%&#0&-//$%/2"%&/"!-.*5&/3$&<=8&>/&/3$&/2#$&"6&/3$&$;$%/:&#$%&)"5$&+$/!$$%&
??&@)"!7$*('-/$*A&-%*&?B&@#2*7&-%*&32437$*('-/$*A&,$.'$%/&"6&/3$2.& )-+"(.&2%'"#$&
@C24(.$&DA8&9%&/3$&6"))"!2%4&0$-.5:&/3$&)"55$5&*$'.$-5$&"%)0&5)243/)08&>5&$1,$'/$*:&2%&
/3$&<=&2%'"#$&)"55$5&-6/$.&E"+&)"55&*"&%"/&;-.0&524%262'-%/)0&-'."55&)$;$)5&"6&$*('-/2"%8&

/0%&'1'!"!2=#1-0#"3*1',%-"*#$04",#%$1"=*5%$*+'31613(07*809%($*+',%-":*0'3*#;"*!%(=";%73*
9(55"$:*9/*"3(,0#1%':*<'1#"3*>#0#"=:*-"'&

&
9%'"#$& /.-E$'/".2$5& 6".&>#$.2'-%&!"#$%:&,.$5$%/$*& 2%&C24(.$&?:& -.$& 52#2)-.& /"&

/3"5$&6".&#$%8&F"!$;$.:&!$&"+5$.;$&-&)-.4$.&,$%-)/0&6".&/3$&)$55&$*('-/$*&4."(,5&2%&
/3$&0$-.&"6& E"+& )"55& @GG&,$.'$%/A:& -)/3"(43&*266$.$%'$5&-.$& '"%/-2%$*&H&+0&D& -%*&B&
,$.'$%/-4$&,"2%/5&'"#,-.$*&/"&#2*7&-%*&3243&$*('-/$*&.$5,$'/2;$)08&

I3$& 3"(5$3")*& +(66$.& .$*('$5&#$%J5& )"55$5& /"& -& )2#2/$*& $1/$%/:& !2/3& /3$&#"5/&
$*('-/$*&+$%$62//2%4&/3$&#"5/&";$.&/3$&/.-E$'/".08&I3$&3"(5$3")*&.")$&25&'"%52*$.-+)0&
)-.4$.&6".&!"#$%&'"#,-.$*&/"&#$%8&F"!$;$.:&6".&!"#$%&9&62%*&"%)0&)2#2/$*&5(,,"./&
/"&/3$&$1,$'/-/2"%&"6&-&3"(5$3")*&+(66$.&/3-/&2%'.$-5$5&!2/3&$*('-/2"%8&

#!" #$%&'()*$%)"

I325& ,-,$.& 2%;$5/24-/$5& /3$& $'"%"#2'& '"%5$K($%'$5& "6& E"+& )"55& 2%& 2%/$.%-/2"%-)&
'"#,-.25"%& -%*& -#"%4& 2%*2;2*(-)5& !2/3& *266$.$%/& $*('-/2"%-)& )$;$)58& 9& 62%*& 5"#$&
$;2*$%'$&"6&/3$&-''(#()-/2"%&"6&2%$K(-)2/2$5&";$.&/3$&)26$7'"(.5$8&L;$.-)):&-/&/3$&/2#$&
"6&/3$&$;$%/&!$&"+5$.;$*&)"!$.&2%'"#$&)"55$5&2%&/3$&<=&/3-%&2%&M$.#-%0:&!32'3&#243/&

228



& & !&//&'3'&;-,##$&
!"#$%%&'!(%")#%*#%+"#+',+"&#)-.$/'0/#*1#%+"#23#4$!*(&#/$&4"%5#6)(7$%'*.#$11"7%0#%+"#
7*.0"8(".7"0# *1# 9*!# 4*00# $.)# ":$7"&!$%"0# %+"# )'0$);$.%$,"# *1# %+"# 4"00# ")(7$%")<#
"0="7'$44-# '.# >"&/$.-5# ?+"# +*(0"+*4)# 0(!0%$.%'$44-# 7*.%&'!(%"0# '.# /$.$,'.,# %+"#
7*.0"8(".7"0#*1#(."/=4*-/".%5#@*/".#!"."1'%#%+"#/*0%#1&*/#%+"#0(==*&%#*1#*%+"&#
+*(0"+*4)#/"/!"&0<#/$'.4-#%+"#=$&%."&<#'.#!*%+#7*(.%&'"05#A*/=$&'.,#/".#'.#%+"#%B*#
7*(.%&'"0<#C/"&'7$.#/".#$&"#.*%#0(==*&%")#!-#%+"'&#=$&%."&#%*#$#,&"$%"&#":%".%#%+$.#
>"&/$.#/".<#.*%B'%+0%$.)'.,#%+"#+',+"&#4$!*(&#/$&4"%#'.%".0'%-#*1#B*/".#'.#%+"#235##

/0%&'1'!"!!"#$%&#'(&$*+,%'&#-&.'+#,-$'"&/,-&0*($D$(2&3&4&5,2-&0*+,%'6&&*(&#7'&8,2"'7,3(&
52//'-6&59&'(2+&#$,*:&<*$#'(&>#&#'"6&?,%'*#

&
?*# 7*.74()"<# '.0%'%(%'*.0# '.# !*%+# 7*(.%&'"0# =4$-# $# 7*.0')"&$!4"# &*4"# '.#

0%&".,%+".'.,# '."8($4'%-# $.)# '.# E&"F=&*)(7'.,# %+"# 0-0%"/# *1# 0*7'*"7*.*/'7#
0%&$%'1'7$%'*.5#?+"0"#=$%%"&.0#$&"#"0="7'$44-#74"$&G7(%#1*&#/".5#?+"#/$&4"%#4"$)0#%*#$.#
$77(/(4$%'*.#*1#)'0$);$.%$,"0H#%+"#4"$0%#")(7$%")#+$;"#%+"#4*B"0%#4";"40#*1#'.7*/"<#
":="&'".7"# %+"# +',+"0%# &'04# *1# (."/=4*-/".%<# $.)# 0(11"&# 1&*/# %+"# 4$&,"0%# '.7*/"#
4*00"0#B'%+# 9*!# 4*005# ?+"#/$&4"%# *="&$%"0# $0# $.# '."8($4'%-# I!**0%"&J<# "0="7'$44-# '.#
>"&/$.-5#?+"#&*4"#*1#%+"#+*(0"+*4)#=*'.%0#%*B$&)#%+"#0$/"#)'&"7%'*.#!-#0(==*&%'.,#
%+"#+',+"0%#")(7$%")# %+"#/*0%<#B'%+# %+"#":7"=%'*.#*1#>"&/$.#B*/".5#K;"&$44<#/-#
&"0(4%0#0+*B#%+$%#%+"#+*(0"+*4)#=4$-0#$#0(!0%$.%'$4#&*4"#'.#0+$='.,#'.7*/"#%&$9"7%*&'"0#
*1#'.)';')($405#L*B";"&<#%+"#":%".%#%*#B+'7+#'%#/'%',$%"0#%+"#'.7*/"#4*00"0#$00*7'$%")#
B'%+#(."/=4*-/".%#;$&'"0#$77*&)'.,#%*#0";"&$4#$0="7%0<#"0="7'$44-#,".)"&5#

#$%$&$'($))

@:! A,2B7'-#96&C:&DEFFGH:&I7'&%&--$&B'&'&-*$*B"&J-'%$2%&&"&&&($"#-$52#'(&/$K'(&'//'+#:&L,2-*&3&,/&82%&*&
!'",2-+'"6&M@DEH6&MNNOMMN:&

E:! ;&*B36&P:&DEFFGH:&>+&-&'//'+#"&,/&2*'%J3,9%'*#Q&R*&&""'""%'*#&,/&$*"#$#2#$,*&3&+,%J3'%'*#&-$#$'":&
R%'-$+&*&>,+$,3,B$+&3&!'D$'?6&S@DGH6&TUGO@F@N:&

N:! ;-,##$6&!:6&V&>+7'-'-6&>:&DEF@GH:&A,'"&B'*('-&'W2&3$#9&$*+-'&"'&'+,*,%$+&$*'W2&3$#9X&!D$('*+'&/-,%&
/$D'&+,2*#-$'":&!"#"$%&'()*(+,&)$-(+.%$.)/)&$.),*($*0(1,2)-).36&MY6&@NOEG:&

229



!"#$%&'()%*+&,-(."(/+&01"-(1"2(."(,3+(456(73+(
&%8+(%9()1&.,-()&%:&+;;.%"((

7!"#$%&'("!""#$%$!&)!'(%)")&"!(!)(*"&!+,",&!-)&,&.!&"!%/$"$!

0("""!,%")1&2&$)(!""!3%&)$!4&*"&$!(!0(""(!)"15&,(!1/55(11&#(!!

!"#$%&'#()**%++,'-$,(#$.(/#01#*2(3#$(4-$5'&(

!:#$%*'$(!"#$%$&'()%*+,&-#.'&/$% &+% &"/%0,01)$#$%+2% #,34+-5%6+7/-&)%.)%0,01)$#,8% &"/%$"+-&3%
0,(%9#(3&/-9%0$$+*#0&#+,$%./&4//,%60-#&)%&-0,$#&#+,$%0,(%&"/%#,34+-5%6+7/-&)%-#$5%0*-+$$%&"/%
1#2/% *+'-$/:% ;+,8#&'(#,01% (0&0% 2-+9% &"/% <=% 0,(% >/-90,)% 0-/% 0661#/(% &+% ./&4//,34#&"#,%
-0,(+9%/22/*&$%1#,/0-%-/8-/$$#+,%9+(/1$%&+%/$&#90&/%"+4%&"/%-#$5%+2%#,34+-5%6+7/-&)%#,*-/0$/$%
#,#&#011)% 2+11+4#,8% &"/% &-0,$#&#+,% &+%0% 2#-$&?% $/*+,(?%0,(% &"#-(%*"#1(%0$%4/11%0$%"+4%&"/% #,#&#01%
#,*-/0$/%#,%&"/%-#$5%+2%#,34+-5%6+7/-&)%*"0,8/$%#,%&"/%2+11+4#,8%$#@%)/0-$:%A)%*+960-#,8%&"/$/%
&4+%*+',&-#/$%0,(%&-0*5#,8%"+4%&"/%#,34+-5%6+7/-&)%-#$5%*"0,8/$%0&%&"/%(#22/-/,&%$&/6$%+2%&"/%
"+'$/"+1(%#,*+9/%8/,/-0&#7/%6-+*/$$?%4/%80#,%#,$#8"&$%+,%4"/&"/-%#,$&#&'&#+,01%0--0,8/9/,&$%
*0,%09/1#+-0&/%&"/%0$$+*#0&#+,%./&4//,%60-#&)%&-0,$#&#+,$%0,(%&"/%-#$5%+2%#,34+-5%6+7/-&):%
(
!:#$%*'$(!"#$%&' $%"()&' *&+%,)-")$*#'.//0.+./)$)' (#//.'1&2#,%3'(.' /.2&,&' 4#,34+-5%6+7/-&)5'
*&+$)(#,.+(&' /0.$$&*).6)&+#' %,.' /.' %,.+$)6)&+#' ./' 1,)7&' 8)9/)&' 4#' /#' +.$*)%#' $"**#$$)2#5' #' )/'
,)$*:)&' ()' #,34+-5% 6+7/-&);' <11/)*.+(&'7&(#//)' ()' ,#9,#$$)&+#' /)+#.,#' .' #88#%%)'7)$%)' .' (.%)'
/&+9)%"()+./)'1#,'9/)'=%.%)'>+)%)'#'/.'?#,7.+).@'$%)7).7&')/',)$*:)&'()'#,34+-5%6+7/-&)%(&1&'/.'
%,.+$)6)&+#' .' "+' 1,)7&@' $#*&+(&' #' %#,6&' 8)9/)&;'A&+$)(#,).7&@' )+&/%,#@' /#' ()+.7)*:#' ()' %./#'
,)$*:)&'+#)'$#)'.++)'$"**#$$)2)'.'*).$*"+.'%,.+$)6)&+#;'A&+8,&+%.+(&'=%.%)'>+)%)'#'?#,7.+).@'
&$$#,2).7&' *&7#' *.7-).' )/' ,)$*:)&' ()' #,34+-5% 6+7/-&)' )+' *&,,)$1&+(#+6.' (#//#' 8.$)' (#/'
1,&*#$$&'()'9#+#,.6)&+#'(#/',#(()%&'8.7)/).,#B'7&$%,).7&@'("+C"#@'$#'#')+'*:#'7)$",.'()2#,$#'
*&+8)9",.6)&+)')$%)%"6)&+./)'7&(#,.+&'/D.$$&*).6)&+#'%,.'/.'%,.+$)6)&+#'.//.'+.$*)%.'()'"+'8)9/)&'
#')/',)$*:)&'()'#,34+-5%6+7/-&);'
(
)*+(,-%.#/( 6#*&$*1,,.7( 6,8&**27( 0*,99:$#*-,$#'( 0,"6#*-9,$7( '-+&( 0,%*9&7( ;&'+#*&(
**#$9+&*9(

(
!& !"#$%&'#()*+%,,-'.$-/(0%"1-'2*34$.5&+6.*7*(8%(9&+'.$:(&"#%&'#;6*+%,,-'.$-<=%31&+'.$;2&(
( >#?=#+@(A#$(B.$C'&/(()?.&$?&D-:(8#?=#+@;5#$E.$C'&<6?.&$?&6F-;,+(

230



!% !!"#$%&"'()*$++,&-#,'"#.'/"01"*2'3"#'4-#5&%'
!! "*#)'*()#*'*+

6<7!"#$%&"'+#()%*+%,-%*-.#+,+*-/%."-.+#-%*-%0"+(%1++(+#-%,2234+-(%5+0".#,.*++6%78+%
!"#$*-/% &""#% ,#+% +0&3")+5% *-5*'*54,3+% !8"% 3*'+% *-% 8"4++8"35+% !8"++% *-."0+% *+%
9+3"!% (8+% &"'+#()% (8#++8"356% :"+(% #+++,#.8% 8,+% +(45*+5% (8+% ,++".*,(*"-% 9+(!++-%
+(#4.(4#,3% .8,#,.(+#*+(*.+% ;+54.,(*"-% ,-5% +".*,3% .3,++<% ,+% !+33% ,+% ,+.#*&(*'+%
.8,#,.(+#*+(*.+% ;/+-5+#% ,-5% #,.+<% !*(8% *-=!"#$% &"'+#()% ;+6/6>% ?"80,--% ,-5%:,#@>%
ABCD<6% E"!+'+#>% 2,0*3)% 5+0"/#,&8*.% &#".+++++>% +4.8% ,+% (8+% (#,-+*(*"-% ("%
&,#+-(8""5>% ,+% !+33% ,+% 0,##*,/+% ,-5% 5*'"#.+>% ,#+% (*/8(3)% *-(+#(!*-+5% !*(8% 3,9"4#%
0,#$+(% 5)-,0*.+% ;F,-%1*-$3+% G% H(#422"3*-">% ABCD<6%1*(8% ,% 2+!% +@.+&(*"-+>% (8+%
3*(+#,(4#+%8,+%0,*-3)%#+3*+5%"-%.#"++=++.(*"-,3%,-,3)+++%,-5% ("%5,(+%-"%."0&,#,(*'+%
#+++,#.8% 8,+% +(45*+5% 8"!% (8+% *-=!"#$% &"'+#()% #*+$% .8,-/++% *-% ."##++&"-5+-.+% "2%
2,0*3)%5+0"/#,&8*.%(#,-+*(*"-+%,-5%*-%(8+%)+,#+%("%2"33"!6%%%

1+% ,*0% ,(% 2*33*-/% (8*+% /,&% 9)% 2".4+*-/% "-% (8+% +8"#(=% ,-5% 0+5*40=(+#0%
,++".*,(*"-+% 9+(!++-% &,#*()% &#"/#+++*"-% ,-5% *-=!"#$% &"'+#()6%1+% ."-.+-(#,(+% "-%
&,#*()%&#"/#+++*"->%+&+.*2*.,33)%(8+% (#,-+*(*"-%("%2*#+(>%++."-5>%,-5%(8*#5%.8*35>%2"#%,(%
(!"%#+,+"-+6%I*#+(>%,3(8"4/8%*(%*+%,.$-"!3+5/+5%(8,(%8"4++8"35%."0&"+*(*"-+%8,+%,-%
*-234+-.+% "-% (8+% &#"9,9*3*()% ("% 9+% +0&3")+5% ,-5% 3*'+% *-% &"'+#()% ;+++% J"3*KK*>%
H(#422"3*-"% ,-5%F,-%1*-$3+% LABABM% ,-5% N#+((,K% LABCOM% 2"#% ,% #+'*+!<>% (8+#+% *+% -"%
#+++,#.8%"-%8"!%.8,-/++%*-%8"4++8"35%."0&"+*(*"-%54+%("%&,#*()%&#"/#+++*"-%,22+.(%
(8+% #*+$% "2% *-=!"#$% &"'+#()% ,-5% !8+(8+#% (8"++% ',#)% 9)% (8+% -409+#% "2% .8*35#+-6%
H+."-5>% 8*/8+#% &,#*()% &#"/#+++*"-% 0*/8(% -"(% "-3)% *-.#+,++% 8"4++8"35+P% #*+$% "2%
+-(+#*-/%*-=!"#$%&"'+#()>%94(%(8+%-409+#%"2%)"4-/%.8*35#+-%+@&"++5%("%8"4++8"35+%
,(%#*+$%"2%+".*,3%+@.34+*"-6%%

1+% 2".4+%"-% (8+%Q-*(+5%H(,(++%,-5%R+#0,-)%,+% *5+,3% ()&*.,3% #+&#+++-(,(*'++%"2%
3*9+#,3% ,-5% ."#&"#,(*+(=."-++#',(*'+% !+32,#+% +(,(++6% 78+% R+#0,-% 3,9"4#% 0,#$+(% *+%
8*/83)% #+/43,(+5% ,-5% R+#0,-% 2,0*3)% &"3*.)% *+% .8,#,.(+#*K+5% 9)% /+-+#"4+% *-."0+%
+4&&"#(% 2"#% 2,0*3*++%!*(8% .8*35#+-% ,-5% 3"-/% &,#+-(,3% 3+,'+6% S-% ."-(#,+(>%QH% 2,0*3)%
&"3*.)%*+%#++*54,3%!*(8"4(%&,#+-(,3%3+,'+%+.8+0++%,-5%3*0*(+5%0"+(3)%("%*-."0+%(,@%
.#+5*(+% ,-5% (,#/+(+5% #+3*+2% 2"#% &""#% 2,0*3*++% !*(8% .8*35#+-6% N"0&,#*-/% (8+++% (!"%
."4-(#*++%,33"!+%4+%("%/,*-%*-*(*,3%*-+*/8(+%"-%!8+(8+#%*-+(*(4(*"-,3%,##,-/+0+-(+%.,-%
,0+3*"#,(+%(8+%,++".*,(*"-%9+(!++-%&,#*()%(#,-+*(*"-+%,-5%(8+%#*+$%"2%*-=!"#$%&"'+#()%
,.#"++%(8+%3*2+%."4#++6%7"%,.8*+'+%(8*+>%!+%!*33%,5"&(%(8+%."00"-%T4#"+(,(%*-5*.,("#%
2"#%*-=!"#$%&"'+#()%;9+*-/%,%!"#$+#%!8"++%8"4++8"35%*-."0+%*+%9+3"!%(8+%UBV%"2%
(8+%0+5*,-<%,-5%(#,.$%8"!%(8+%*-=!"#$%&"'+#()%#*+$%.8,-/++%,(%(8+%5*22+#+-(%+(+&+%"2%
(8+% 8"4++8"35% *-."0+% /+-+#,(*'+% &#".+++W% 2#"0% 0,#$+(% *-."0+% ("% +X4*',3*K+5%
8"4++8"35%*-."0+%9+2"#+%,-5%(8+-%,2(+#%(,@++%,-5%(#,-+2+#+6%%%

+! ,-#-+-**+.0#1'*2+

QH% J,-+3% H(45)% "2% S-."0+% Y)-,0*.+% ;JHSY% CZ[B=ABC\<% ,-5% (8+% R+#0,-% H".*"=
T."-"0*.%J,-+3%;H]TJ%CZD^=ABC[<%*-.345+5%*-%(8+%N#"++=_,(*"-,3%TX4*',3+-(%I*3+%
;N_TI<% ,#+% 4++56% JHSY% ,-5% H]TJ% ,#+% 9"(8% -,(*"-,33)% #+&#+++-(,(*'+% 8"4++8"35%

231



!"#$%&''#()#*++$(,'",-'$,./(#0''(1*#%&'$,'2*#3",&'",-'$,'%4*'56' 7(
!"#$%&'()*+,(&"-!%$.("!!/012-"3$%4(567888(2#.292.:"%&(;23<2#(=7888(<0:&$<0%.&(2#(
5>?6("#.(@0#32#:$.(30(@0%%$@3($@0#0-2@7(&0@20%0A2@"%("#.(.$-0A/"!<2@(2#B0/-"320#(
"##:"%%4( :#32%( 5>>C7( &2#@$( 3<$#( 0#( "( D2$##2"%( D"&2&'( *EF)( D$A"#( 2#( 5>6G( ;23<( "(
&"-!%$(0B(/0:A<%4(5H7888(/$&!0#.$#3&(%292#A(2#(I$&3(I$/-"#4("#.("..$.("(&"-!%$(
0B("!!/012-"3$%4(=7888(F"&3(I$/-"#&(2#(5>>8'(((

I$( @0#&3/:@3$.( 3</$$( <0:&$<0%.( &"-!%$&( 30( "#"%4J$( <0;( 3<$( /2&K( 0B( !09$/34(
@<"#A$&(B0%%0;2#A(3<$(3/"#&2320#(5L(30(!"/$#3<00.7(HL(30("(&$@0#.(@<2%.7("#.(ML(30("(
3<2/.(@<2%.'(F"@<(<0:&$<0%.( &"-!%$( 2#@%:.$.(<0:&$<0%.&( 3<"3( N"L(;$/$(0D&$/9$.( 30(
-"K$("(&!$@2B2@(3/"#&2320#7(B0/($1"-!%$(30(!"/$#3<00.(2#(3<$(@"&$(0B(3<$(B2/&3(&"-!%$7(
"#.( NDL( <0:&$<0%.&( 3<"3( .2.( #03(-"K$( 3<"3( 3/"#&2320#7( B0/( $1"-!%$( <0:&$<0%.&( 3<"3(
/$-"2#(@<2%.%$&&(2#(3<$(@"&$(0B(3<$(B2/&3(&"-!%$'(O%%(&"-!%$&(;$/$(/$&3/2@3$.(30(&2#A%$(
"#.(@0:!%$(<0:&$<0%.&(;23<("(@0-D2#$.(;0/K(2#3$#&234(0B("3(%$"&3(578G8(<0:/&(2#(3<$(
!/$920:&(4$"/7(;<2@<( @0//$&!0#.&(;23<(0#$( ".:%3(;0/K2#A( B:%%P32-$( B0/( "3( %$"&3( H?(
;$$K&(0/(;0/K2#A(!"/3P32-$(B0/("(B:%%(4$"/'(Q0:&$<0%.&(;23<0:3("#(".:%3(D$3;$$#("A$(
56("#.(=8(;$/$("%&0($1@%:.$.'(R<$(3/"#&2320#(30(!"/$#3<00.(&"-!%$(;"&(/$&3/2@3$.("L(
30( <0:&$<0%.&( 3<"3( /$!0/3$.( 3<$( D2/3<( 0B( "( B2/&3( @<2%.( 0/( DL( <0:&$<0%.&( ;23<0:3(
@<2%./$#(3<"3(;$/$(#03(0D&$/9$.(30(3/"#&2320#(30(!"/$#3<00.("&("(@0#3/0%'(I$(2#@%:.$.(
"%%(0D&$/9"320#&(D$B0/$("#.("B3$/(3<$(3/"#&2320#(30(!"/$#3<00.7(/$3"2#2#A(0D&$/9"320#&(
N<0:&$<0%.P4$"/&L( $9$#( ;<$#( <0:&$<0%.&( <".( "..2320#"%( @<2%./$#S( 3<2&( ;"&(
@0#&2&3$#3( ;23<( 0:/( A0"%( 0B( $&32-"32#A( 3<$( "&&0@2"320#( D$3;$$#( 3<$( 3/"#&2320#( 30(
!"/$#3<00.( "#.( 2#P;0/K( !09$/34( 2#( 3<$( 4$"/&( B0%%0;2#A( B0/( "%%( <0:&$<0%.&'(I$(
@0#&3/:@3$.(0:/(&"-!%$&(30(&3:.4(3<$(3/"#&2320#(30("(&$@0#.("#.(30("(3<2/.(@<2%.(2#("(
&2-2%"/(-"##$/'((

!"##$%'& '()*(+,'-'( +#( "@@0/."#@$( ;23<( 3<$( FTUE*ROR( 2#.292.:"%&( ;23<( #$3(
$V:29"%2J$.(<0:&$<0%.(2#@0-$&(:#.$/(?8W(0B(3<$("##:"%(-$.2"#(;$/$(@0#&2.$/$.(30(
D$( 2#( /$%"329$( !09$/34'( I$( $&32-"3$.( "##:"%( -$.2"#&( :&2#A( 3<$( $#32/$( &"-!%$&(
;$2A<3$.(30(D$(#"320#"%%4(/$!/$&$#3"329$(B0/(3<$(A29$#(4$"/'(I$(:&$.(3<2&(3</$&<0%.(30(
$&32-"3$( @<"#A$&( 2#( 3<$( 2#P;0/K( !09$/34( /2&K( B0/( B0:/( .2BB$/$#3( 2#@0-$( 34!$&S( 5L(
2#.292.:"%( -"/K$3( 2#@0-$7( !/$P3"1$&( !/$P3/"#&B$/&( $V:29"%2J$.( <0:&$<0%.( 2#@0-$(
NEFX,( &@"%$L7( HL( !/$P3"1$&( !/$P3/"#&B$/&( $V:29"%2J$.( -"/K$3( <0:&$<0%.( 2#@0-$(
NEFX,( &@"%$L7( ML( !/$P3"1$&( !/$P3/"#&B$/&( $V:29"%2J$.( -"/K$3( <0:&$<0%.( 2#@0-$(
2#@%:.2#A( "%%( "..2320#"%( &0:/@$&( 0B( 2#@0-$7( "#.( GL( !0&3P3"1$&( !0&3P3/"#&B$/&(
$V:29"%2J$.( <0:&$<0%.( 2#@0-$'( T&2#A( B0:/( .2BB$/$#3( 2#@0-$( 9"/2"D%$&( D:3( 0#$(
!09$/34(3</$&<0%.(30(.$B2#$(!09$/34(&3"3:&("%%0;&(:&("&&$&&(<0;(3<$(@0#&2.$/"320#(0B(
#$$.&7( "..2320#"%( #0#P-"/K$3( 2#@0-$7( "#.( 3"1$&( "#.( 3/"#&B$/&( @<"#A$( <0:&$<0%.&Y(
/2&K(0B($#3$/2#A(!09$/34(B0%%0;2#A(3<$(D2/3<(0B("(B2/&37(&$@0#.7("#.(3<2/.(@<2%.'(

./0'1'/0'/#& '()*(+,'-'( R0( $1"-2#$( D03<( &<0/3P( "#.( -$.2:-P3$/-( @<"#A$&(
B0%%0;2#A(3<$(3/"#&2320#(30("(B2/&37(&$@0#.7("#.(3<2/.(@<2%.7(;$(2#@%:.$.(D03<("(D2#"/4(
"#.( "( @0#32#:0:&( 2#.2@"30/'( Z0/( 3<$( "#"%4&$&( 0#( 3<$( 3/"#&2320#( 30( !"/$#3<00.7( 0:/(
D2#"/4(2#.2@"30/(300K(3<$(9"%:$(0B(0#$(;<$#(<0:&$<0%.&(<".(3/"#&2320#$.(30(<"9$(0#$(
@<2%.( "#.( J$/0( ;<$#( 3<$4( ;$/$( @<2%.%$&&'( R<$( @0#32#:0:&( 2#.2@"30/( @0:#3$.( 3<$(
#:-D$/( 0B( 4$"/&( B0%%0;2#A( 3<$( 3/"#&2320#( 30( B2/&3( @<2%.( "#.( ;"&( J$/0( ;<2%$( 3<$(
<0:&$<0%.(;"&(@<2%.%$&&("#.(2#(3<$(4$"/(0B(3<$(3/"#&2320#'(I$(@0#&3/:@3$.(3<$(D2#"/4(
"#.( @0#32#:0:&( 2#.2@"30/&( B0/( 3<$( "#"%4&$&( 0#( 3<$( 3/"#&2320#( 30( "( &$@0#.( "#.( 3<2/.(
@<2%.(2#("(&2-2%"/(-"##$/'(I<$#(3<$&$(9"/2"D%$&(;$/$(&2-:%3"#$0:&%4(2#@%:.$.(2#(3<$(
/$A/$&&20#( -0.$%&7( 3<$( D2#"/4( 2#.2@"30/( @"!3:/$.( 3<$( 2#232"%( @<"#A$( B0%%0;2#A( 3<$(

232



!' !!"#8%&"'(`*8++,&-#,'"#.'/"01"*2'3"#'4-#5&%'
.!"#$%&%'#( &'( "( )%!$&*( $++'#,*( '!( &-%!,( +-%.,*( "#,( &-+( +'#&%#/'/$( %#,%+"&'!( +"0&/!+,(
+-"#1+$(")&+!(&-+(2+"!(')(&-+(!+$0++&%3+(&!"#$%&%'#4(5+(/$+,("(6/",!"&%+($0++%)%+"&%'#(
')(2+"!$(")&+!(+"+-(&!"#$%&%'#*(7++"/$+(%&(%$(8'!+(0"!$%8'#%'/$(&-"#("(#'#90"!"8+&!%+(
$0++%)%+"&%'#(:%&-(+"&+1'!%+".(,/!"&%'#(3"!%"7.+$;(1%3+#('/!($"80.+($%<+("(+"&+1'!%+".(
$0++%)%+"&%'#(:'/.,( 7+( %#+))%+%+#&( "#,( !+,/++( '/!( +"0"7%.%&2( &'(8"=+( +'80"!%$'#$(
"+!'$$(%#+'8+(&20+$*(&%8+("#,(+'/#&!2($%8/.&"#+'/$.24((

!"#$%&'(#$( )&*#&+,%4(5+( /$+,( 7+&:++#9:%&-%#( !"#,'8( +))++&$( .%#+"!( !+1!+$$%'#(
8',+.$( >?@A."#,+!( +&( ".4*( BCDEF*( ".$'( =#':#( "$( -27!%,( !"#,'8( +))++&$( !+1!+$$%'#(
8',+.$( >G..%$'#*( BCCHF*( :%&-( '7$+!3"&%'#( 2+"!$( #+$&+,( %#( -'/$+-'.,$( &'( +$&%8"&+(
+-"#1+$(%#(&-+(0!'7"7%.%&2(')( %#9:'!=(0'3+!&24(I'(+'#$%$&+#&.2(+$&%8"&+( &-+(:%&-%#9
0+!$'#( +))++&$( ')( 0"!%&2( &!"#$%&%'#$( +'#&!'..+,( )'!( "..( &%8+9+'#$&"#&( +'3"!%"&+$( "#,(
/#'7$+!3+,(+-"!"+&+!%$&%+$*(:-%.+($%8/.&"#+'/$.2(+$&%8"&%#1(7+&:++#90+!$'#(+))++&$*(
"..( &%8+93"!2%#1( +'3"!%"&+$( +#&+!+,( %#( &-+(8',+.( &:%++;( '#+( "$( -'/$+-'.,( $0++%)%+(
8+"#( >7+&:++#9+))++&FJ( "#,( '#+( "$( ,+3%"&%'#( )!'8( &-+( -'/$+-'.,( 8+"#( >:%&-%#9
+))++&F4(5+( ",@/$&+,( '/!(8',+.$( )'!( &-+( )'..':%#1( 3"!%"7.+$( !+)+!!%#1( &'( &-+( )'+".(
0+!$'#( >-%1-+$&( +"!#%#1( 8+87+!( ')( &-+( -'/$+-'.,F;( 2+"!$( ')( +,/+"&%'#*( 8"!%&".(
$&"&/$*('++/0"&%'#".(1!'/0*(1+#,+!*("1+4(5+()/!&-+!(%#+./,+(%#(&-+(8',+.$(%#,%+"&'!$(
)'!( "3+!"1+( 2+"!$(')('7$+!3"&%'#("#,(#/87+!(')(+"!#+!$4(K'!( &-+(L#%&+,(?&"&+$(:+(
",,%&%'#"..2( +'#&!'..+,( )'!( !"++*( "#,( )'!(M+!8"#2( )'!(N"$&O5+$&44(5+( ".$'( %#+./,+(
&-+(0+!++#&"1+(,%$&"#++()!'8(&-+(0'3+!&2(&-!+$-'.,(%#(&-+(2+"!(0!%'!(&'(+-%.,7%!&-(&'(
"++'/#&()'!(7"$+.%#+(,%))+!+#&%".$( %#( &-+(0!'7"7%.%&2(')( %#9:'!=(0'3+!&2( &-"&(,+0+#,(
'#( -'/$+-'.,( %#+'8+$( 7+)'!+( +-%.,7%!&-4( P+$/.&$( "!+( 0!+$+#&+,( "$( +-"#1+$( %#(
+'+))%+%+#&$("#,(0!+,%+&+,(0!'7"7%.%&%+$4((

#! #!"#$%&'()*'$

K%1/!+( D( ,%$0."2$( &-+( !+$/.&$( )'!( +-"#1+$( %#( &-+( %#9:'!=( 0'3+!&2( !%$=( ")&+!( &-+(
&!"#$%&%'#( &'( 0"!+#&-'',( >0"#+.( "F*( &-+( $++'#,( +-%.,( >0"#+.( 7F*( "#,( &-+( &-%!,( +-%.,(
>0"#+.(+F(72(%#+'8+(&20+(%#(&-+(L?("#,(M+!8"#24(Q/!"&%'#(>R9"R%$F(%$(+6/".(&'(C(%#(
+'!!+$0'#,+#++( ')( &-+( 2+"!( :-+#( &-+( +-%.,( :"$( 7'!#*( $'( &-"&( &-+( 3"./+( ')( &-+(
+'+))%+%+#&( %$( %#&+!0!+&+,( %#( +-"#1+$( %#( &-+( %#9:'!=( 0'3+!&2( !%$=( +'80"!+( &'( &-+(
0!+3%'/$(2+"!4(S#(&-+(L?*(&-+(&!"#$%&%'#(&'(0"!+#&-'',(%$("$$'+%"&+,(:%&-("#(%#+!+"$+(
')(B(0+!++#&"1+(0'%#&$(%#(&-+(!%$=(')(7+%#1("8'#1(&-+(:'!=%#1(0''!(7"$+,('#(8"!=+&(
%#+'8+;(&-+(!%$=($%1#%)%+"#&.2(%#+!+"$+$(&'(T(0+!++#&"1+(0'%#&$('#++(+6/%3".%<"&%'#(%$(
"00.%+,4(G++'/#&%#1()'!(&!"#$)+!$("#,(&"R+$(,'+$(#'&("..+3%"&+(&-+(%#+!+"$+(%#(&-+(%#9
:'!=(0'3+!&2(!%$=("$$'+%"&+,(:%&-(0"!+#&-'',4(U'$&(%80'!&"#&.2*(&-+(!%$=(')(%#9:'!=(
0'3+!&2( ,'+$( #'&( ,++!+"$+( %#( &-+( )'..':%#1( 2+"!$( 7/&( !"&-+!( %#+!+"$+$( /0( &'( DC(
0+!++#&"1+(0'%#&$(72(&-+($%R&-(2+"!(")&+!(+-%.,7%!&-4((

I-+()%1/!+()'!(M+!8"#2(,%))+!$(&'("(."!1+(+R&+#&;(&-+(&!"#$%&%'#(&'(0"!+#&-'',(%$(
#'&("$$'+%"&+,(:%&-("( $%1#%)%+"#&.2(-%1-+!( !%$=(')( %#9:'!=(0'3+!&2(:-+#( .''=%#1("&(
8"!=+&(%#+'8+4(G($8"..(%#+!+"$+(%#(&-+(%#9:'!=(0'3+!&2(!%$=(')("!'/#,(D(0+!++#&"1+(
0'%#&(+8+!1+$( ")&+!(+6/%3".%<"&%'#4( ?%8%."!.2( &'( &-+(L?*( &"R+$( "#,( &!"#$)+!$( &'( #'&(
8%&%1"&+( &-+( >",8%&&+,.2( $8"..F( +))++&( "#,( &-+( %#9:'!=( 0'3+!&2( !%$=( %#+!+"$+$( '3+!(
&%8+*( !+"+-%#1(T( 0+!++#&"1+( 0'%#&$( %#( &-+( $%R( 2+"!$( )'..':%#1( &-+( 7%!&-( ')( &-+( )%!$&(

233



!"#$%&''#()#V++$(,'",-'$,./(#0''(1V#%&'$,'2V#3",&'",-'$,'%4V'56' 8(
!"$#$%&'"(&)$!*+,(& -.,& *"(& *,/01$*$.0& *.&1(!.0$&/0$& *"$,$&!"$#$& $0& *"(&23&4$,,.,& *"(&
.0(&-.,&*"(&*,/01$*$.0&*.&)/,(0*"..$5&6.*"&$0&*(,41&.-&1$7(&.-&*"(&(--(!*&/0$&.-&*"(&,.#(&
.-&*,/01-(,1&/0$&*/8(1%&:0&*"(&!.0*,/,95&-.,&:(,4/09&*"(&*,/01$*$.0&*.&*"(&1(!.0$&/0$&
*"(& *"$,$&!"$#$&/,(&/11.!$/*($&=$*"&/0& $0!,(/1(& $0&*"(& $0;=.,<&).=(,*9&,$1<&*"/*& $1&>&
/0$&?&*$4(1&"$@"(,&,(1)(!*$=(#9&!.4)/,(&*.&*"(&*,/01$*$.0&*.&*"(&-$,1*&!"$#$5&=$*"&0.*&
1$@0$-$!/0*& !"/0@(1& .=(,& *"(& -.##.=$0@& 1$8& 9(/,1%& A#1.& $0& *"(1(& !/1(15& */8(1& /0$&
*,/01-(,1& $.& 0.*& $(!,(/1(& *"(& $0;=.,<& ).=(,*9& ,$1<&="(0& /))#$($& *.& *"(& ".+1(".#$&
(B+$=/#$7($&$0!.4(%&&&
+
,!"#$%&'(&!"#$%&'%#"()$%$*()'"(+',-"(./)'$('$(01*#2'3*4/#%&'#$)2'5&'$(,*6/'%&3/'

'
7*8#,/9'!7:;'<=>?@0A@=BC'"(+'7DE!'<=>FG0A@=?CH'I0"J$)9'+8#"%$*('K#*6'='&/"#'5/K*#/'%*'L'
&/"#)'"K%/#',-$M+5$#%-H'

234



!' !!"#8%&"'(`*8++,&-#,'"#.'/"01"*2'3"#'4-#5&%'
/! !"#$%##"&'()'*('+,-(#-+.#(

!"!"#$%&!&"'(")'*!+,-"./!0,.(.!/".0",1!"2.,!+$,%+!"$+!"+!3$+4$52-"#'0&.&,!0,"$0/",1$,",1!"3'&,"
.3)'+,$0," ($#,'+" .&" $" #1$06!" .0" !3)2'-3!0,7" 8'22'9.06" ,1!" ,+$0&.,.'0" ,'" )$+!0,1''/:"
1'%&!1'2/" +!&'%+#!&"9.22" /!#+!$&!" .(" '0!" !$+0!+:" ,-).#$22-" ,1!"3',1!+:" 9.,1/+$9&" (+'3" ,1!"
2$5'+" 3$+4!," '+" +!/%#!&" ,1!.+" 9'+4" .0,!0&.,-7" ;!6$+/2!&&" '(" 3',1!+&<" 9'+4" .0,!0&.,-:"
1'%&!1'2/" .0#'3!&" 3$-" /!#+!$&!" .(" 9'3!0<&" !$+0.06&" /!#+!$&!" ('22'9.06" #1.2/5.+,17" =&"
#1.2/+!0" 6+'9" '2/!+" $0/" !0,!+" >('+3$2?" !/%#$,.'0:" 3',1!+&" $+!" 2.4!2-" ,'" +!@!0,!+" ,1!" 2$5'+"
3$+4!,:"5%,"#1$06!&".0"2$5'+"3$+4!,"&%))2-"$0/"!3)2'-3!0,"A%$2.,-",1$,">$,"2!$&,"'0!"'(",1!?"
)$+!0,&" !B)!+.!0#!/" 1$*!" $2&'" 2'06" ,!+3" #'0&!A%!0#!&:" $&" .0,!+3.,,!0," '+" +!/%#!/" 2$5'+"
&%))2-"&%3"%)",'"91$,"#$0"5!"#'0#!),%$2.C!/"$&",1!"D#$+!!+"#'&,&E"'("#1.2/+!0">=//$"!,"$27:"
FGHI?7"J%+"+!&%2,&"&!!3",'"&%))'+,",1!"0',.'0",1$,".0#+!$&!/"0!!/&"$+!"0',"'((@&!,"5-"3$+4!,"
.0#'3!"0'+"&,$,!",$B!&"$0/",+$0&(!+&7"

K0,!+!&,.062-",1!&!"#'0&./!+$,.'0&"$))2-",'"5',1",1!"LM"$0/"N!+3$0-"5',1"5!('+!"$0/"$(,!+"
,$B!&" $0/" ,+$0&(!+&:" $2,1'%61" ,1!" ,9'" #'0,!B,&" /.((!+" .0" ,!+3&" '(" ($3.2-" )'2.#-" $0/" 2$5'+"
3$+4!+" /!+!6%2$,.'07" J0!" !B)2$0$,.'0" ('+" ,1.&" %0!B)!#,!/" (.0/.06" +!2.!&" '0" ,1!" ($#," ,1$,"
$2,1'%61"OGP".&",1!",1+!&1'2/"#'33'02-"%&!/",'"./!0,.(-",1!")''+".0",1!"9'+4.06")')%2$,.'0:"
.,"3.61,"5!",''"1.61",'"&.062!"'%,"",1!"!((!#,"'("9!2($+!".0"3.,.6$,.06",1!".0@9'+4")'*!+,-"+.&4"
$(,!+" #1.2/5.+,17" K0" " ',1!+" 9'+/&:" ,1!" 1'%&!1'2/&" 91'&!" .0#'3!" .&" 5!2'9" ,1!" OGP" '(" ,1!"
3!/.$0"$+!"2.4!2-",'"5!"1.612-"1!,!+'6!0!'%&".0",!+3&"'(",1!"$#,%$2"$##!&&",'"9!2($+!"&%))'+,"
.0" 5',1" #'0,!B,&7" 8'+" !B$3)2!:" .0" ,1!" LM" .0/.*./%$2&" $0/" 1'%&!1'2/&" 3$-" A%$2.(-" ('+"
$##!&&.06""M%))2!3!0,$2"Q%,+.,.'0"=&&.&,$0#!"R+'6+$3">MQ=R?".(",1!-"!$+0"$"6+'&&"3'0,12-"
.0#'3!",1$,".&"HSGP">'+"2!&&?"'(",1!"(!/!+$2")'*!+,-"2!*!2:"91.#1".&"5$&!/"'0"$0"!B,+!3!2-"2'9"
>#'3)$+!",'",1!"+!2$,.*!"'0!"9!"%&!"1!+!?"$5&'2%,!",1+!&1'2/7"T1!&!"+!&%2,&"1.0,"$,",1!"($#,",1$,"
9!2($+!",+$0&(!+&"('+",1!"9'+4.06")''+"+!)+!&!0,"$"+!2.!("'02-"('+",1'&!"$,",1!"*!+-"5',,'3"'("
,1!" .0#'3!"/.&,+.5%,.'0"$0/" ($.2" ,'"$//+!&&" 2!&&"!B,+!3!"!#'0'3.#"0!!/:"91.#1"0!*!+,1!2!&&"
!B)'&!"1'%&!1'2/&"9.,1"#1.2/+!0",'")!+&.&,!0,"*%20!+$5.2.,-"'*!+",.3!7"
"

/! 0+1+2+'$+#(

89! C..":';9:'D8<`!"##:'=9:'>'(`%?%#<:'@9'ABC8EF9'G1%'="*%%*'=,<`<',+'=1-&.*%#9';,8*#"&',+'H,&-`-0"&'
!0,#,!2:'8BIABF:'BJKLKKE9'1``N<OPP.,-9,*QP8C98CR!P!JCJIB'

B9! C&&-<,#:'H9'ABCCJF9'!"#$%&'(($)*+&,$-.$++"/0&1/%$2+9'("Q%'H8S&-0"`-,#<9'
K9! =*%``"T:'!9'ABC8KF9'C'<`"`%U,+U`1%U"*`'*%?-%V',+'V,*5-#Q'N,?%*`2'-#'".?"#0%.'%0,#,!-%<O'G1%,*%`-0"&'

!,.%&<:'!%"<8*%!%#`'-<<8%<'"#.'*-<5'Q*,8N<9'3/4.052&/(&'4./6$50&7/)"52&8/2")9:':;AWF:'KWELK!B9'
1``N<OPP.,-9,*QP8C988EEPCJIRJBRE8KICEWEC'

W9! X,1!"##:'Y9:''Z"*[:'\9'ABC8RF9'<50%=//>&/0&?0@A/.>&8/B$.*99'!.V"*.'!&Q"*'H8S&-<1-#Q9'
I9! H,&-TT-:'C9:'(`*8++,&-#,:'!9:'3"#'4-#5&%:'/9'ABCBCF9']"!-&2'D%!,Q*"N1-0'H*,0%<<%<'"#.'\#U4,*5'

H,?%*`2O'C'(2<`%!"`-0'^%?-%V9 (,0C*_-?:'C8Q8<`'W:''1``N<OPP.,-9,*QP8C9K8BKIP,<+9-,PT#0"`'
!9! (ab&"#.%*:'C9:'X-01`%#<`%-#:'H9:'X"*<<,#:'Y9:'H"V-`"#:'c9'ABC8KF9'd%`V%%#UV-`1-#'!,.%&<'+,*'<8*?-?"&'

"#"&2<-<9'7*5*"+*")+&"0&1$%")"0$:';:A8RF:'KC!ELKCE!9'1``N<OPP.,-9,*QP8C98CCBP<-!9IE!E'
E9! 3"#'4-#5&%:'/9:'(`*8++,&-#,:'!9'ABC8RF9'41%#'V,*5-#Q'-<#e`'%#,8Q1O']"!-&2'.%!,Q*"N1-0'N*,0%<<%<'

"#.'-#UV,*5'N,?%*`2'"0*,<<'`1%'&-+%'0,8*<%'-#'`1%'f#-`%.'(`"`%<9'C$D/-.56E")&,$+$5.)E:';FA8BF:'
K!ILKRC9'

235



3"!"#$%&&'()"'*+,$-&#),#').&+-,/).$!,$-1-+,$-&#0)
1#),#,/2.-.)&1)1"3,/")&++*4,$-&#,/)+,!""!.)-#)
5$,/2)
!"#"#$%#&'(%)##*+%,$"("()##"#%-%."+%,$"(),.%"/"0(1$2"$"/%)%(
3"//"(."##%"#"(,..*4"+%,$"/%(3"//"(3,$$"(%$(5#"/%"(

!"#$%&'&()"''"$%*+("*,(-.&/"*+(0"*."'%*%6

!:#$%*'$612%3(4"4&$(3.5,%&3(.2&($+'&(+/(&,56".%+*("*,(4"$&*.2++,(%*(32"4%*7(3+6%"'(
%*&75"'%.8( +9&$( .2&( '%/&( 6+5$3&( +/( :."'%"*( ;+<&*=( :.( "3>3( "?( %/( 3+6%"'( %*&75"'%.%&3(
"'$&",8("44&"$(".(8+5*7( "7&3A( "*,( %/( .2&8(,&6$&"3&A( $&<"%*(3."#'&(+$( %*6$&"3&(+9&$(
.%<&@("*,(#?(%/(*+.(+*'8(&,56".%+*"'(".."%*<&*.A(#5.("'3+(4"$&*.2++,(6"*(6+*.$%#5.&(.+(
32"4&(.2&3&(%*&75"'%.%&3("*,(.2&%$(62"*7&(+9&$(.2&('%/&(6+5$3&=(A$&'%<%*"$8(/%*,%*73A(
#"3&,(+*(7$+;.2(65$9&(<+,&'3(&3.%<".&,(+*(B5'.%45$4+3&(-5$9&8(,"."(CDEEF?A(32+;(
.2".(7$+33(,%//&$&*6&3(#&.;&&*(3+6%"'(6'"33&3(%*(.&$<3(+/('"#+5$(<"$>&.(4"$.%6%4".%+*(
%*6$&"3&(%*(.2&(/%$3.(8&"$3("/.&$(6+<4'&.%+*(+/(3.5,%&3("*,(.2&*($&<"%*(3."#'&A(;2&$&"3(
.2+3&(%*(.&$<3(+/(+6654".%+*"'(3566&33("$&("'$&",8(9%3%#'&(".(8+5*7("7&3("*,(%*6$&"3&(
+9&$( .2&( '%/&( 6+5$3&=( G,56".%+*( "44&"$3( .+( #&( .2&( <"%*( /"6.+$( &H4'"%*%*7( .2&3&(
,%//&$&*6&3A( ;2&$&"3( 4"$&*.2++,( 4$%<"$%'8( 6+*.$%#5.&3( .+( %*&75"'%.%&3( 9%"( ,%//&$&*.(
&//&6.3(+*(/&<"'&(6"$&&$("66+$,%*7(.+(3+6%"'(+$%7%*=(
!:#$%*'$6!"2$%*3-()***3$*3+*.(-*//(3$"-3*"*-*302--1*$%*"/**2232302--(33(%2*2*%4322--*3
$)*-"55*302--230*$"6"(6-*(2/23$*.*(-*3-"26*3*-3.**$*30*3)*%(302--230*2223*%(-*(22738*3$*3
.9*2023 $2:3 (;3 -23 0*$"6"(6-*(2/23 $*.*(-*3 $*3 +**3(2*3 6*43 *23 6**)(223 2%43 23 $23
0*3*2"*$.*2*<3 52*$*$%*2*3 *3 ("322%(2*3 -"26*3 -(3 .(***2*(=3 >;3 $23 -1*$%*"/**223 23 -(3
3(%2*2*%43.*2%**>"*$.*2*3(35-($3(*23%(-*30*$"6"(6-*(2/2323*-3-***3.(3>*(322%*322-3
.**$*3 0*3 )*%(73 ?3 5**3*3 **$"-%(%*<3 >($(%*3 $"3 3*02--*3 6**@%93 ."*)23 $%*3(%*3 $"3 0(%*3
A"-%*$.*5*3BCDDE;<33*$%*(2*3.923-230*++2*22/23$2.*20*3-23***6*2*3$*.*(-*3("322%(2*3
22*3 5**3*3 (22*3 5*$%F"$.*%(3 0(-3 $*$%23(3 $.*-($%*.*3 23 5**3 **3(26*2*3 $%(>*-*3 $23 $*3
.*2$*02*(3 -(3 5(*%2.*5(/**223 (-3 32*.(%*3 02-3 -()***<3 322%*23 $*2*3 6*43 )*$*>*-*3 *23
6**)(2232%4323("322%(2*322-3.**$*30*3)*%(3$23$*3.*2$*02*(3*-3$"..2$$*3*.."5(/**2(-273

(
!' !"#$%&'&()"''"$%*+,(-*%.&$/%01(+2(3%'"*4(&5"%'6(7"#$%&'&8#"''"$%*+9:*%5%8%0((
( ;0&2"*+(<"*0"'%*%,(-*%.&$/%01(+2(3%'"*4(&5"%'6(/0&2"*+8="*0"'%*%9:*%5%8%0(
(

236



!' '
!"#$%&'(#)*+,-,#.,/0%%)&+,1&#*2#10.+,0..0,30$+,4#,5'+$%+,4#//+&+*(+6,7+*%&+,.0,70%+&*#%8,
2)*%&#3'#$2+,0.."0'7+*%),4+..+,4#$'9'09.#0*(+,1+&,9#0,4+..+,4#9+&$+,2)*$+9'+*(+,2:+,
+$$0,+$+&2#%0,$'..+,20&&#+&+,/+77#*#.#,0,$+2)*40,4+..+,)&#9#*#,$)2#0.#;,,,,
(
!"#$%&'()*$!"$$%U!""#$%&#'()*+",$%-"(+).%"/+0+,$%()/&&/$%0/"1*!%('/2&%

!! "*#)'*()#)'*+,**+-,)./)'(**+

3&-&)/(!% ",% -"(+).% -*/)*+4+()*+",% ),#% 5"6+.+*7% !)-% &8*&,-+2&.7% -*'#+&#% *!&%
/&.)*+",-!+9% 6&*1&&,% -"(+).% "/+0+,-$% &#'()*+",% ),#% "(('9)*+",).% #&-*+,)*+",-% :;.)'%
),#% <',(),% =>?@AB% C% 2)-*% .+*&/)*'/&% !)-% *!'-% -!"1,% *!)*% 4)5+.7% -"(+"D&(","5+(%
6)(E0/"',#% +-% -'6-*),*+)..7% )--"(+)*&#% *"% "(('9)*+",).% )(!+&2&5&,*$% &2&,% 1!&,%
&#'()*+",).%)**)+,5&,*%+-%(",*/"..&#%4"/%:-&&%;&/,)/#+%),#%;)..)/+,"%FG=?AB%H"1&2&/$%
),).7-&-% "4% +,*&/0&,&/)*+",).% 5"6+.+*7% !)2&% 9/+5)/+.7% .""E&#% (/"--D-&(*+",)..7% )*%
-,)9-!"*% 5&)-'/&-% "4% "(('9)*+",).% #&-*+,)*+",-% :&B0B$% 4+/-*% I"6$% "(('9)*+",% )*% *!&%
5"5&,*%"4% *!&% +,*&/2+&1$% &*(BAB%J,.7% /&(&,*.7$% *!),E-% *"% *!&%0/&)*&/% )2)+.)6+.+*7%"4%
9),&.% #)*)$% /&-&)/(!% !)-% -*)/*&#% *"% -*'#7% *!&-&% +--'&-% 4/"5% )% #7,)5+(% 9&/-9&(*+2&%
:-&&%;)..)/+,"%&*%).B%FGFGA$%),).7-+,0%*!&%1!".&%9/"(&--%"4%()/&&/%#&2&."95&,*B%

<&-9+*&%*!+-%0/"1+,0%)**&,*+",%*"1)/#-%*!&%),).7-+-%"4%+,*&/0&,&/)*+",).%5"6+.+*7%
4/"5% )% #7,)5+(% 9&/-9&(*+2&$% .",0+*'#+,).% -*'#+&-% ",% 1"5&,% )/&% -*+..% -()/(&%
:HK/EL,&,%&*%).B%FG=?AB%M,%4)(*$%4"('-+,0%",%*!&%4&5).&%9"9'.)*+",%/&N'+/&-%*"%&,.)/0&%
*!&% *!&"/&*+().% ),#% ),).7*+().% 4/)5&1"/E% ),#% +,*&0/)*&% -"(+).% -*/)*+4+()*+",% ),#%
5"6+.+*7%/&-&)/(!%1+*!%*!&%-"(+"."07%"4%*!&%4)5+.7$%4"('-+,0$%)5",0%"*!&/%*!+,0-$%",%
9"--+6.&% 9&,).*+&-% /&.)*&#% *"% 4)5+.7% #7,)5+(-B% O&5).&% ()/&&/-% )/&% +,#&&#% -*/",0.7%
)44&(*&#%67%4)5+.7%#7,)5+(-%-'(!%)-%5)//+)0&%),#%9)/&,*!""#%:-&&%P),*).+,+%FGFG%
4"/% )% /&2+&1A$% 1!+(!% )/&% E&7% &2&,*-% +,% *!&% 9/"(&--&-% "4% 4)5+.7% 4"/5)*+",% ),#%
*/),-+*+",% *"% )#'.*!""#B% Q!&-&% +--'&-% !)2&% 6&&,% -&.#"5% (",-+#&/&#% +,% *!&+/%
+,*&/)(*+",% 1+*!% -"(+).% +,&N').+*+&-$% #&-9+*&% *+5+,0% ),#% 9/"9&,-+*+&-% "4% &,*&/+,0% )%
',+",%"/%!)2+,0%(!+.#/&,%#+44&/%)(("/#+,0%*"%-"(+).%6)(E0/"',#%),#%()/&&/%9&,).*+&-%
),#% 9/&5+)% /&.)*&#% *"% 4)5+.7% 4"/5)*+",% (),% (!),0&% )(/"--% -"(+).% 0/"'9-B% M,% *!+-%
/&-9&(*$%*!&%N'&-*+",%+-%!"1%5'(!%"4%*!&%)--"(+)*+",%6&*1&&,%-"(+).%"/+0+,%),#%-"(+).%
#&-*+,)*+",%)5",0%1"5&,%+-%&89.)+,&#%67%4)(*"/-%/&.)*&#%*"%*!&%4)5+.7%-9!&/&$%),#%
1!&*!&/%*!&%.)**&/%)/&%)-%+59"/*),*%)-%&#'()*+",%+,%)(("',*+,0%4"/%*!+-%)--"(+)*+",B%

Q!+-%9)9&/%)+5-%)*% ),-1&/+,0% *!&-&% /&-&)/(!%N'&-*+",-$%67% -*'#7+,0% *!&% /".&%"4%
&#'()*+",%),#%9)/&,*!""#%+,%-!)9+,0%-"(+).%+,&N').+*7%"2&/%*!&%.+4&%("'/-&%"4%M*).+),%
1"5&,B%;7%5&),-% "4% )% #7,)5+(% ),).7-+-% "4% *!&% )--"(+)*+",% 6&*1&&,% -"(+).% "/+0+,%
),#% -"(+).% #&-*+,)*+",$% +*% 4+/-*% )-E-% +4% -"(+).% +,&N').+*+&-% )5",0% 1"5&,% )99&)/%
)./&)#7%)*%7"',0%)0&-% ),#% +4% *!&-&% +,&N').+*+&-%#&(/&)-&$% /&5)+,% -*)6.&%"/% +,(/&)-&%
"2&/% *+5&B% R"/&"2&/$% +*% +,2&-*+0)*&-% +4% ,"*% ",.7% &#'()*+",).% )**)+,5&,*$% 6'*% ).-"%
9)/&,*!""#%(),%(",*/+6'*&%*"%-!)9&%+,&N').+*+&-%),#%*!&+/%(!),0&%"2&/%*!&%.+4&%("'/-&B%

%
%

237



!"#4$!"##$%&'$()*!+#,&*,$&-#)+*.&-!/*!+0+)*!+#,& 12
"! !!#!,!%*,!"#$%&'(

!#$#!"#"$%#&#$ '("#)$ *#$ )(+($ ,&*-$ +.#$/01+230&3*"#$ 40&5#!$ 6$ 7(-21!$ (#)$ 4*82(1$
98+*&"$ :;<<=>?$ ($ "(-31#$ "0&5#!$ 8*#)08+#)$ '!$ +.#$ @+(12(#$ 4+(+2"+28(1$ @#"+2+0+#$
:@4A9A>B$C#+&*"3#8+25#$1*#D2+0)2#(1$2#,*&-(+2*#$%("$8*11#8+#)$*#$($"(-31#$*,$('*0+$
E?<<<$,(-212#"$(#)$FF?<<<$2#)252)0(1"?$(11*%2#D$0"$+*$&#8*#"+&08+$#)08(+2*#(1?$8(&##&$
(#)$ ,(-21!$ .2"+*&2#"$ (#)$ +*$ 8&#(+#$ ($ 1*#D2+0)2#(1$ !#(&1!$ )(+("#+B$ A.#$ (#(1!+28(1$
"(-31#$2#810)#)$E?EGH$%*-##$'*&#$I=J<KI=E<?$%.*$8*-31#+#)$+.#2&$"+0)2#"$(+$1#("+$
+%##+!$ !#(&"$ '#,*&#B$ 9-*#D$ +.#"#$ %*-##?$ G?EHL$ .()$ (+$ 1#("+$ *##$ #-31*!-##+$
#32"*)#B$ M#$ ,*11*%#)$ +.#-$ 2#$ +.#$ ,2&"+$ +%##+!$ !#(&"$ (,+#&$ +.#$ 8*#810"2*#$ *,$ +.#$
#)08(+2*#(1$8(&##&?$+&0#8(+2#D$*'"#&5(+2*#"$(+$(D#$IG$(#)$8##"*&2#D$(+$(D#$GFB$

M#$ ,*80"#)$ *#$ +%*$ )#3##)##+$ 5(&2('1#"N$ (>$ 1('*0&$ -(&O#+$ 3(&+2823(+2*#?$
*3#&(+2*#(12"#)$ %2+.$ ($ )0--!$ #P0(1$ +*$ *##$ 2,$ +.#$ 2#)252)0(1$ %("$ #-31*!#)R$ '>$
*8803(+2*#(1$ (++(2#-##+?$ -#("0&#)$ %2+.$ +.#$ 4+(#)(&)$ @#+#&#(+2*#(1$ Q8803(+2*#(1$
R&#"+2D#$48*&#$:4@QR4?$A&#2-(#$I=LL>B$Q,$8*0&"#?$ +.#$,2&"+$5(&2('1#$%("$-#("0&#)$
(-*#D$+.#$%.*1#$"(-31#?$%.#&#("$+.#$"#8*#)$&#,#&&#)$*#1!$+*$+.*"#$%*-##$%.*$.()$
(+$ 1#("+$*##$#-31*!-##+$#32"*)#B!$"#$%&'#($)*#+$,-.'-)/01$2-1$3.$3'-/$ '4$ #+0$4*3$1$
-.0$2*50#6$-#%$ '#$-//*20%$ #*$ '#%'.03#/&$ #-70$ '##*$-33*$##$ #+0$%'440.0##'-/$10/03#'*#$
'##*$058/*&50##9$$

:+0$ '#%080#%0##$ ,-.'-)/0$ 2-1$ 1*3'-/$ 3/-11$ *4$ *.'('#6$ 3*#1#.$3#0%$ 2'#+$ #+0$
%*5'#-#30$8.'#3'8/0$-#%$*80.-#'*#-/'10%$2'#+$-$5*%'4'0%$,0.1'*#$*4$#+0$;*)-/#'$-#%$
"3+'<<0.*##*$=>??@A$3/-11$13+0509$B0$%'1#'#($'1+0%$4',0$1*3'-/$3/-1101C$10.,'30$3/-11$
="0.A6$ 2+'#0$ 3*//-.1$ =B+;A6$ $.)-#$ 80#'#$ )*$.(0*'1'0$ =DEFA6$ $.)-#$ 2*.7'#($ 3/-11$
=DB;A$-#%$-(.'3$/#$.-/$3/-1101$=G(.A9$

:+0$5-'#$3*##.*/$,-.'-)/016$2+'3+$-//*2$1#$%&'#($#+0$.*/0$*4$%'440.0##$4-3#*.1$*#$
#+0$1*3'-/$*.'('#$(-86$.040..0%$#*$0%$3-#'*#$-#%$8-.0##+**%9$H%$3-#'*#-/$-##-'#50##$
2-1$ 3*#1'%0.0%$ -1$ -$ #'50I3*#1#-##$,-.'-)/0$ -#%$50-1$.0%$$1'#($ #+0$5*1#$%0#-'/0%$
3-#0(*.'<-#'*#$-,-'/-)/0$ '#$ #+0$%-#-C$ '//'#0.-#0$*.$2'#+*$#$0%$3-#'*#6$8.'5-.&6$ /*20.$
103*#%-.&6$ $880.$ 103*#%-.&6$ #0.#'-.&6$ -#%$ 8*1#I#0.#'-.&$ 0%$3-#0%9$ E-.0##+**%$2-1$
50-1$.0%$'#$#2*$2-&19$J'.1#6$#$5)0.$*4$3+'/%.0#$2-1$$10%6$-$#'50I,-.&'#($,-.'-)/0$
2'#+$ #+0$ 4*//*2'#($ 3-#0(*.'01C$ 3+'/%/0116$ *#0$ 3+'/%6$ #2*$ 3+'/%.0#$ *.$ 5*.09$ :+'1$
,-.'-)/0$ 2-1$ -/1*$ '##0.-3#0%$ 2'#+$ 5-.'#-/$ 1#-#$1$ =1'#(/06$ 5-..'0%6$ %',*.30%$ *.$
2'%*20%A$ '#$ *.%0.$ #*$ )0##0.$ 3*##.*/$ 4*.$ #+0$ 4-5'/&$ 1'#$-#'*#$ *,0.$ #+0$ /'40$ 3*$.109$
"03*#%6$20$4*3$10%$*#$#+0$#'50$0/-810%$4.*5$8-.0##+**%6$0##0.0%$-1$-$10#$*4$%$55&$
,-.'-)/01$#*$3-8#$.0$#+0$04403#$*4$&0-.1$-4#0.$4'.1#$)'.#+$=&0-.$*4$4'.1#$)'.#+R$*#0$&0-.R$
#2*$&0-.1R$KI@$&0-.1R$LIM$&0-.1R$-#%$N$&0-.1$*.$5*.0$-4#0.$8-.0##+**%A9$

O*.0*,0.6$20$ 3*##.*//0%$ 4*.$&0-.1$ 1'#30$ 3*58/0#'*#$*4$ 1#$%'01$ =*$.$ #'50$ -P'16$
0##0.0%$ '#$ &0-./&$ %$55&$ ,-.'-)/01A$ -#%$ 4*.$ -#$ '##0.-3#'*#$ )0#200#$ (0*(.-8+'3-/$
.01'%0#30$=Q*.#+I201#6$Q*.#+I0-1#6$;0##.06$"*$#+$-#%$R1/-#%1A$-#%$80.'*%$%$55'019$

B0$01#'5-#0%$(.*2#+$3$.,0$5*%0/1$2'#+$ .-#%*5$04403#1$ =S-/-)&$TUUKA6$2+'3+$
+-,0$ )00#$ $10%$ #*$ 1#$%&$ 3-.00.$ 8.*(.011'*#$ '#$ #+0$ .030##$ 1*3'-/$ 1#.-#'4'3-#'*#$ -#%$

$
!$$ 3"',& 456!4& 7*-& -!($+'$%& 'V+-#$'-& #0& (,'8V.#98',!& #W& +,*)!+:+!9& 7'W'& $W#VV'$& 0W#8& !"'&
-*8V.';& <#W& *,& *,*.9-+-& +,).($+,=& !"'-'& 'V+-#$'-& >+;';& )*W''W& ?W'*@-A& +,& !"'& '8V+W+)*.& -!W*!'=9%& -''&
B*,!*.+,+&>XCXCA;&D#W'#:'W%&W'-(.!-&#,&456!4&*W'&)#,0+W8'$&+0&*.!'W,*!+:'&-V')+0+)*!+#,-&#0&!"'&!+8'&*E+-&
*W'&(-'$%&';=;&9'*W-&#0&'00')!+:'&7#W@&'EV'W+',)';&

238



!' '
!"S$/$!"# $$!%&'!(&%# )%*+*,# -.&/01%1# %!# '$*# 23456# 7'$$'&$1"# %!# '$*# 23238*# 9"&%#
:;%<$=$<'$$",# >%# %:!$?'!%@# +&"(;# :;%<$=$<# +&">!A# <(&B%:# )7&C@%&$# %!# '$*# 234D8# E"#
$1!%&'<!$1+#:"<$'$#<$'::#"=#"&$+$1#'1@#"%'&:#:$1<%#<"?;$%!$"1#"=#:!(@$%:,# $1#"&@%&# !"#
:!(@"#A">#:"<$'$#$1%F('$$!$%:#%B"$B%#"B%&#!A%#$$=%#<"(&:%*#

GA&%%#?"@%$:#>%&%# %:!$?'!%@,# :%;'&'!%$"# ="&# %'<A# @%;%1@%1!# B'&$'E$%H# !A%# =$&:!#
"1$"#<"1!&"$$%@#="&#'1#$1!%&'<!$"1#E%!>%%1#+%"+&';A$<'$#&%:$@%1<%#'1@#<'$%1@'&#"%'&#
)?"@%$# 486# !A%# :%<"1@# $1<$(@%@# %@(<'!$"1'$# '!!'$1?%1!# )?"@%$# 286# !A%# !A$&@# '$:"#
<"1!&"$$%@#="&#'1#$1!%&'<!$"1#E%!>%%1#?'&$!'$#:!'!(:#'1@#1(?E%&#"=#<A$$@&%1#)?"@%$#
I8*#L@@$!$"1'$$",#'#="(&!A#?"@%$#>$!A#=($$#<"1!&"$:#J#>$!A#!A%#%K<%;!$"1#"=#1(?E%&#"=#
<A$$@&%1,# %K<$(@%@# E%<'(:%# "=# <"$$$1%'&$!"# J# >':# %:!$?'!%@,# $1<$(@$1+# '$:"# '1#
$1!%&'<!$"1# E%!>%%1# :"<$'$# <$'::# "=# "&$+$1# '1@# !$?%# :$1<%# =$&:!# E$&!A*# GA$:# ?"@%$#
'$$">%@#(:#!"#:!(@"#$=#;'&%1!A""@#<"1!&$E(!%:#!"#:"<$'$#$1%F('$$!$%:#1"!#"1$"#E%<'(:%#
"=# <"?;":$!$"1'$# %==%<!:# )$*%*# @$==%&%1!# ;'&%1!A""@# ;&"E'E$$$!$%:# '<&"::# $1@$B$@('$:#
=&"?#@$==%&%1!#:"<$'$#"&$+$1:8,#E(!#'$:"#':#'#&%:($!#"=#@$==%&%1!$'$#<'&%%&#<"1:%F(%1<%:#
"=#?"!A%&A""@#'<<"&@$1+#!"#:"<$'$#"&$+$1*#

#! !"#$%&%'(")*+%',%'-.*

L&%$$?$1'&"#'1'$":%:#:A">#!A'!#@$==%&%1<%:#E%!>%%1#:"<$'$#<$'::%:#$1#!%&?:#"=#$'E"(&#
?'&/%!#;'&!$<$;'!$"1#$1<&%':%#$1#!A%#=$&:!#"%'&:#'=!%&#<"?;$%!$"1#"=#:!(@$%:,#&%'<A$1+#
!A%$&#;%'/#'&"(1@#1$1%#"%'&:#'=!%&#!A%#%1@#"=#:<A""$,#>A%1#!A%#;&"E'E$$$!"#"=#E%$1+#
%?;$""%@#="&#>"?%1#=&"?#!A%#MNO#)'+&$<($!(&'$#<$'::%:8#$:#4P*I#)4P*58#;%&<%1!'+%#
;"$1!:#);*;*8#$">%&#<"?;'&%@#!"#>"?%1#=&"?#!A%#:%&B$<%#<$'::#)=$+*#4,#?"@#48*#L=!%&#
!A'!,#!A%#%?;$""?%1!#+';#@%<&%':%:#$1#!A%#$"1+#&(1#'?"1+#>"?%1#=&"?#!A%#?$@@$%#
'1@#'+&$<($!(&'$#<$'::%:#J#'$!A"(+A#$!#&%?'$1:#:(E:!'1!$'$$"#&%$%B'1!#="&#!A%#$'!!%&#)D*3#
;*;*,# !>%1!"# "%'&:# '=!%&# =$1$:A$1+# :<A""$8# J,#>A%&%':# $!# ;%&:$:!:#>$!A"(!# 1"!$<%'E$%#
<A'1+%:#'?"1+#!A":%#=&"?#!A%#MNO*##

Q&"::#@$==%&%1<%:#E"#:"<$'$#"&$+$1#J#>A$<A#';;%'&#'$&%'@"#'!#!A%#E%+$11$1+#"=#!A%#
<'&%%&#J#$1<&%':%#$=#"<<(;'!$"1'$#;&%:!$+%#$:#<"1:$@%&%@,#:$1<%#!A%#RSTLR#"=#>"?%1#
=&"?# !A%# :%&B$<%# <$'::# &%?'$1:# :(E:!'1!$'$$"# :!'E$%# "B%&# !A%# $$=%# <"(&:%,# >A$$%# !A%#
RSTLR# "=# >"?%1# =&"?# "!A%&# <$'::%:# )>$!A# !A%# "1$"# %K<%;!$"1# "=# ML78# :!'&!:# !"#
@%<&%':%#'&"(1@#!%1#"%'&:#'=!%&#!A%#%1@#"=#:<A""$#)=$+*#4,#?"@*#48*#

U@(<'!$"1# ';;%'&:# !"# E%# !A%# ?'$1# ='<!"&# %K;$'$1$1+# !A%# '::"<$'!$"1# E%!>%%1#
:"<$'$#"&$+$1#'1@#:"<$'$#@%:!$1'!$"1*#S1#='<!,#!A%#:"<$'$#"&$+$1#+';,#1%!#"=#%@(<'!$"1,#$1#
$'E"(&#?'&/%!#;'&!$<$;'!$"1#$:#B$&!('$$"#1"1V%K$:!%1!#'<&"::#!A%#>A"$%#$$=%#<"(&:%,#"&#
$!# %B%1# <A'1+%:# @$&%<!$"1# )?"@*# 28*#GA%# +';# $1#"<<(;'!$"1'$# ;&%:!$+%# @%<&%':%:# ':#
>%$$#$=#<"1!&"$$%@#="&#%@(<'!$"1,#E"!A#'!#!A%#E%+$11$1+#"=#!A%#<'&%%&#':#>%$$#':#$1#!A%#
$"1+#&(1#)?"@*#28*#O"1:$:!%1!$"#>$!A#'#;'!!%&1#"=#<(?($'!$B%#'@B'1!'+%,#A">%B%&,#$!#
:$$+A!$"# $1<&%':%:# "B%&# !A%# <'&%%&H# !A%# RSTLR# "=# >"?%1# =&"?# !A%# :%&B$<%# <$'::#
$?;&"B%:#?"&%#!A'1#!A%#"1%#"=#>"?%1#=&"?#!A%#$">%&#<$'::%:#"B%&#!A%#$$=%#<"(&:%,#
;"$1!$1+# !"# '# +';# "=# 2*2W# )2*4W8# ;"$1!:# $1# !A%# RSTLR# :<'$%# '!# !A%# %1@# "=# "(&#
"E:%&B'!$"1'$#>$1@">#$=#<A$$@&%1#"=#!A%#MNO#)'+&$<($!(&'$#<$'::%:8#'&%#<"1:$@%&%@*#

L'&%1!A""@# )$1# $!:# $1!%&'<!$"1# >$!A# ?'&$!'$# :!'!(:8# :%%?:# !"# '<<"(1!# ="&# !A%#
'::"<$'!$"1# E%!>%%1# :"<$'$# "&$+$1# '1@# :"<$'$# @%:!$1'!$"1# !"# '# ?(<A# $">%&# %K!%1!#

239



!XWY,!"##$%&Y$()X!+#,&X,$&-#)+X.&-!WX!+0+)X!+#,& 7$
!"#$%& '(%& )*+,& ,-+".-+/0& #112-,& 341.2,4& 5*4-4& .-4& 6#& *274& $+994-4614,& +6& 5*4&
,-#,46,+5+4,&#9&*.8+67&#64&#-&"#-4&1*+/$-46&.1-#,,&,#1+./&1/.,,4,&+6&5*4&#3,4-8.5+#6./&
9+6$#9%&:#9484-;&,.-465*##$&,5+//&1#65-+3254,&5#&+61-4.,+67&,#1+./&+64<2./+5+4,&#84-&
5*4&/+94&1#2-,4&.,&.&-4,2/5&#9&$+994-465&1.-44-&5-.=415#-+4,&.954-&5*4&3+-5*&#9&.&1*+/$&9#-&
9#"46&9+5*&$+994-465&,#1+./&3.1>7-#26$%&?6$44$;&5*4&,-#3.3+/+50&#9&34+67&4",/#04$&
,5-#67/0&$41-4.,4,&+6&5*4&04.-&#9&"#5*4-*##$&9#-&9#"46&9-#"&@AB;&.6$&+5&92-5*4-&
$+"+6+,*4,&+6&5*4&9#//#9+67&04.-,&!9+7%&C(%&D6&5*4&1#65-.-0;&./5*#27*&9#"46&9-#"&5*4&
,4-8+14&1/.,,&$41-4.,4&5*4+-&/.3#2-&".->45&.55.1*"465&+""4$+.54/0&.954-&"#5*4-*##$;&
+6&5*4+-&1.,4&5*4&,46./50&-4".+6,&,23,5.65+.//0&,5.3/4&#84-&5*4&/+94&1#2-,4%&
&
/0%&'1'&"&!"#$%&'#&%(('")'"*$+$,-'.*"/%/$&$01'")'/2$,+'23.&"124'%,4'!567!-'/1'12%*('($,#2'#"3.&20$",'")'
(084$2(9':$,2%*';.*"/%/$&$01<'3"42&('=$0>'*%,4"3'2))2#0(9'7*24$#024'.*"/%/$&$0$2('

&
?#2-@4A&B2/5+,2-,#,4&?2-840&C&D."+/0&.6$&?#@+./&.@5#-,&!EFFG(&
&

?#@+./& +64<2./+5+4,& ,/+7*5/0& +6@-4.,4& .954-& ,.-465*##$& ./,#& +9& #@@2,.5+#6./&
.@*+484"465& +,&@#6,+$4-4$;&6#5&34@.2,4&#9& .&"#5*4-*##$&,46./50&."#67& 5*4& /#94-&
@/.,,4,&C&9*#,4&?HIJ?& +,& 6#5& .994@54$& 30& 5*4& 3+-5*& #9& 5*4& 9+-,5&@*+/$&C;& 325& -.5*4-&
34@.2,4&#9&.&!,".//(&,-4"+2"&9#-&5*4&@*+/$-46&#9&5*4&,4-8+@4&@/.,,%&

H6&@#6@/2,+#6;&@.-44-&$+994-46@4,&30&,#@+./&#-+7+6&."#67&9#"46&,/+7*5/0&+6@-4.,4&
#84-& 5*4& /+94& @#2-,4& .6$& .-4& ,-+".-+/0& $-+846& 30& 4$2@.5+#6;& 8+.& +64<2./+50& #9&
4$2@.5+#6./&#,,#-526+5+4,%&J.-465*##$&$#4,&6#5&@#65-+3254&5#&5*4,4&$+994-46@4,&C&.6$&
5*4&@*.674,& 5*4-4+6&C&34@.2,4&#9&@#",#,+5+#6./&4994@5,;& -.5*4-&34@.2,4&#9&$+994-465&
@.-44-& 5-.=4@5#-+4,& .954-& "#5*4-*##$;& 9+5*& ,".//4-& ,46./5+4,& !#-& ,-4"+.(& ."#67&
9#"46& 9-#"& 5*4& ,4-8+@4& @/.,,& .6$& *+7*4-& ,46./5+4,& ."#67& @*+/$-46& #9& 5*4& /#94-&
@/.,,4,&!KLM&!"#$%!&!'(;&4,,4@+.//0&+9&/.3#2-&".-N45&,.-5+@+,.5+#6&+,&@#6,+$4-4$%&&

240



!' '
&
/0%&'1'!"'!"#$%&'(()*$++$,&-*(%*&'$*.#(/"/010&2*(+*/$0%3*$4.1(2$)*"%)*567!58*/2*-(,0"1*,1"--*(+*(#030%9*
:0%$"#*;.#(/"/010&2<*4()$1-*=0&'*#"%)(4*$++$,&-9*>?$#"3$*4"#30%"1*$++$,&-*

@
!"#$%&'()#*+,-#$-".&(!#$/&0(1(234,*0(356(!"%,3*(3%+"$.(7899:;(

#$%$&$#($)(

<9! ="11"#0%(8*>98*?"%&"10%08*59*"%)*!"%0,'$11"8*@9*ABCBCD9*5(,0"1*(#030%*"%)*,(4.$%-"&0(%*."&&$#%-*(E$#*
&'$*(,,F."&0(%"1*,"#$$#*0%*6&"129*!!"#%$%!&%'%(&!#8*)(0G<C9<<HHICCC<!JJKBCJBCJ<H9*

B9! =$#%"#)08* L98* ="11"#0%(8* >9* ABC<!8* $)-9D9* )*+!#"&%,-% .!!+/#"&%,0% #,*% $%!&#'% $"1#"&2&!#"&%,3% 4%
5%6/#1#"&78%4,#'90&0%%2%":8%;1#,06&00&%,%%2%$%!&%<)!%,%6&!%=,8>+#'&"&809*?'$1&$%'"4G*M13"#9*

K9! =1"F*!N*"%)*OF%,"%*7O*A<J!HD*;:8%4681&!#,%.!!+/#"&%,#'%$"1+!"+189*@$P*Q(#RG*L#$$*!#$--9*
S9! =#T)$#18*U98*V#"&W8*L98*X*="F$#8*>9*ABC<JD9*:0+$*,(F#-$*#$-$"#,'*P0&'*."%$1*)"&"G*"%*"%"12-0-*(+*&'$*

#$.#()F,&0(%*(+*-(,0"1*0%$YF"10&29*4*7#,!80%&,%?&28%5%+108%@808#1!:8*S<8*<CCBSH9*
Z9! ?"%&"10%08* 59* ABCBCD9* A#6&('&#% 8% *&0+(+#('&#,B#C% 6#"1&6%,&%-% 28!%,*&"D% 8% /%0&B&%,8% 0%!&#'8%

,8''E="#'&#%!%,"86/%1#,8#9*N01"%(G*L#"%,(*[%3$109*
!9! \"1"/2*?@* ABCCKD*!"%$1*4()$1-* +(#* &'$*"%"12-0-*(+* ,'"%3$*"%)*3#(P&'* 0%* 10+$* ,(F#-$* -&F)0$-9* 6%G*

N(#&04$#* U* "%)* 5'"%"'"%*NU* A$)-D*F#,*G%%H% %2% ":8%?&28%5%+1089*\0%3'"4G*V1FP$#*[,")$40,8*
ZCK]ZBH9*

H9! \^#R_%$%8*U98*N"%W(%08*[98*=0'"3$%8*M9*ABC<!D9*>$%)$#*0%$YF"10&0$-*0%*(,,F."&0(%"1*.#$-&03$*",#(--*
&'$*P(#R0%3*10+$G*[%*"%"12-0-*(+*&'$*,"#$$#-*(+*`$-&*>$#4"%-*"%)*5P$)$-*/(#%*+#(4*&'$*<JBC-*&(*
&'$*<JHC-9*4*7#,!80%&,%?&28%5%+108%@808#1!:8*BJG*S<aZ<9*

241



242

3.3 Composition in the Data Science 
Era



Can we Ignore the Compositional Nature of
Compositional Data by using Deep Learning
Aproaches?
Possiamo ignorare la natura composizionale dei dati
composizionali usando gli approcci di deep learning?

Matthias Templ

Abstract Care must be taken not to simply apply multivariate data analysis methods
to compositional data. For example, one can show that correlations are biased to be
negative, and almost all statistical methods result in biased estimates when applied
to compositional data. One way out is to analyze data methods from compositional
data analysis, i.e. by carrying out a log-ratio analysis. This contribution has its focus
on settings where only the prediction and classification error is important rather than
an interpretation of results. In this setting it is well-known that classification and
prediction errors are smaller with a log-ratio approach using traditional machine
learning methods. However, is this also true when training a neural network who
may learn the inner relationships between parts of a whole also without representing
the data in log-ratios? This contribution give an indication on this matter using one
real data set from chemical measurements on beers.
Abstract Bisogna fare attenzione a non applicare semplicemente i metodi stan-
dard di analisi statistica multivariata ai dati composizionali. Per esempio, si può di-
mostrare che le correlazioni sono distorte in quanto necessariamente negative, e che
quasi tutti i metodi statistici portano a stime distorte quando vengono applicati ai dati
composizionali. Una possibile soluzione consiste nel ricorrere all’approccio logra-
tio, basato su logaritmi di rapporti delle componenti. Questo contributo si concentra
su un’impostazione in cui il focus dell’analisi è tenere sotto controllo l’errore di
previsione e di classificazione piuttosto che l’interpretazione dei risultati. In questo
contesto, è noto che gli errori di classificazione e di previsione sono più piccoli
con un approccio logratio utilizzando metodi tradizionali di deep learning. Tuttavia,
questo è vero anche quando si addestra una rete neurale, che può imparare le re-
lazioni interne tra le parti di un insieme, anche senza rappresentare i dati sottoforma
di logratio? Questo contributo fornisce un’indicazione su questo tema utilizzando
un set di dati reali relativo a misurazioni chimiche sulle birre.

Matthias Templ
Institute of Data Analysis and Process Design, Zurich University of Applied Sciences, Rosen-
strasse 3, 8400 Winterthur, Switzerland, e-mail: matthias.templ@zhaw.ch
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Key words: compositional data analysis, artificial neural networks, prediction error

1 Compositional Data

Compositional data appears to be multivariate observations of a whole consisting
of only parts above zero. Care has to be taken not to simply apply multivariate data
analysis methods as per usual. For compositional data only the relative information
of the observations is of interest. Consider a D-part composition x = [x1, . . . ,xD]

′

with strictly positive parts x1, ...,xD. The same relative information is contained in
xi/x j and (axi)/(ax j) for any non-zero scalar value a. The composition can be re-
expressed as proportions, x∗ = ax by setting a= 1/∑xi. The composition x∗ belongs
to the (D−1)-standard simplex defined by

{
x∗ =

[
x∗1 . . . x∗D

]′ | x∗i > 0,
D

∑
i=1

x∗i = 1

}
.

In order to apply standard multivariate data analysis methods, the compositions
need to be represented in the Euclidean space, for example, by using isometric log-
ratio transformations, discussed in detail in Filzmoser et al. [2018].

The class of isometric logratio (ilr) coordinates aims to form an orthonormal
basis in a hyperplane and express the composition in it. The resulting vector z is in
RD−1, i.e. the isometric log-ratio transformtion maps the data from the simplex to
the Euclidean vector space.

One particular choice of a basis leads to

ilr(x) = z = (z1, . . . ,zD−1)
′

with

z j =

√
D− j

D− j+1
ln

x j

D− j
√

∏D
k= j+1 xk

, for j = 1, . . . ,D−1. (1)

These ilr coordinates are referred as pivot (logratio) coordinates [Filzmoser et al.,
2018]. Such a choice has also a primary importance for the coordinate system as a
whole. z j summarizes now all relative information (logratios) about x j, and can thus
be interpreted as the relative dominance of x j within the given composition. These
special pivot coordinates are used for model-based imputation of missing values or
rounded zeros, but also generally often in the regression context. Finally, z j = 0
indicates a balanced state between x j and an average behavior of the other parts in
the given composition.
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2 Artificial Neural Networks

A neural network is just a non-linear statistical model [Hastie et al., 2009], which is
based on a transformed (with an activation function) weighted linear combinations
of the sample values. Each neuron is formed by transformed weights and thus a neu-
ron hold some information on each variable and a set of observations. Each neuron
has an activation, depending on how the input information looks like. A layer in a
deep neural network is a collection of neurons in one step. There are three types of
layers: the input layer, the hidden layers, and the output layer. The goal of training a
network is to find the optimal weights for each connection between the neurons of
two layers. After setting initially all weights randomly, a loss function of the network
is defined. The output of the loss function is a single number judging the quality of
the neural network. To lower the value of the loss function, an adaptive moment es-
timation called Adam [Kingma and Ba, 2014, Ruder, 2016] is used (other methods
can be selected), which is a stochastic gradient descend method that uses adaptive
learning rates for each parameter of the algorithm. With this gradient descend opti-
mization all the weights are optimized to reach the next local minimum resulting in
the most rapid decrease. This is causing the most rapid decrease in the loss function.
The (stochastic) gradient used to adjust these weights is computed with back propa-
gation, whereby the weights gets updated. Choosing a proper activation function, a
deep neural network is able to find non-linear relationships between a target variable
and predictors.

Next to the choice of the activation function a lot of parameters must be chosen.
In brackets is our choice: the loss (mean squared error) and evaluation (absolute
error) metrics, the number of epochs (500), a patient value (50), the number of layers
(10), the number of neurons in each layer (1000, 900, ..., 100), possible dropout
(10% in the first 5 layers) are the most important parameters to choose adequately
to prevent over- or underfitting.

3 Data and Results

To demonstrate if one can ignore the compositional nature in a classification context,
a real-world dataset on chemical compounds of beer had been selected.

The 48 beers of the beer data set [Varmuza et al., 2002] had been measured
before and after beer aging, resulting in 96 measurements. The chemical measure-
ments were taken using a gas spectrometer. It should be noted that beer experts can
recognize a beer brand based on its constant, fresh flavor. Beer aging results in the
production of stale flavors, regardless it is heat-induced or inadequate storage; thus,
the original flavor is lost. A good classifier should recognize whether a measurement
is from an aged beer, because the chemical composition differs [Templ and Templ,
2020].

Figure 1 represents an extended analysis of Templ and Templ [2020] using ar-
tificial deep neural networks. The following methods were compared: naive bayes,
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linear discriminant analysis (lda), k nearest neighbor classification (knn), general-
ized linear models with family multinomial (glm), random forest with parameter
tuning (cforest) and aritificial deep neural networks (ann). The dataset was put into
classification untreated (no), column normalized to mean 0 and variance 1 (nor-
malized), logarithmized (logarithm), logarithmized and normalized (norm + log),
brought to constant row sum (percentages), brought to constant row sum and nor-
malized (percentages norm), displayed in centered and pivot coordinates. The miss-
classification was determined with 10 times repeated 10-fold cross validation, but
for the artificial neural network a cut-off was made due to high computation times
and a simplified cross validation with 5 times repeated random assignment in 75%
training data and the rest as test data was used and the average reported.

It is shown that in principle a classifier applied to pivot coordinates gives better
results, i.e. compositional data analysis results in smaller misclassification rates than
normalizing or logarithmizing only. Random forests and artificial neural networks
clearly represent non-linear methods. While for random forests a pivot log-ratio
transformation helps as well, the results for logarithmized and normalized data are
best for ann, followed by pivot coordinates. The presentation in constant row sums
(e.g. as percentages) have negative influence on almost all methods, but especially
the aritifical deep neural network cannot deal with such constraints.

10.61
12.12
12.12

0

6.06
4.55

5.65

5.65
1.18

5.91
0.47
0.47

4.12

3.37

4.37
1.18

0.94
0.94
0.94

2.38

2.87

2.38
2.38

2.14
2.14

1.18

4.37

8.04

4.12
1.9

1.65
1.18
1.18

0.47

1.65

0.94
0.7
0.7

0.23
0.23

ann

cforest

glm

knn

lda

naive bayes

0 5 10
missclassifications (unit %)

no
normalized

logarithm
norm + log

percentages
percentages_norm

centered coordinates
pivot coordinates

mc knn, no: 24.64%
mc ann, perc: 55%

 mc ann, perc_norm: 38% 
 

Fig. 1 Missclassification rate (in %) for different machine and deep learning methods, transforma-
tions and normalizations, for the beer data set.
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4 Discussion and Conclusion

In the context of results of Templ [2020], which looked at the performance of im-
puting rounded zeros with artificial neural networks (similar context with compo-
sitional consideration and without it), and Lubbe et al. [2021], which looked at the
performance of imputing rounded zeros from high-dimensional bionomic data, the
following can be stated.

Templ [2020] and Lubbe et al. [2021] showed that a compositional treatment
of data is important even for artificial neural networks and improves the results.
The neural network learns better when the data is represented in pivot coordinates.
Applying a neural network to data without taking the special nature of compositional
data into account leads to worse results. Thus, the neural network does not learn all
non-linear (compositional) relationships, although enough layers and neurons have
been chosen and an optimal parameter setting has been set.

For the classification of the beer data set, the results are not black/white but a ten-
dency is visible. We recommend a compositional pre-treatment of the data before
estimating an artificial neural network. The tendency is that it gives better results
and the neural network has an easier time learning the non-linear (compositional)
relationships. And it can go really wrong when working with untransformed rep-
resentation of the data in percentages (or generally with constant row-sums). For
classification problems where a prediction error or misclassification rate is in the
foreground, a compositional approach is therefore also advantageous for an artifi-
cial neural network.

This finding thus provides the result that - although an artificial deep neural net-
work can learn non-linear dependencies - taking into account the compositional
nature of the data by using appropriate logarithmic representations of the data is
benefitial also before applying such non-linear methods. The results can improve
significantly and the stochastic gradient algorithms used to optimise the network
perform better in log-ratio coordinates.

Future work includes testing the methods on various other data sets and compar-
ing them in simulation studies.
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Principal balances for three-way compositions
Bilanciamenti principali per composizioni a tre vie

Violetta Simonacci

Abstract Orthonormal balances resulting from a sequential binary partition (SBP)
are one of the preferred tools for transforming compositional data in real space
coordinates.The interpretability of this approach, however, greatly depends on the
relevance of the SBP. SBPs can be chosen with the help of expert knowledge or with
data-oriented methods, such as Principal Balances analysis. This results in an SBP
whose balances maximize the explained variance in a subsequent manner. Principal
balances can be calculated in an exact way or in an approximate fashion by us-
ing methods based on PCA for compositional data. In this work a method for the
approximation of principal balances in the more complex case of three-way com-
positions is proposed. Here the additional difficulty given by the introduction of
third mode variability is dealt with. In particular an algorithm based on the Tucker3
model is used which allows to keep the variability of the third dimension separate
in the definition of principal balances.
Abstract I bilanciamenti ortonormali risultanti da una partizione binaria se-
quenziale (SBP), sono uno dei metodi più usati per la trasformazione dei dati
composizionali in coordinate reali. L’interpretabilità di questo approccio, tuttavia,
dipende in gran parte dalla rilevanza dell’SBP. Una SBP può essere scelta con
l’ausilio di conoscenze specialistiche o con metodi basati sui dati, come l’analisi
dei bilanciamenti principali. Ciò si traduce in una SBP i cui bilanciamenti mas-
simizzano in maniera sequenziale la varianza spiegata. I bilanciamenti principali
possono essere calcolati in modo esatto o approssimativo utilizzando metodi basati
sull’analisi delle componenti principali. In questo lavoro viene proposto un metodo
per l’approssimazione dei bilanciamenti principali nel caso più complesso di com-
posizioni a tre vie. Qui viene affrontata l’ulteriore difficoltà data dall’introduzione
della variabilità del terzo modo. In particolare viene utilizzato un algoritmo basato
sul modello Tucker3 che permette di mantenere separata la variabilità della terza
dimensione nella definizione dei bilanciamenti principali.

Violetta Simonacci
University of Naples Federico II - Department of Social Sciences ,Vico Monte della Pietà, 1 -
80138 Napoli e-mail: violetta.simonacci@unina.it
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1 Introduction and preliminary concepts

Compositional data (CoDa) are vectors of positive elements referred to as composi-
tional parts because they describe the proportions of a whole. For this reason, these
vectors carry relative information and are characterized by a negative covariance
bias. An evident consequence of this constraint is that CoDa’s geometry is non-
Euclidean. Compositions are forced in a subspace of the real space, called simplex,
therefore direct application of conventional statistical tools is inappropriate.

A set of I CoDa vectors comprising the same J-parts can be arranged in two-way
matrices V(I × J). If the same compositions are recorded at different K occasions
(locations, time-points, etc) the K two-way matrices obtained can be considered as
the frontal slices of a three-way compositional profile data array V(I × J ×K) and
identified as Vk. These three-way compositions present the multiple difficulty of
having to deal with both a constrained structure and three-fold variability.

For two-way data, in order to overcome the problem of a bounded sample space
CoDA are typically projected onto the unconstrained real space by expressing them
in logarithms of ratios between parts. Several types of such transformations have
been proposed. Specifically, Aitchison suggested three transformations [1, 2].

(i) The pairwise log-ratio (plr), which simply considers all the possible ratios
among parts and has the disadvantage of greatly increasing data size. (ii) The ad-
ditive log-ratio (alr) which considers the ratios of all component with a reference
element and has the disadvantage of providing a non-isometric mapping of the origi-
nal vector. (iii) The centered log-ratio (clr) which provides an isometric mapping by
considering the ratios between the elements of a compositional vector and its geo-
metric mean. The clr transformation has, however two major shortcomings: it yields
a singular covariance matrix and does not provide an orthonormal basis. So far, due
to its simplicity this has been the preferred method for most three-way applications
where complex tools such as the Candecomp/Parafac and the Tucker3 models have
been used to study the data accounting for three-way variability [3, 13].

Nonetheless, another transformation introduced by Egozcue et al. [4] ensures
much better defined properties and could simplify interpretation under certain cir-
cumstances: the isometric log-ratio (ilr) transformation. This alternative provides an
isometric isomorphism and allows to express CoDa with respect to an orthonormal
basis.

A way to find ilr-coordinates for a D-part composition is to obtain a set of D−1
orthonormal balances with a sequential binary partition (SBP) [5] which divides the
composition into a sequence of non-overlapping groups all characterized by the con-
trast of two sub-compositions. In this manner the total variance is also decomposed
into the sum of the variances explained by each balance. The associated orthonormal
basis in the simplex is composed of the corresponding balancing elements.
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The ease of interpretation of ilr-coordinates obtained in such a fashion strongly
relies on the capability of finding a meaningful SBP. This can be done manually
with the help of expert knowledge, if available. Alternatively to manual selection of
a proper SBP, Principal Balance Analysis (PBA) can be used instead. This methods
is based on data exploration and aims to identify a set of principal balances (PB)
which successively maximize the explained variance of the data.

The problem with the exact computation of PBs is that it becomes unfeasible
as the number of parts increases [10, 6, 9, 11]. This is because the number of all
possible SBPs to consider becomes hard to manage for compositions with a large
number of parts. As shown in [10], for a J-part composition, the number of possi-
ble SBP is J!(J−1)!

2J−1 thus approaches which provide an acceptable approximation of
PBA search may be a better option than exact estimation. One of this approaches is
the Maximum explained Variance hierarchical balances (MV) approach which uses
CoDa-PCA, i.e. PCA performed on clr-coordinates, as a starting point.

For three-way composition the selection of an adequate SBP in terms of princi-
pal balances becomes even more challenging because studying K occasions means
having to account for different variability structures. Each frontal slice represents
its owns dataset with a given variability which may differ from other occasion es-
pecially if the data does not present close-to-perfect trilinearity. Thus, the best SBP
for the k = 1 slice may not be the best one for the k = 2 slice. For this reason a
method similar to the PBA approach modified as to allow the simultaneous mod-
eling of the diffferent structure of the K matrices could be a good solution for a
feasible approximation of PBs in a three-way setting.

In this work a three-way PBA method is proposed. The structure of the estimating
algorithm is quite similar to that of MV, however instead of using Coda-PCA as a
starting point CoDa-Tucker3 is used instead. The procedure is detailed in Section 2
while is Section 3 initial findings and a conclusive discussion are presented.

2 Methods

Balances are generally described by the following generic notation:

b =

√
rs

r+ s
ln

gm (v+)
gm (v−)

, (1)

where v+ and v− are two non-overlapping sub-compositions of a complete J−part
composition v; r and s are the number of parts in v+ and v− respectively, and gm
indicates the geometric mean of corresponding parts.

Two-way PBA looks for orthonormal PBs which maximize explained variability
in a subsequent manner, so for a set of I compositions of J-parts arranged in a V(I×
J) matrix it yields J−1 Principal Balances obtained as the projection of the data on
the corresponding balancing elements. A new matrix of ilr-coordinates Y(I × (J −
1)) is obtained. This search can be carried out by considering all possible sets of
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PBs, however, this is highly demanding from a computationally stand point, thus,
sub-optimal algorithms which provide an adequate estimation can be used instead,
like the MV algorithm.

For three-way compositions, estimation of PBs is an even more challenging task.
Let us consider an array of compositions V(I×J×K) with frontal slices Vk(I×J).
The selection of optimal Principal Balances for each Vk(I × J) may differ as the
variability structure of each slice is different. Thus, the first step would be to find
a feasible compromise. One solution could be to simply avaraging all slices and
then carrying out a standard PBA. As well-known in three-way analysis, however,
averaging has always the great disadvantage of merging modes variability [8]. In
this perspective, a way to obtain one estimate for all slices through proper modeling
can provide a more reliable solution.

To study the variability structure of multiple populations simultaneously the
Tucker3 model [14] can be used, which is in essence a three-way principal compo-
nent analysis. This model yields four sets of parameters: (i) three loading matrices
A(I×P) , B(J×Q) and C(Q×R) where P, Q and R are the number of components ex-
tracted for the first, second and third mode respectively; (ii) and a tridimensional
core array G(P×Q×R) with generic element gpqr representing the strength of the
connection between each triad of components pqr.

In a compositional setting the Tucker3 model can be easily carried out on an array
of clr-transformed data Z(I× J×K), much like CoDa-PCA, without any particular
issue (see [7]). Using the element-wise notation, the Coda-Tucker3 model can be
written as:

zi jk =
P

∑
p=1

Q

∑
q=1

R

∑
r=1

gpqr(aipb jqckr)+ epqr, (2)

where zi jk is the generic element of the array of clr-coordinates, epqr is the generic
element of the array of residual E(I × J ×K) and aip, b jq and ckr are the generic
elements of the first, second and third mode loading matrices.

The standard algorithm returns orthonormal loading matrices even though the
model is characterized only by subspace uniqueness, thus infinite bases could be
identified. The advantage of using the loading matrix B for identifying a reliable
SBP is that each mode subspace is estimated and can be read separately, in this way
the influence of occasion variability is minimized.

At this point, just as in the MV algorithm, the first component is used to identify
the first principal balance by contrasting parts with positive loadings and parts with
negative loadings as in eq. 1. Afterwards, checks for variability changes given by
moving each positive part to the negative grouping is performed and then the PB
is stored. In a similar fashion the remaining PBs are found by performing the same
steps on the largest sub-composition for a total of J−1 PBs.
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3 Preliminary results and discussion

As a preliminary test of the presented methodolgy a three-way data-set on student
satisfacion has been considered. The dataset is given by the scores assigned by the
avarage student of 10 degree programs (I = 10) to 18 items (J=18) which can be
intepreted as parts of a composition, since they represent different aspects of total
student satisfacion [12]. Scores were recorded for 6 consecutive years from 2012 to
2017 (K = 6). In brief the considered parts of the compositiona are: 1 General Work-
load (G_W), 2 General Organization (G_O), 3 Individual Time (I_T), 4 Starting
knowledge (S_K), 5 Topic (TOP), 6 Work load (W_L), 7 Teaching material (T_M),
8 Other activities (O_A), 9 Exam procedures (E_P), 10 Teacher timetable (R_H),
11 Teacher Motivation (MOT), 12 Teacher Clarity (CLA), 13 Teacher Availability
(AVA), 14 Teacher Helpfulness (HEL), 15 Classroom (CLS), 16 Equipment (EQU),
17 Interest in the topic (INT), 18 Overall Satisfaction (SAT). For more details on the
data-set set see also [15].

The Tucker3 methodology applied to the described data yielded the SBP pre-
sented in Table1 where the parts included in the v+ and the v− sub-compositions
of the corresponding principal balance are identified with the “+” and “-” symbols
respectively. Initial findings show that the PBs obtained with the proposed three-
way-PBA are different from those simply obtained with a standard PBA (exact or
approximated) on the average matrix. Thus, a much more reliable SBP which con-
siders the three-way nature of the data is ensured.

Table 1 SBP yielded by the three-way PBA
G_W G_O I_T S_K TOP W_L T_M O_A E_P R_H MOT CLA AVA HEL CLS EQU INT SAT

1 - - - - + - - + + + + + + + - - + +
2 - - - + + + + + + -
3 - - - - - - + +
4 + - - - + -
5 + + + - - -
6 - + + -
7 - - + +
8 + + -
9 - - +

10 + -
11 + -
12 + -
13 + -
14 + -
15 + -
16 + -
17 + -

Interpretation is coherent with the clr log-contrasts obtain with a PARAFAC
model, however they appear much easier and straight forward to interpret and to fur-
ther analyze. The first PB, for example, which explains over 55% of total variability
shows the contrast between elements which evaluate the professional characteristics
of the teacher against all other aspects of satisfaction (student readiness, facilities,
course origanization, etc. . . ). To further assess the methodology presented, a full
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comparison with standard PBA on the average matrix with different estimation ap-
proaches will be developed. Additional steps also may be included in the estimation
routine, such as rotations. scaling or proper representations, in order to improve
results readability.
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Robust Regression for Compositional Data and
its Application in the Context of SDG
Regressione Robusta per Dati Composizionali e
un’Applicazione nel Contesto degli SDG

Valentin Todorov and Fatemah Alqallaf

Abstract In the course of the Agenda 2030 of Sustainable Development, agreed by
all UN Member States in 2015, 17 Sustainable Development Goals (SDGs) with 169
specific targets have been identified to addresses the balance between the aspiration
for a better life with the limitations imposed by nature. These measure different
aspects of the economic, social and environmental development within countries and
their mutual relationships has been the topic of numerous studies. We are interested
in one especially important question, namely, how the size of different sectors of
the manufacturing industry influences the well-being of population. In this case, as
in many practical situations of data analysis of social, economic and technical data,
the explanatory variables describe the relative contributions of the components on
the whole and the sum of the variables (parts) is not important, i.e. we are dealing
with compositional data. As it is often the case, outliers might have influence on the
results of the analysis, and to cope with this we apply robust regression using MM-
type estimates. The inference is performed through estimating the the distribution
of the parameters using fast and robust bootstrap.
Abstract Nel corso dell’Agenda 2030 per lo sviluppo sostenibile, approvata da tutti
gli Stati membri delle Nazioni Unite nel 2015, sono stati identificati 17 obiettivi di
sviluppo sostenibile (SDG) con 169 obiettivi specifici per affrontare l’equilibrio tra
l’aspirazione a una vita migliore e i limiti imposti dalle natura. Questi obiettivi
misurano diversi aspetti dello sviluppo economico, sociale e ambientale all’interno
dei paesi e le loro interconnessioni sono state oggetto di numerosi studi. Siamo
interessati a una questione di particolare importanza, ovvero come le dimensioni
dei diversi settori dell’industria manifatturiera influenzano il benessere della popo-
lazione. In questo caso, come in molte situazioni pratiche di analisi dei dati sociali,
economici e tecnici, le variabili esplicative descrivono il contributo relativo di cias-
cuna componente rispetto al loro insieme e la somma delle variabili (parti) non è
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rilevante, in altri termini si tratta di dati composizionali. Come spesso accade, i
valori anomali potrebbero avere un’influenza sui risultati dell’analisi, pertanto per
far fronte a questa criticità applichiamo una regressione robusta utilizzando stime
di tipo MM. L’inferenza viene eseguita stimando la distribuzione dei parametri at-
traverso l’algoritmo fast-robust bootstrap.

Key words: Industrialization, SDG, robust regression, compositional data

1 Introduction

The Sustainable Development Goals (SDGs) are the core of the 2030 Agenda for
Sustainable Development and drive the global, regional and national development in
the future. SDG 9 calls for building resilient infrastructure, promoting sustainable
industrialization and fostering innovation and at the same time through the SDG
interlinking promotes advancements in a large number of social, economic and en-
vironmental goals. The manufacturing sector and related service industries provide
jobs, generate incomes, thus reducing poverty, and allows for rapid and sustained in-
creases in living standards. A number of UNIDO reports search for evidence on how
closely industrial development is linked to people’s living conditions and the qual-
ity of their lives [see 9, and the references therein]. The level of industrialization,
often measured by the manufacturing value added (MVA) per capita, is highly cor-
related with many social indicators. The higher a country’s industrial development,
the more resources are available for human development. Although industrializa-
tion contributes to the universal objective of economic growth, its impact differs
depending on the country’s stage of development. One very important question that
can help reveal some specifics of development is how the size of different sectors of
the manufacturing industry influences the well-being of population. To answer this
substantial question, the manufacturing industry is divided according to the technol-
ogy intensity in the sector into the three groups: low technology, medium-low tech-
nology manufacturing (referred to as medium-technology), and medium-high and
high technology manufacturing (referred to as high-technology). Then the influence
of the value added in these groups (relative to the total manufacturing value added)
on social indicators related to different SDG goals, is analyzed. Alternatively, in-
stead of using manufacturing value added, the country’s exports, disaggregated into
four categories could serve as proxy for measuring the industrialization intensity as
shown in [7].
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2 Compositional Data

Compositional data were defined traditionally as multivariate data with positive val-
ues that sum up to a constant (1 or 100 per cent or any other constant), i.e. con-
strained data [1]. Nowadays this definition is generalized in more practical terms to
any set of multivariate observations with strictly positive components where rela-
tive rather than absolute information is relevant for the analysis. Often this property
of the data is ignored, although linear regression models are only reasonable if the
covariates x = (x1, . . . ,xD)′ carry absolute information [3].

Figure 1 A ternary diagram
displaying the proportion of
the three technology groups:
low technology (LT), medium-
low technology (MT), and
medium-high and high tech-
nology (MHT) which sum to
100%. The backtransformed
Mahalanobis distance toler-
ance ellipses, classical (blue)
and robust (red), identify a
number of outliers (the coun-
tries falling out of the red
ellipse).

Compositional data are described by the so-called Aitchison geometry which is
isomorphic to a D− 1 Euclidean space. The isomorphism between the two spaces
is called isometric logratio (ilr) transformation and can be given as an orthonormal
basis

zi =

√
D− i

D− i+1
log

xi

D−i
√

∏D
j=i+1 x j

, i = 1, . . . ,D−1. (1)

All relevant information about the compositional part x1 is given by z1 and a
permutation of the other parts x2, . . . ,xD does not change the value of z1 [3].
To represent the information about the other compositional parts xl , l = 1, . . . ,D,
a different orthonormal basis can be constructed by replacing (x1, . . . ,xD) with
(xl ,x1, . . . ,xl−1,xl+1, . . . ,xD) := (x(l)1 ,x(l)2 , . . . ,x(l)l ,x(l)l+1, . . . ,x

(l)
D ):

z(l)i =

√
D− i

D− i+1
log

x(l)i
D−i
√

∏D
j=i+1 x(l)j

, i = 1, . . . ,D−1. (2)

With the transformed, D− 1 dimensional, covariates z(l), linear regression models
can be used to analyze the data. The parameter estimates and inference statistics
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obtained with the model for z(l) are only interpretable for the parameter of z(l)1 . To
get information about all compositional parts, D models have to be fit to all possible
transformations z(l), l = 1, . . . ,D. In our analysis, the value added is split into 3 parts,
resulting in 3 regression models for 3 different orthonormal bases. Figure 1 shows
a ternary diagram with proportional representations of the three explanatory vari-
ables. The backtransformed Mahalanobis distance tolerance ellipses, which were
computed using the Minimum Covariance Determinant (MCD) estimator [2] iden-
tify a number of outliers (the countries falling out of the red ellipse). Due to poten-
tial outlying data points, ordinary least squares regression would not give reliable
results.

3 Robust Regression with Compositional Data

The approach for linear modeling of compositional data proposed by Hron et al. [3]
is based on classical linear regression and thus will be sensitive to the presence of
outliers in the data set. To cope wit this, we propose to use robust regression which
is the means to analyze data when outlying data points are present. For this anal-
ysis, robust MM-type estimates for linear regression [10], will be used. The MM
estimator has a high efficiency under the linear regression model with normally dis-
tributed errors. Because it is initialized at the high breakdown point S-estimates, it
is also highly robust to outliers (see e.g. Chapter 5 in [4]). The computation will be
performed with the R function lmrob from the robustbase package [5].

The regression models for the three different orthonormal bases are of the form

y = β0 +β (l)
1 z(l)1 +β (l)

2 z(l)2 + ε l = 1,2,3 (3)

where y is the value of a social indicator and the z(l)i are the isometric logratios of
the share in total value added with different orthonormal bases l.

In order to get appropriate point-wise confidence intervals for the parameters β (l)
1

without assuming a certain data distribution, the distribution of the parameters was
estimated using fast and robust bootstrap [6].

4 Example: Life Expectancy at Birth

To illustrate the approach we consider the example described in the introduction.
The data comes from different international statistical databases. Data on value
added by industry was obtained from the UNIDO INDSTAT database available at
stat.unido.org which comprises industrial statistics for all 22 divisions of the man-
ufacturing sector in 174 countries. Several variables, including the value added, are
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available from 1963 to 2018, but only data for 2018 has been used for this exam-
Tple. Too reduce the complexity of the analysis, instead of the 22 divisions, a derived

classification into three technology groups low technology, medium-low technology
manufacturing, and medium-high and high technology manufacturing, as defined in
[8, p. 244], was used. The final value added, aggregated for the three technology
groups, was available for 91 countries. Data on overall human development were
taken from the Human Development Report published by United Nations Develop-
ment Programme http://hdr.undp.org/en.

Life expectancy at birth is a key indicator for SDG 3 (Ensure healthy lives and pro-
mote well-being for all at all ages). For an appropriate analysis of this relation, the
compositional structure of the data must be taken into consideration. Furthermore,
to control the influence of outlying data points, robust regression estimates have to

fbe employed and faast and robust bootstrap yields reliable inference for these esti-
mates. The value of the parameter β (l)

1 l = 1,2,3 indicates how much the response
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Figure 2 The life expectancy at birth indicator as a function of the contribution of each of the
MVthree technology groups to the total VAA.

variable changes on average by a unit change of the logratio between the contribu-
tion of the sector of interest and an average of the contributions of the remaining
sectors. While the relative size of the low- and medium-technology sector has a

efnegative fffect on the life expectancy, a larger high-technology sector results in a
higher life expectancy. The most pronounced influence has the contribution of the

coefhigh-technology industry. The estimated ffificient is high and significantly posi-
tive (3.05814; p-value is 4.8e-07) (it lies between 1.94 and 4.18 with 95% certainty,
and is therefore significantly positive). The values of β (1)

1 and β (2)
1 are negative, so

MVthe larger the share of the low- or medium-technology industry in total VAA is, the
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lower the life expectancy. If using the standard model, the high-technology sector
does not have a significant influence on the life expectancy anymore, in comparison
to the very high influence in the model with the ilr-transformed value added.

5 Summary and Conclusions

Well-being is strongly influenced by the relative contribution of different manufac-
turing industries to the total manufacturing value added. To build appropriate re-
gression models, it is crucial to be aware of the compositional nature of the data and
for the estimates and inference to be resistant to outlying data points. Taking into
account all these aspects, the resulting regression models for different social indica-
tors and the structure of manufacturing support the statement. A large contribution
of the high-technology manufacturing industries helps to significantly enhance hu-
man development.
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Spatially balanced indirect sampling to estimate
the coverage of the agricultural census
Campionamento indiretto spazialmente bilanciato per la
stima di copertura del censimento dell’agricoltura

Federica Piersimoni and Francesco Pantalone and Roberto Benedetti

Abstract Coverage error in census has become an important statistical issue. In this
paper we address the design of the coverage survey through the use of spatially
balanced sampling designs and the employment of indirect sampling framework.
Spatially balanced sampling exploits the spatial component of the target population,
while indirect sampling is taken into account since a frame linked to the target pop-
ulation is assumed to be available. Some proposals are presented and their efficiency
investigated by means of Monte Carlo simulations.
Abstract L’errore di copertura nei censimenti è diventato un importante problema
statistico. In questo articolo studiamo il campionamento dell’indagine di copertura
attraverso l’uso di campionamenti spazialmente bilanciati e il framework del cam-
pionamento indiretto. Campionamenti spazialmente bilanciati catturano la compo-
nente spaziale della popolazione di interesse, mentre il campionamento indiretto è
preso in considerazione siccome ipotizziamo la disponibilità di un frame collegato
alla popolazione di interesse. Alcune proposte sono presentate e la loro efficienza
investigata per mezzo di simulazioni Monte Carlo.

Key words: Agricultural Census, Coverage Survey, Indirect Sampling, Spatially
Balanced Sampling.
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1 Introduction

Coverage error in census is due to omissions or duplications of statistical units in the
census enumeration. This has become an important statistical issue. For example,
the U.S. Bureau of the Census has been sued in federal court more than 50 times
regarding the completeness of the 1980 census. In order to obtain an estimate of the
coverage error additional information is necessarily needed. Indeed, an estimate of
the coverage error cannot be obtained from the census data themselves, and usually
an independent sample survey is obtained over the same target population U . This
independent survey is often called coverage survey (CS) and can either precedes
(pre-enumeration survey) or follows (post-enumeration survey) the census. Once
the data from the coverage survey are obtained, a model is employed in order to
estimate the under/over-count. In agricultural census, the CS is usually employed for
the selection of areas, and coverage rate of the agricultural holdings are of interest,
i.e. the ratio between the number of farms pointed out over the Census and the
number of really existing farms.

In 2010, ISTAT performed the agricultural census with the aim of enumerate all
the agricultural holdings in the country. Afterwards, ISTAT carried out the CS aimed
at providing a measurement of the degree of coverage of the Census with respect to
the population of farms through an areal sample where the final sampling units were
about 1,500 cadastral maps extracted from the Land Registry Office [ISTAT, 2013].
It was designed with a two-stage sampling. In the first stage, municipalities were
stratified according to their provinces. For each stratum, a number of municipalities
were selected with probability proportional to the number of agricultural holdings
they had. In the second-stage, portion of maps stored in the cadastre were selected
with equal inclusion probabilities from each municipality selected in the first stage.
Note that the sampling units are the cadastral maps (territorial unit into which each
municipality is divided, and each map is divided into continuous parcels) of the
Land Registry.

We address the designing of the CS for agricultural census through spatially bal-
anced sampling, and we consider the CS in the context of indirect sampling. The use
of the former is motivated by the strong spatial component of the problem. Indeed,
units distributed over a region of interest tend to be similar since they are influ-
enced by the same set of factors, which is especially true in agricultural surveys,
where units close together are influenced by the same soil fertility, weather, pol-
lution, and other spatial factors. In order to exploit this feature, spatially balanced
sampling designs select sample well spread over the region of interest. For a review,
see [Benedetti et al., 2015]. The framework of indirect sampling [Lavallée, 2007]
is taken into consideration, since in our proposal we sample portion of cadaster in
order to select holdings. Indeed, we do not sample from a frame of the target popu-
lation (of holdings), but we sample from a frame (of portion of cadaster) linked to
the target population. The paper is organized as follows. In Section 2 we introduce
the theoretical framework, while in Section 3 we discuss some proposals for the CS
and corresponding efficiency is investigated by means of a Monte Carlo simulation.
Finally, Section 4 provides conclusions and future research.
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2 Theoretical framework

Suppose a finite population UB = {1, . . . ,N} is of interest. We denote with S the
set of all possible subset of UB. A sample without replacement is an element s ∈S ,
and a sampling design is a probability distribution on S such that p(s) ≥ 0 and
∑s∈S p(s) = 1. The probability of selecting unit i is called first-order inclusion
probability and given by πi = ∑s∋i p(s), while the probability of selecting unit i
and j in the same sample is called second-order inclusion probability and given
by πi j = ∑s⊃{i, j} p(s). In the design-based approach the variable of interest y is
considered deterministic, and we can estimate the total of y, ty =∑N

i=1 yi, through the
Horvitz-Thompson estimator [Horvitz and Thompson, 1952] ty,HT = ∑i∈s

yi
πi

, which
is unbiased with respect to the design when πi > 0∀i ∈U .

Standard way to proceed in survey sampling requires a frame for the target pop-
ulation UB, from which a sample of units is selected by means of a sampling design
p(s). Unfortunately, in some circumstances no frame is available for UB. We may
have a frame for another population UA, which is linked to the target population UB.
Indirect sampling consists on select a sample sA from UA and exploit the linkage
with UB in order to produce the desired estimate. The major challenge is to assign a
selection probability or an estimation weight to the units of the population UB.

The generalised weight share method (GSWM) [Lavallée, 1995] is a generalisa-
tion of the weight share method [Ernst, 1986] and produces an estimation weight
for each surveyed unit of the population UB, through an average of the sampling
weights of the population UA. Suppose the population target UB is composed by MB

units and divided into N clusters, where the i-th cluster has MB
i units, and the linked

population UA is composed by MA units. We select a sample sA of mA units from
UA by means of a sampling design with first order inclusion probabilities πA

j > 0
∀ j ∈UA. Moreover, we suppose there exists a relationship between units j of pop-
ulation UA and units k of cluster i of the population UB, and we indicate this rela-
tionship through an indicator variable l j,ik, which is equal to 1 when a link exists
between j ∈ UA and unit ik ∈ UB, and equal to 0 otherwise. The total of links be-
tween the unit j ∈ UA and the units k of cluster i of population UB is given by
LA

j = ∑N
i=1 ∑MB

i
k=1 l j,ik, whereas the total of links for any unit k of a cluster i of pop-

ulation UB is given by LB
ik = ∑MA

j=1 l j,ik. Note that in order to use the GSWM, we

must satisfy LB
i = ∑MB

i
k=1 ∑MA

j=1 l j,ik > 0. Starting from the sample sA, for each unit
j ∈ sA we identify the units ik of UB that have a non-zero link with j, and for each
of those units we assume we can set up the list of MB

i units of cluster i containing
this unit. Therefore, each cluster i represents within itself a population UB

i where
UB =

⋃N
i=1 UB

i . Then, let Ω B be the set of n clusters identified by the units j ∈ sA,

that is Ω B = {i ∈UB|∃ j ∈ sA and Li, j > 0} with L j,i = ∑MB
i

k=1 l j,ik.
We can now survey all the units k of cluster i ∈ Ω B. In particular, we record the

variable of interest yik and the number of links LB
ik. We suppose that, for the tar-

get population UB, the parameter of interest is the total Y B = ∑N
i=1 ∑MB

i
k=1 yik, which
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can be estimated by Ŷ B ∑n
i=1 ∑MB

i
k=1 wikyik, where n is the number of clusters surveyed

and wik is the weight assigned to unit k of cluster i. These weights are obtained by
the GWSM, in such a way the final weights are calculated according to a weighted
method within each surveyed cluster. Indeed, for the weight wik, the method starts
with the computation of an initial weight, which is the inverse of the inclusion prob-
ability of the unit selected from UA and with link with the cluster i (if the unit does
not have a link, the initial weight is equal to zero). Then, the final weight is obtained
as the ratio of the sum of the initial weights for the cluster over the total number of
links in the cluster, and it is assigned to all units in the cluster.

In this work we investigate the use of spatially balanced sampling designs for the
selection of units from the population UA. Spatially balanced sampling designs se-
lect samples well-spread over the population of interest. Technically, a well spread
sample has a number of selected units on every part of the study region close to
what is expected on average [Grafström and Lundström, 2013]. The idea is that a
spread sample could capture the spatial heterogeneity of the population, which in
turn could improve the efficiency of estimates compared to the efficiency of esti-
mates achieved by data obtained from non-spatial sampling designs. For more de-
tails about efficiency and extensive simulations, see [Benedetti et al., 2017].

3 Proposals and simulations

In this section we discuss some proposals for the sampling design to employ in the
CS, and we present a set of simulations where the efficiency of these proposals are
investigated. An artificial population that mimics the situation that ISTAT faced in
2010 is generated through the following steps.

1. A regular 30×30 grid that represents the cadastral maps is generated, and the mu-
nicipalities limits are generated by aggregation of the cadastral maps by means of
a clustering algorithm based on a Minimum Spanning Tree [Assunção et al., 2006],
which is used in 50 contiguous groups (clusters) and with a number of prefixed
cadastral maps between 12 and 38.

2. Two populations that represent clustered and sparse configuration of holdings,
respectively, are generated. Toward this end, two series of 1,000 points are
generated according to the Neyman-Scott process with Cauchy cluster kernel
[Waagepetersen, 2007] and are overlaid on the grid. These points represent the
center position of the farms. The intensity of the Poisson process is equal to 10,
and the mean number of units per cluster is 100. Two different scale parameters
0.05 and 0.1 are used for the two series, respectively, where the former is used
for the clustered population while the latter for the sparse population.

3. A size is assigned at each farm according to a negative exponential distribution
of parameter β = [0,2]. The sizes are approximated to the upper integer.

4. A variable [0,1] (censused/not censused) is generated through a Markov Chain
Monte Carlo (MCMC) algorithm such that the probability of being 1 is simulta-
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neously inversely proportional to the size and proportional to the frequencies of
1 in the neighborhood (spatial dependence). The frequencies are fixed to 850 and
150, for the 0 and 1, respectively.

5. Three sets of links are generated with the population of the cadastral maps (i.e. in
which cadastral maps the company has land in use). After removing the cadastral
map where the business center is located, links are generated (size 1) with prob-
ability inversely proportional to the distance between the farm and the cadastral
map, raised to a control parameter set equal to 2, 3, 10 to ensure that these links
are more or less probable increasing the distance.

Simple Random Sampling (SRS), Local Pivotal Method (LPM) [Grafström, 2012],
two-stage Simple Random Sampling (2S SRS), and two-stage Local Pivotal Method
(2S LPM) are investigated as proposals for the CS. In order to evaluate the efficiency
of these proposals in terms of Root Mean Squared Error (RMSE) of the HT estima-
tor of the total, a Monte Carlo simulation is performed, with M = 10,000 replicated
samples of cadastral maps of size n = {9,24,45} selected from the aforementioned
populations, in different scenarios characterized by different sets of links (L2, L3,
and L10) , which are generated as explained in the previous step 5. In the two-
stage sampling designs, the first-stage is employed to select municipalities, and the
second-stage selects cadastral maps. Therefore, for n = 9 three municipalities and
three cadastral maps per municipality are selected, for n = 24 six municipalities and
four cadastral maps per municipality are selected, and for n = 45 nine municipali-
ties and five cadastral maps per municipality are selected. From the cadastral maps,
every agricultural holding belonging to them is then selected. The HT estimator
is employed, where the sample weights are obtained by the GSWM, and the pro-
posals are compared in terms of the Monte Carlo RMSE. In particular, we compare
SRS with LPM (both single-stage sampling), 2S SRS with 2S LPM (both two-stage
sampling), 2S SRS with SRS, and 2S LPM with LPM (the last two comparisons are
performed for investigation of single-stage against two-stage sampling). We report
the results in Table 1. In case of single-stage sampling, LPM obtains a lower RMSE
(Table 1a), while for the two-stage sampling design the best result is obtained when
LPM is employed in both stages (Table 1b). Tables 1c and 1d report the performance
of single-stage against two-stage sampling. The results suggest that when possible,
a one-stage design should be employed. However, many situations may require a
two-stage sampling, due to cost or administrative reasons, among many others. In
this case, the spatial version of the two-stage sampling could be used.

4 Conclusion and future research

In this paper we focused on the CS of agricultural census. Indeed, we proposed the
use of spatially balanced designs while the framework of indirect sampling is em-
ployed. Results show that the combination of these two methods allows to achieve
good results in terms of RMSE, which is investigated by means of Monte Carlo sim-
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ulation. We plan to extend this work in order to account for costs of the sampling
designs and for variance estimation, and to extend simulations on real data as well.

Sparse population Cluster population

n L2 L3 L10 L2 L3 L10

9 0.988 0.990 0.985 0.929 0.919 0.928
24 0.959 0.939 0.942 0.878 0.858 0.855
45 0.935 0.903 0.894 0.838 0.817 0.806

(a) LPM vs SRS

Sparse population Cluster population

n L2 L3 L10 L2 L3 L10

9 0.954 0.939 0.927 0.909 0.899 0.894
24 0.950 0.935 0.920 0.880 0.872 0.878
45 0.938 0.925 0.915 0.883 0.867 0.870

(b) 2S LPM vs 2S SRS

Sparse population Cluster population

n L2 L3 L10 L2 L3 L10

9 1.229 1.258 1.256 1.156 1.157 1.181
24 1.293 1.316 1.330 1.238 1.260 1.273
45 1.340 1.371 1.385 1.266 1.311 1.317

(c) 2S SRS vs SRS

Sparse population Cluster population

n L2 L3 L10 L2 L3 L10

9 1.186 1.192 1.183 1.131 1.133 1.138
24 1.280 1.310 1.299 1.240 1.280 1.308
45 1.344 1.406 1.416 1.335 1.392 1.423

(d) 2S LPM vs LPM

Table 1: Relative Root Mean Squared Error (rRMSE) of the HT estimator for the
indicated cases.
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LFS non response indicators for population 
register overcoverage estimation 
Indicatori di 
lavoro per la valutazione della sovracopertura del registro 
della popolazione 
!"#$%&'&()*(+"',*-.*"/(01$2&'"(3&."#,*4 

Abstract 56$(,1&1*,1*7&.(#$-*,1$#("2(*'%*8*%9&.,(16&1(*,(:9*.1("'(&%;*'*,1#&1*8$(,"9#7$,(
*,(16$(:&,*,(2"#(16$(<"<9.&1*"'(7"9'1,("2(16$(=1&.*&'(<"<9.&1*"'(7$',9,>(?,(16$(#$-*,1$#(
;&@( :$( &22$71$%( :@( "8$#( &'%( 9'%$#( 7"8$#&-$/( 16$( <"<9.&1*"'( 7$',9,( <#"%97$,( &(
,1&1*,1*7&.(7"##$71*"'(1"(&77"9'1(2"#(*1,(7"8$#&-$/($A<."*1*'-(16$(1B"(%*22$#$'1(,9#8$@,(
16&1( 7";<",$( 7$',9,( ;&,1$#( ,&;<.$>( ='( 16*,( B"#C/( B$( ,19%@( 16$( 2$&,*:*.*1@( "2(
*'1$-#&1*'-(16$(!30(*'(16*,(<#"7$,,/(2"#(16$($,1*;&1*"'("2("8$#7"8$#&-$/(&'&.@,*'-(16$(
'"'(#$,<"',$(*'%*7&1"#,("2(16$(,9#8$@(D,<$7*2*7&..@('"'E7"'1&71,F>(((
Abstract Il registro base degli individui costruito a partire da fonti amministrative 
rappresenta la base delle statistiche sul conteggio di popolazione. Tale registro 
però può essere affetto da errori di sovra e sotto copertura, pertanto il censimento 
della popolazione ne prevede una correzione statistica basata sulle due componenti 
di indagine del master sample. In questo lavoro si analizza il possibile contributo 

Forze lavoro per la stima della sovracopertura del registro, a partire 
dagli indicatori di mancata risposta  (in particolare quelli relativi ai 
mancati contatti). (
 
Key words: <"<9.&1*"'( 7"9'1,/( <"<9.&1*"'( 7$',9,/( #$-*,1$#( "8$#7"8$#&-$/( ,"7*&.(
,9#8$@,(

1 Introduction 

G'$( "2( 16$(;&*'( ":H$71*8$,( "2( 16$( +$',9,( "2( I"<9.&1*"'( &'%(J"9,*'-( D+IF( *,( 16$(
<#"%971*"'("2(<"<9.&1*"'(7"9'1,K(*'(16$(79##$'1(2#&;$B"#C(16$,$(&#$(":1&*'$%(16#"9-6(

(((((((((((((((((((((((((((((((((((((((((((((((((((((((((((
4( !"#$%&'&()*(+"',*-.*"/(=,1&1K(%*7"',*-L*,1&1>*1((
( 01$2&'"(3&."#,*/(=,1&1K($;&*.M(,12&."#,L*,1&1(
(
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U % !"#$%&'&()*(+"',*-.*"/(01$2&'"(3&."#,*(
14$(5"67.&1*"'(8$-*,1$#(9:&,$(8$-*,1$#("2(;'%*<*%7&.,/(8$-*,1#"(:&,$(%$-.*(*'%*<*%7*(=(
8:;>/( 6#"6$#.?( &%@7,1$%( 1"( &AA"7'1( 2"#( "<$#=( &'%( 7'%$#=A"<$#&-$B( C<$#=A"<$#&-$(
#$2$#,(1"(14$(*'A.7,*"'(*'(8:;("2(*'%*<*%7&.,(D4"(&#$('"1(6#$,$'1(&'%(%"('"1(7,7&..?(
.*<$( *'( 14$( E7'*A*6&.*1?F( 7'%$#=A"<$#&-$( #$2$#,( 1"( 14$( '"'=*'A.7,*"'( *'( 8:;( "2(
*'%*<*%7&.,(6#$,$'1(&'%(7,7&..?( .*<*'-( *'( 14$(E7'*A*6&.*1?B(G4$?(&#$($,1*E&1$%(2#"E(
+5( H&,1$#( 0&E6.$( 9+5=H0>( !*,1( 9!>( &'%( I#$&( 9I>( ,7#<$?,/( ,766.$E$'1$%( D*14(
&%E*'*,1#&1*<$(*'2"#E&1*"'/(J?(&66.?*'-(&(,E&..(&#$&($,1*E&1*"'(E$14"%(1"(-7&#&'1$$(
#$.*&J.$($,1*E&1$,(&1(E7'*A*6&.*1?(.$<$.B(

C'( 14$( "14$#( 4&'%/( "14$#( #$6$&1$%( ,"A*&.( ,7#<$?,( A7##$'1.?( 6#"%7A$( &( ,$1( "2(
,1&'%&#%*K$%( '"'=#$,6"',$( *'%*A&1"#,/( ,"E$( "2( D4*A4( A"7.%( J$( $L6."*1$%( *'( 14*,(
A"'1$L1B( G4$( .&#-$,1( "2( 14$,$( ,7#<$?,( *,( 14$( !&J"7#( 3"#A$( 07#<$?( 9!30>/(
A4&#&A1$#*K$%(J?(&(4*-4(M7&.*1?(6#"2*.$(&'%(6#"%7A*'-(&(."'-(1*E$(,$#*$,("2(M7&#1$#.?(
'"'=#$,6"',$(*'%*A&1"#,(,*'A$(NOOPB(G4$(!30(,&E6.*'-(%$,*-'(*,(,*E*.&#(1"(14$(+5=
H0(!*,1(,7#<$?Q(&(.&#-$('7EJ$#("2(E7'*A*6&.*1*$,("<$#.&6(J$1D$$'(14$(1D"(,&E6.$,(
&'%( 14$(!30(4"7,$4".%( ,&E6.$( *,( ,$.$A1$%( 2#"E(&'(&%E*'*,1#&1*<$( 2#&E$( 14&1( *,( 14$(
E&*'(,"7#A$("2(8:;B(G4$(-"&.("2(14*,(D"#R(*,(1"(&'&.?,$(!30('"'=#$,6"',$(*'%*A&1"#,((
&'%( 1"( &,,$,,( 14$( 7,&J*.*1?( "2( !30( %&1&( 1"( A"'1#*J71$( 1"( 14$( $<&.7&1*"'( "2( 8:;(
"<$#A"<$#&-$B((

2 LFS data collection indicators for the over-coverage estimation 

G4$(!&J"7#(2"#A$(,7#<$?(9!30>(*,(14$(.&#-$,1(,"A*&.(,7#<$?(A"'%7A1$%(J?(;,1&1/(&6&#1(
2#"E( 14$(+5=H0( ,7#<$?,F( J"14( &#$(J&,$%("'( &( 1D"( ,1&-$,( ,&E6.*'-/(E7'*A*6&.*1*$,(
#$6#$,$'1(6#*E&#?(,&E6.*'-(7'*1,/(D4*.$(4"7,$4".%,(&#$(14$(2*'&.(,&E6.*'-(7'*1,B((

3"#( 14$( 67#6",$,( "2( 14*,( D"#R( *1( *,( *E6"#1&'1( 1"( 7'%$#.*'$( 14&1( E",1( "2( 14$(
E7'*A*6&.*1*$,(,$.$A1$%(&,(6#*E&#?(,&E6.*'-(7'*1,(2"#(14$(!30(&#$(&.,"(*'A.7%$%(*'(14$(
,&E6.$("2(14$(!(,7#<$?("2(+5=H0/("'.?(14$(,E&..$,1(E7'*A*6&.*1*$,/(D4*A4(&#$(,7J@$A1(
1"(?$&#.?(#"1&1*"'(*'(!30/(&#$('"1(*'A.7%$%(D*14(6#"J&J*.*1?($M7&.(1"("'$(*'(+5=H0B(;1(
*,( D"#14( '"1*'-( 14&1( !30( ,&E6.$( *,( ,$.$A1$%( 2#"E( 14$( &%E*'*,1#&1*<$( .*,1,( "2(
6"67.&1*"'(1&R$'(J?(14$(E7'*A*6&.*1*$,/(D4*A4(&#$(14$(E&*'(,"7#A$,(9SSBSTU>("2(8:;(
2#"E(D4*A4(14$(!(,7#<$?("2(+5=H0(*,(,$.$A1$%B(
V&A4( 4"7,$4".%( *,( *'1$#<*$D$%( 2"7#( 1*E$,( "<$#( &( WX( E"'14,( 6$#*"%B( G4$( 2*#,1(
*'1$#<*$D("2($&A4(4"7,$4".%(*,(A"'%7A1$%(D*14(14$(+I5;(1$A4'*M7$/(D4*.$(,7J,$M7$'1(
*'1$#<*$D,( &#$( A"'%7A1$%( D*14( 14$( +IG;( 1$A4'*M7$( 9$LA$61( 2"#( 2&E*.*$,( D*14"71(
1$.$64"'$("#(D*14( &( 2"#$*-'( 2&E*.?(4$&%>B( ;'(-$'$#&./( 14$( *'1$#<*$D( *,(A"'%7A1$%( *'(
14$( D$$R( 2".."D*'-( 14$( #$2$#$'A$( D$$R( "#/( .$,,( 2#$M7$'1.?/( *'( 14$( 14#$$( 2".."D*'-(
D$$R,B( ;'1$#<*$D,( &#$( A"'%7A1$%( J?( 6#"2$,,*"'&.( *'1$#<*$D$#,/( %*#$A1.?( 1#&*'$%( J?(
;,1&1/(E",1("2(14$E(&#$(."'-=1$#E(D"#R$#,(*'(14$(!30(%&1&(A"..$A1*"'B(G4$(14$"#$1*A&.(
M7&#1$#.?(,&E6.$(*,(A"E6",$%(J?(&.E",1(WY/OOO(4"7,$4".%,(1"(J$(*'1$#<*$D$%(2"#(14$(
2*#,1(D&<$/(&J"71(TW/OOO($&A4(?$&#B(

V&A4( 1*E$( &(4"7,$4".%( *,( A"'1&A1$%/( 14$("71A"E$("2( 14$( A"'1&A1( *,( #$A"#%$%Q( *'(
A&,$("2('"'=#$,6"',$( 14$( *'1$#<*$D$#(4&,(1"(#$A"#%(14$(#$&,"'/(A4"",*'-(*1(&E"'-(&(
.&#-$( ,$1( "2( *1$E,B( 0"E$( "2( 14$,$( *1$E,( &#$( '"1( #$.&1$%( 1"( 14$( D*..*'-'$,,( "2( 14$(
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Space-time extreme rainfall simulation under a
geostatistical approach
Simulazione spazio-temporale di precipitazioni estreme
tramite un approccio geo-statistico

Gianmarco Callegher, Carlo Gaetan, Noemie Le Carrer, Ilaria Prosdocimi

Abstract In this work we illustrate an approach to simulate extreme events with
high resolution in space. First we model spatio-temporal variability in the marginal
distributions with a flexible semi-parametric specification. Then the Gaussian cop-
ula is used to model locally in time and space the extremal dependence. The meth-
ods are showcased with an application to daily precipitations in the Venice lagoon
catchment.
Abstract In questo lavoro illustriamo un approccio per simulare eventi con alta
risoluzione nello spazio. Per prima cosa modelliamo la variabilità spazio-temporale
delle distribuzioni marginali con un approccio semi-parametrico. Quindi la cop-
ula gaussiana viene utilizzata per modellare localmente la dipendenza estrema nel
tempo e nello spazio. Come esempio mostriamo un’applicazione alle precipitazioni
nella laguna di Venezia.

Key words: Copula, Peak-over-threshold, quantiles, rainfall, Venice lagoon

1 Introduction

Observational studies have found that extreme precipitation can have heavy-tailed
behaviour, i.e. the tail of the distribution of the magnitude of extreme events decays
slower than an exponential. In the literature, we can find examples in which climate
models of sufficiently high resolution may be capable of simulating precipitation
extremes of comparable intensity to observed extremes. However it is not clear that
they simulate daily intensities that are as heavy-tailed as observed, nor is it clear
that they do so given the different scales in the observations at distinct points and
simulated grid-box values. Moreover averaging in space and time smooths the tail

Gianmarco Callegher, Carlo Gaetan, Noemie Le Carrer, Ilaria Prosdocimi
Ca’ Foscari University of Venice, DAIS (Italy)
e-mail: [giammarco.callegher,gaetan,noemie.lecarrer,ilaria.prosdocimi]@unive.it
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behaviour recorded at weather stations, reducing the usefulness of simulated outputs
for impact studies.

In this note we present a two-stage framework in which we couple models for
extreme values and geostatistical space-time models. In the first stage, described in
Section 2, we focus on the tail of the distribution of the rainfall amount by means
of the the so-called peaks-over-threshold (POT) approach and we capture marginal
spatio-temporal variation using regression splines (Youngman, 2019). Moreover, we
use a Gaussian copula model to capture the short-range spatial and time dependence
of the observed data (Section 3). This will allow to simulate extreme events which
are consistent with the observed local variability in space and in time.

As a motivating example we consider daily rainfall records from long-term gaug-
ing stations in the Venice lagoon catchment from 1956 to 2018. The 28 locations of
the stations are plotted in Figure 1-(a).
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Fig. 1 (a) Locations of the stations in Venice lagoon catchment. Empirical estimates of χ(p) for
pairs of observations at increasing temporal lags in (b) and spatial distances (in kilometers) in (c).

2 Extreme value model for a single site and time

We denote with X(s, t) the daily rainfall accumulation at location s and time t. We
consider a fixed high threshold u(s, t), and we look at the distribution of the ex-
ceedances (X(s, t)−u(s, t)), conditional on X(s, t) being larger than u(s, t). Extreme
value theory argues that it is possible to approximate this conditional distribution by
a Generalized Pareto (GP) distribution. More precisely the distribution of threshold
exceedances Y (s, t) = (X(s, t)− u(s, t)), given that X(s, t) > u(s, t) has cumulative
distribution function (cdf)

GPD(x;ξ ,σ ,u) = 1−
(

1+ξ x−u
σ

)−1/ξ
, (1)
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where σ > 0 and ξ ∈ R are the scale and shape parameter of the distribution for
{x > u :

(
1+ξ x−u

σ
)
> 0}. The threshold can either be chosen or estimated, but must

be sufficiently high that the GPD assumption is valid.
For simulations to represent rainfall at given locations and time periods, the rate,

i.e. the probability of exceeding the threshold must be taken into account: we de-
note this probability as ζ (s, t) = Pr(Y (s, t) > u(s, t)). For now, we assume that the
threshold is known and we further simplify the modeling procedure by making the
assumption that we are interested in a rate of exceedances that is constant at every
site and at every time step, i.e. ζ (s, t) = ζ .

Then the unconditional distribution for X(s, t) is defined as

F(x;ξ (s, t),σ(s, t),u(s, t)) =

⎧
⎪⎨

⎪⎩

1−ζ +ζ
(

1+ξ (s, t) x−u(s,t)
σ(s,t)

)−1/ξ (s,t)

x > u(s, t),
1−ζ x ≤ u(s, t)

(2)
For the scale parameter σ(s, t) we adopt an additive form of the log-link function

logσ(s, t) = β σ + f σ
1 (lon(s), lat(s))+ f σ

2 (t) (3)

Here f σ
1 is thin plate regression spline where lon(s) and lat(s) represent longitude

and latitude and f σ
2 is a cyclic cubic regression spline of period 365.25 to account

for the leap years. Under this setup (3) can be written as

logσ(s, t) = β σ +
b1

∑
k=1

β1,kB0,k(lon(s), lat(s))+
b2

∑
k=1

β2,kB1,k(t)

where Bk,i(·) are basis functions and βi,k the coefficient multiplying the spline basis.
A similar specification is adopted for the shape parameter, namely

ξ (s, t) = β ξ + f ξ
1 (lon(s), lat(s))+ f ξ

2 (t) (4)

The model (2), (3) and (4) with parameters in the spline forms can be fitted using
an approach that maximizes an independence likelihood (Chandler and Bate, 2007).
More precisely, let x(s j, t) be realizations of X(s j, t) for s j, j = 1, . . . ,n sites and t =
. . . ,T times. By pretending that the observations are independent, the independence
likelihood of the model (1) takes the form

L(θ) =
n

∏
j=1

T

∏
t=1

1
σ(s j, t)

(
1+ξ (s j, t)

x(s j, t)−u(s j, t)
σ(s j, t)

)−1/ξ (s j ,t)−1
(5)

where θ contains the unknown parameters in (3) and (4).
Maximization of (5) requires the knowledge of the space-time varying threshold

u(s). We follow Northrop and Jonathan (2011) and we estimate it by quantile regres-
sion (Koenker and Bassett, 1978) assuming that the threshold u(s, t) = u1(s)+u2(t)
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can be splitted in two components: one (u1(s)) which depends on the geographical
coordinates and the other (u2(t)) on the season. The effect of the season is modelled
by a harmonic regression term. We have

u(s, t) = u1(s)+u2(t)

= δ0 +
d0

∑
i=1

δ0,iB1i(lon(s), lat(s))+
d1

∑
k=1

δ1,k cos(ωkt)+
d1

∑
k=1

δ2,k sin(ωkt)

where ωk = 2πk/365.25.

3 Copula and extremal dependence

In the previous section we have described how to specify a model for the distri-
bution of the extreme rainfall in one site s and at time t. However, this model can
only reproduce the variability of the data at a low resolution (i.e at the point scale),
and we need a model for efficient simulations of high-resolution extreme events.
For this reason we couple the marginal model with a model for the local varia-
tion on space and time under a copula approach (Joe, 2014). It can be shown that
every continuous multivariate distribution can be represented in terms of a copula
which couples the univariate marginal distributions. More precisely, for a n-variate
cdf F(x1, . . . ,xn) := Pr(X1 ≤ x1, . . . ,Xn ≤ xn) with i-th univariate margin Fi(xi) :=
Pr(Xi ≤ xi), the copula associated with F is a cdf function Cn : [0,1]n → [0,1] with
U (0,1) margins that satisfies Fn(x1, . . . ,xn) =Cn(F1(x1), . . . ,Fn(xn)). Note that the
copula does not depend on the marginal distributions. For this reason, it is possible
to characterize the extremal dependence through the copula function and distinguish
between asymptotic independence and asymptotic dependence (Coles et al, 1999).
Formally, let X1 and X2 be continuous random variables with distribution functions
F1 and F2, respectively, and let

χ(p) = Pr(F2(X2)> p|F1(X1)> p) =
1−2p−C2(p, p)

1− p
, 0 ≤ p < 1. (6)

X1 and X2 are then said to be asymptotically independent if the limit χ := limp→1− χ(p)
is zero and asymptotically dependent if χ > 0. Broadly speaking, under asymptotic
independence the conditional probability of observing an exceedance in one vari-
able given that the other variable has produced an exceedance converges to 0 as the
threshold increases.

Copula based on Gaussian process can represent pairs of random variable which
are asymptotically independent (Bortot et al, 2000). They play an important role
since they can accommodate a variety of spatio-temporal dependence.

Assuming that the estimated marginal model (2,3,4) is the ”true” generating
model, we calculate uniformly distributed residuals on [1−ζ ,1]:
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R∗(s, t) = 1−ζ
[

1+ξ (s, t)X(s, t)−u(s, t)
σ(s, t)

]−1/ξ (s,t)
, if X(s, t)> u(s, t)

Figure 1 displays estimates of χ(p) for probabilities p = 0.96,0.97,0.98,0.99 for
pairs R∗(s, t),R∗(s, t+h) with only temporal lag, and for pairs R∗(s, t),R∗(s′, t) with
only spatial lag. The curves for spatial lags are the result of a smoothing proce-
dure. These plots support the assumption of asymptotic independence at all positive
distances and at all positive temporal lags.

Finally, the R∗(s, t) random variable is transformed on a Gaussian scale by
R(s, t) = Φ−1(V (s, t)) where Φ−1(u) is the inverse of the cumulative distribution
function of a standardized Gaussian random variable. We model R(s, t) as a space-
time zero mean Gaussian process with ρ(s,s′, t, t ′,φ) = cor(R(s, t),R(s′, t ′)), a cor-
relation function that depends on an unknown parameter φ . Since for large data sets
the evaluation of the censored likelihood becomes unfeasible the correlation can be
estimated by maximizing the censored composite log-likelihood (see Bacro et al,
2020, for an example).

4 Results

Simulations are based on a stationary isotropic separable covariance function. The
limited size of the area under analysis and daily temporal lags suggest that they will
not have any impact on the recorded values. We consider an exponential-exponential
separable correlation function, ρ(s,s′, t, t ′,φ1,φ2) = exp(−∥s− s′∥/φ1)×exp(−|t−
t ′∥/φ2), φ1,φ2 > 0. The resulting estimates are φ̂1 = 127.41 and φ̂2 = 1.04, respec-
tively. The low value of φ̂2 indicate weak temporal dependence in the rainfall phe-
nomena. As expected, an high spatial dependence is estimated. A fifty-years simu-
lation is performed over a 700 evenly-spaced points grid. This results in a distance
of ≃ 2.43 Km between two neighbouring locations. Figure 2 shows three different
randomly selected events. In each row we report the spatial pattern of the day d,
over an year, during which we simulated the maximum-precipitation in one site day,
with the previous (d − 1) and following d + 1 days. Extreme events can occur in
different seasons, but their magnitude is strongly time-dependent by construction.
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Fig. 2 Three examples of extreme precipitations simulations in three different period of the year.
The central plot represents the day with highest precipitations
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Density calibration with consistent scoring
functions

Roberto Casarin and and Francesco Ravazzolo

Abstract This contribution studies a calibration approach for predictive densities
based on generalized scoring rules. We consider a set of simulated experiments in
order to study the effectiveness of the method.

Questo lavoro studia un approccio di calibrazione per densità previsive basato su
regole di scoring generalizzate. Considera una serie di esperimenti simulati per stu-
diare l’efficacia del metodo.

Key words: Density calibration, Predictive distributions, Scoring rules.

1 Introduction

When multiple forecasts are available from different models or sources it is possible
to combine these in order to make use of all relevant information on the variable to
be predicted and, as a consequence, to produce better forecasts. This is particular
important when working with large database and selection of relevant information
a priori is not an easy task. Early papers on forecasting with model combinations
are [1], who considered air passenger data, and [17] who introduced a distribution
which includes the predictions from two experts (or models). This latter distribution
is essentially a weighted average of the posterior distributions of two models and
is similar to the result of a Bayesian Model Averaging (BMA) procedure, see [15].
[14] extend the BMA framework by introducing a method for obtaining probabilistic
forecasts from ensembles in the form of predictive densities and [12] extend it to
Bayesian predictive synthesis.

[3] deal with the combination of predictions from different forecasting models
using descriptive regression. [9] extend this and propose to combine forecasts with
unrestricted regression coefficients as weights. [18] generalize the problem to a state
space with weights that are assumed to follow a random walk process. [11] propose
robust time-varying weights and account for both model and parameter uncertainty
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in model averaging. [13] derive time-varying weights in dynamic model averaging,
and speed up computations by applying forgetting factors in the recursive Kalman
filter updating.

Combination weights that depend on (optimal) score functions have also been
studied. [10] introduce the Kullback-Leibler divergence as a unified measure for
the evaluation and suggest weights that maximize such a distance, see also [6] for a
comprehensive discussion on how such weights are robust to model incompleteness,
that is the true model is not included in the model set. [8] recommend strictly proper
scoring rules. [4] develops a general method that can deal with most of issues dis-
cussed above, including time-variation in combination weights, learning from past
performance, model incompleteness, correlations among weights and joint com-
bined predictions of several variables.

Finally, the last aspect relates to calibration and combinations. [16] and [7] in-
troduces the idea of recalibration density forecasts when the density is not well-
calibrated. They introduce a monotone non-decreasing map via a Beta distribution
to achieve it. [2] generalize to Beta mixtures, allowing for more flexibility in cali-
brating and combinations in presence of fat tails, skewness and multiple-modes.

This paper extends the density calibration literature and proposes to apply con-
sistent scoring functions when calibrating models. We follow [5] and consider three
different consistent scoring functions. These functions are minimized to compute
the parameters of a beta calibration scheme. We study in simulation exercises the
effectiveness of the method.

The structure of the paper is organized as follows. Section 2 presents the optimal
calibration method. Section 3 provides numerical examples and directions for future
research.

2 Optimal calibration

Consider the forecast distribution F1 from a predictive model and F the distribution
of Y , the variable to forecast. One can consider the following map

(θ ,ξ ) 5→ D(θ ,ξ ) = EQ,ξ (Sα,θ (X ,Y )) (1)

where X is a point forecast from F1, α a quantile level, θ ∈Θ ⊂R a threshold param-
eter and ξ ∈ Ξ ⊂ Rk a combination/calibration parameter vector. If the parameter
ξ is indexing a family of continuous distributions Hξ ,F1(X) = (Gξ ◦F1)(X), with
x 5→ Gξ (x) ∈ (0,1) ξ ∈ Ξ a sequence of non-decreasing functions with G(0) = 0
and G(1) = 1, then we obtain a calibration scheme. Our optimal calibration scheme
can be defined as

θ 5→ inf
ξ∈Ξ

D(θ ,ξ ) (2)

In this study we follow [2] and assume Gξ (x) is the cumulative distribution function
(cdf) of a beta distribution B(x; µφ ,(1−µ)φ) with parameters ξ = (µφ ,(1−µ)φ).
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It follows that the calibrated density is hξ ,F1(X) = (gξ ◦F1)(X) f1(X) where f1 and
gξ are the probability density functions of Hξ and F1. We denote with ξ (θ) the
solution of Eq. (2).

The scoring function Sα,θ (X ,Y ) can assume different forms. Following [5], we
investigate three different consistent specifications. The first one is an elementary
weighted average over elementary or extreme scores:

Sθ (X ,Y ) = (Y −θ)+− (Y −θ)+− I(x > θ)(Y −X) (3)

with (t)+ = max(t,0) and I(A) the indicator of the event A.
The second specification refers to a quantile consistent scoring function:

Sq
α,θ (X ,Y ) = {I(Y < X)−α}{I(θ < X)− I(θ < Y )}

=

⎧
⎪⎨

⎪⎩

1−α, Y ≤ θ < X
α, X ≤ θ < Y
0, otherwise

(4)

The third specification relies to an expectile consistent representation:

Se
α,θ (X ,Y ) = |I(Y < X)−α|{(Y −θ)+− (X −θ)+− (Y −X)I(θ < X)}

=

⎧
⎪⎨

⎪⎩

(1−α)|Y −θ |, Y ≤ θ < X
α|Y −θ |, X ≤ θ < Y
0, otherwise

(5)

We apply model in (2), with a beta calibration scheme and scoring functions in
(3)-(5).

3 Numerical Illustration

The assume Yi ∼ G a(1,1) i = 1, . . . ,N, where G a(a,b) denotes a gamma distribu-
tion with mean ab. The misspecified model is alternatively in the same distribution
family G a(2,1) or in the lognormal distribution family Λ(2,2). The score function
EQ,ξ (Sα,θ (X ,Y )) is evaluated on the data

̂D(θ ,ξ )N =
1
N
EQ,ξ (Sα,θ (X ,Yi)) ==

1
N

N

∑
i=1

∫
Sα,θ (x,Yi)hξ ,F(x)dx (6)

and the expectation approximated with M Monte Carlo samples from the predictive
distribution, that is

̂D(θ ,ξ )M,N =
1

MN

M

∑
j=1

N

∑
i=1

Sα,θ (Xj,Yi)
as−→

M→∞
̂D(θ ,ξ )N (7)

295



4 Roberto Casarin and and Francesco Ravazzolo

which converges to the empirical scoring function by the SLLN. Samples from the
calibrated predictive distribution are obtained by inverse cdf methods, that is we first
generate U from the standard uniform U (0,1) and then X = F−1(G−1

ξ (U)) where
F−1 and G−1

ξ are the inverse cdf of the misspecified model and of the beta distribu-
tion. The validity of the method follows from P(X ≤ x) = P(F−1(G−1

ξ (U))< x) =
P(G−1

ξ (U)) < F(x)) = P(U < Gξ (F(x))) = Gξ (F(x))). In the numerical experi-
ments we set N = 100 and M = 1000.

Fig. 1 reports the Murphy’s diagrams for three scoring functions in (3)-(4)-(5) of
the true model, the misspecified gamma models and the optimal calibration scheme.
Results indicate that the calibrated forecasts is closer to the true model in all cases.
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α,θ (X ,Y ) (third line) with α = 0.25. The misspecified models are in the Gamma (left) and lognor-

mal (right) families of distributions. In each plot: the perfect (black solid), misspecified (red dotted)
and calibrated (blue dashed) forecasters, where the calibrated forecaster is obtained by applying a
beta calibration function to the misspecified model.
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Forecasting combination of hierarchical time
series: a novel method with an application to
CoVid-19
Combinazione di Previsioni per serie storiche
gerarchiche: proposta di un metodo e sua applicazione a
dati relativi al CoViD-19

Livio Fenga

Abstract Multiple, hierarchically organized time series are routinely submitted to
the forecaster upon request to provide estimates of their future values, regardless
the level occupied in the hierarchy. In this paper, a novel method for the prediction
of hierarchically structured time series will be presented. The idea is to enhance
the quality of the predictions obtained using a technique of the type forecast rec-
onciliation, by applying this procedure to a set of optimally combined predictions,
generated by different statistical models. The goodness of the proposed method will
be evaluated using the official time series related to the number of people tested
positive to the SARS-CoV-2 in each of the Italian regions, between February 24th

2020 and August 31th 2020.
Abstract Serie storiche multiple, gerarchicamente organizzate, sono spesso usate
per la previsione di aggregati intermedi o totale ma anche delle singole serie com-
ponenti all’interno della struttura gerarchica di riferimento. In questo paper viene
proposto un nuovo metodo per condurre l’esercizio previsivo in un tale contesto.
L’idea è quella di migliorare la qualità delle previsioni ottenute usando la tec-
nica della riconciliazione ad un insieme di previsioni, generate da differenti modelli
statistici e combinate secondo diversi approcci. La bontà del metodo viene discussa
sulla base delle serie storiche ufficiali disponibili sul fenomeno CoViD per il periodo
24 Febbraio – 31 Agosto 2020

Key words: ARIMA model, ARFIMA model, ETS model, forecast reconciliation,
forecast combination,model uncertainty, SARS-CoV-2 , Theta method

Italian National Institute of Statistics
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1 Introduction

In many applications, it is often the case that accurate forecasts are needed for time
series showing an inherent hierarchical structure. The estimation of the future de-
mand of domestic tourism usually follows a geographical proximity criterion, based
on which the related time series are organized (and predicted) according to homo-
geneous groups. Sometimes, emergency situations require close monitoring of the
spread of a disease not only at a national but also at a regional level, e.g. in order
to set up more appropriate countermeasures for elderly and chronically ill people.
These are all cases where a single line of hierarchy generates the overall structure
of the data which therefore is referred to as “hierarchical time series”.

2 Hierarchical cross-sectional reconciliation: the chosen method

This paper focuses on structures of the type summation constrained, in the sense
that the underlying hierarchic structure of a given m−dimensional time series xt ,
arises by summing up the bottom-level series into the higher ones. Figure 1 is an
example of such a structure, under the condition that the constraints xt = xa,t + xb,t ,
xa,t = xaa,t + xab,t + xac,t and xb,t = xba,t + xbb,t are all satisfied.

xt

xb,t

xbb,txba,t

xa,t

xac,txab,txaa,t

Fig. 1: A two-level hierarchical structure

Formally, we have that the observed data xt – as well as their estimated future
values, defined as xh; h = 1,2, . . . ,H, with H the prediction horizon – lie in the
summation-coherent subspace {U } ; ∀t = 1,2, . . . ,T and ∀h = 1,2, . . . ,H. The pre-
diction step subscript h has been omitted in Figure 1, for the sake of a better read-
ability. In total, this hierarchy contains m = 8 time series, n = 5 of which are the
lowest level time series, which therefore constitute the highest level of disaggrega-
tion. The observed series xt ∈ Rm can be broken down as follows: xt = [uT

t ,b
T
t ]

T ,
where bT

t ∈ Rn and uT
t ∈ Rm−n respectively contain the data pertaining to the bot-

tom and upper series. Therefore, according this representation, the structure of
Figure 1 (omitting the subscript t) can be broken down as follows: [uT

t ,b
T
t ]

T ≡
[x,xa,xb,xaa,xab,xac,xba,xbb]T , uT

t ≡ [xa,xb]T and bT
t ≡ [xaa,xab,xac,xba,xbb]T . The

hierarchic structure – satisfying x ⊂ {U } – is induced by the summing matrix S of
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dimension m×n such that x = S bt . Formally: x ⊂ {U } ⇐⇒ xt = S bt (the sym-
bol ⇐⇒ replacing the locution “in and only if”). The S matrix for the hierarchy
in Figure 1 is as follows:

S =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1
1 1 0 0 0
0 0 1 1 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Using the symbols ˜ and ˆ respectively to refer to the case of coherent and
base (generally non coherent) forecasts, the reconciliated forecast h− step ahead can
be expressed as proposed by Hyndman et al. (2011), i.e.

x̃(h) = S Px̂(h), (1)

for some appropriately chosen matrix P ∈Rm×n. Assuming unbiased base forecasts,
the best (in the sense of minimum sum of variances) linear unbiased revised fore-
casts are given by Equation 1 with

P = (S ′W−1S )−1S ′W−1 (2)

and thus (see Taieb et al. (2017), Theorem 1)

x̃(h) = S (S ′W−1S )−1S ′W−1x̂(h), (3)

where S is as above defined and x̂(h) and x̃(h); h = 1,2, . . . ,H represent respec-
tively the set of H predictions independently generated and the ones made coherent.
Finally, W is the positive definite covariance matrix of the base forecast errors, i.e.
êt(h) = x̂t(h)− xt(h), so that W (h) = E[êt(h)− ê′t(h)]. As shown by Wickrama-
suriya et al. (2019), matrix W appears in the equation for the estimation of the error
variance of the reconciled forecasts, i.e.

V (h) =Var[x(T +h)− x̃(h)] = S PW (h)P′S ′, (4)

whose diagonal elements are the variances of the forecast errors. Their mini-
mization can thus be performed in terms of the trace of V (h) and given by Equation
2 (therefore, this method is called Minimum Trace Estimator). Unfortunately, as
proved by the same Authors, W is not identifiable, therefore, in the empirical sec-
tion, the workaround proposed by them will be adopted. In essence, it is assumed
W h = k(h)diagŴ 1; ∀h and assuming k(h) > 0 and denoting with W 1 the forecast
errors covariance matrix estimated at horizon h = 1 – i.e. Ŵ 1 = 1

T ∑T
1 etet

′ – and
with K is an unknown constant depending on the time horizon h.
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2.1 The Forecast combination methods adopted

The first method considered in this paper is of the type simple average, which as-
signs equal weights to all predictors, i.e. wsa = 1

N and thus the combined forecast
is

f = f ′tw
sa.

In the second method chosen, the forecast combination weights wols =(w1,w2, . . . ,wn),
along with the intercept b, are computed using ordinary least squares (OLS) regres-
sion (Granger (1980)), i.e.

f = b+ f ′tw
ols. (5)

The third method applied – of the type Least Absolute Deviation (LAD) – is a
modification of the OLS method, and it is expressed as in Equation 5, replacing the
superscript ols with lad. Finally, a modification of the method proposed by Newbold
and Granger (1974), built upon an earlier methodology of Bates and Granger (1969),
is our fourth approach. Let ∑ be the positive definite matrix of the mean squared
prediction errors (MSPE) of f t and g is an N×1 vector of (1,1, . . . ,1)′ their method
relies on a constrained minimization of the MSPE under the normalizing condition
g′w = 1. The resulting combination of weights is

wng =
∑−1 g

g′ ∑−1 g
,

so that the combined forecast is

f = f ′tw
ng. (6)

However, unlike the original method, the variant employed here follows the proposal
by Hsiao and Wan (2014), which does not impose the prior restriction that the matrix
∑ is diagonal.

3 The proposed method

Let us indicate with the symbols R and | · | respectively a suitable reconciliation
method and the cardinality function (assuming the number of elements in a given
set to be finite, | · | simply returns the number of the elements belonging to that
set). Let the symbol ncol identify the function which, applied to a given matrix, re-
turns its number of columns and M ≡ {µ1,µ2, . . . ,µM} and D ≡ {δ1,δ2, . . . ,δD}
respectively the set of |M | = M prediction models and the set |D | = D of forecast
combination methods entertained, both arbitrarily chosen. Once applied to the time
series of interest xt ; t = 1,2, . . . ,T , each model {µ j ∈M ; j = 1,2, . . .M} generates
a set, called F H , made up with M H–step ahead predictions, i.e.: {F H(µ j); j =
1,2, . . .M}. Each of the elements of this set is a base forecasts, in the sense that
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it is generated by individually applying a given statistical model µ j to the ob-
served time series without any attempt of reconciliation. Each of these M elements
in F (the M forecast vectors) is individually reconciled through the reconcilia-
tion procedure R, i.e.

{
R(F (µ j); j = 1,2, . . .M)

}
(the superscript h is omitted

for brevity). At this point, the resulting set
{
P(µ j); j = 1,2, . . .M

}
of M model–

dependent reconciled forecasts (first optimization) is optimally combined by apply-
ing each method in the set D to any possible combination (without repetition) of
order {k = 1,2, . . . ,M} to the set P (second optimization). The resulting set Z

– with cardinality (|D | ∗∑|P|
k=1

(M
k
)
) – contains all the possible combinations – ∀k-

order – of the model-dependent reconciled forecasts. The third optimization step is
carried out by applying to Z a suitable loss function, here denoted with the symbol
L (·). The optimal vector of forecasts is thus the element z∗ ∈ Z minimizing this
function, i.e. z∗ = minL (Z ). This optimality condition is expressed as

z∗ = f (µ∗,δ ∗), (7)

being the arguments of f respectively the “best” forecasting model and forecast
combination technique. This last step, by ruling out the less performing combi-
nation method(s), has been introduced in order to reduce the overall uncertainty
level of the analysis. In fact, suppose that the original set D reduces to D ′ – being
clearly |D ′| < |D | – the additional amounts of undesired fluctuations and noise –
which one can reasonably expect as a consequence of the employment of one (more)
under-performing combination method(s) – are avoided. Finally, the model bias β ∗

is empirically estimated using the in–sample residuals generated by employing the
winners techniques µ∗ and δ ∗, according to an optimal choice made on a set of
suitable central tendency functions (fourth optimization).

4 Empirical study

In this section the goodness of the proposed method will be evaluated using the of-
ficial time series related to the number of people tested positive to the SARS-CoV-2
in each of the Italian regions, between February 24th 2020 and October 7th 2020.
The whole data set – issued by the Italian National Institute of Health – are pub-
licly and freely available at the web address https://github.com/pcm-dpc/COVID-
19/tree/master/dati-regioni. The data, sampled at a daily frequency, are stored in a
matrix called O of dimension 227×2, where 2 are the Italian regions reported here.
The performances of the method – expressed in terms of the cost function L , i.e.
the RMSFE – are summarized in Table 1 where the components statistical models
are reported in the column “Single models”.
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Table 1: Performances of the method for two Italian regions. Outcomes of the winner
models and of the single statistical models. See text for details

Region Winner combination L ∗ E ∗ β ∗ β out Single models L

Piemonte LAD−BET 135.6 aτ ≈ 0 54.09

ARFIMA 1050.8
ET S 1065.8

θ 1271.8
ARIMA 683.6

Val d’Aosta SA−BT 8.6 aτ ≈ 0 -2.25

ARFIMA 60.7
ET S 177.5

θ 30.5
ARIMA 29.5
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Open-Source Automated Test Assembly: the
Challenges of Large-Sized Models
L’assemblaggio dei Test Automatizzato e a Sorgente
Aperto: le Sfide dei Modelli di Grandi Dimensioni

Giada Spaccapanico Proietti

Abstract Commonly, in large-scale educational assessments, several optimal par-
allel test forms are assembled through automated test assembly (ATA) softwares.
However, it is not rare that ATA programs are not able to produce satisfying so-
lutions. Specifically, this work focuses on the practical concerns which arise using
open-source tools and it offers a mixed algorithm based on the sequential strategies
introduced in Spaccapanico P. et al. (2020) to identify the constraints which make
the ATA model infeasible and to incrementally relax or further restrict the model to
find a satisfying solution in feasible amount of time. An application on the TIMSS
item bank shows the capabilities of the method in a real-world scenario.
Abstract Generalmente, nelle valutazioni di apprendimento su larga scala, una
moltitudine di test paralleli viene prodotta attraverso l’uso di software di assem-
blaggio automatizzato (ATA). Tuttavia, non sempre i programmi per l’ATA sono in
grado di produrre soluzioni soddisfacenti. Nello specifico, questo lavoro si concen-
tra su problemi pratici derivanti dall’uso di applicazioni a sorgente aperto e offre
un algoritmo misto basato sulle strategie sequenziali introdotte in Spaccapanico P.
et al. (2020) per identificare i vincoli che rendono il modello ATA irrisolvibile e
ottenere una soluzione soddisfacente in tempi ragionevoli. Un’applicazione sui dati
TIMSS dimostra l’efficacia del metodo in un caso reale.

Key words: automated test assembly; infeasibility; open-source; large-scale as-
sessment; psychometrics; TIMSS

Giada Spaccapanico Proietti
Department of Statistical Sciences, University of Bologna, Via delle Belle Arti, 41, 40126 Bologna,
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2 Giada Spaccapanico Proietti

1 Introduction

In recent years, along with the advent of innovations in item banking systems and
in cloud testing services, paper-and-pencil tests are being progressively replaced by
computer-based tests. The burdensome task of choosing items by hand is making the
way to more sophisticated selection techniques, as well. Among the mentioned up-
grades in test forms generation, automated test assembly (ATA) is the most widely
applied. In practice, by ATA, the selection of items and the subsequent test construc-
tion are automatically performed by a software.

Ideal use cases of ATA are large-scale standardized assessments since the admin-
istration in multiple sessions and locations and security concerns, such as cheating
and leaking of information require to assemble several test forms. Moreover, espe-
cially for high-stake tests, it is essential that the tests follow fairness principles, i.e.,
they must be parallel with respect to their statistical and content-related properties
[4]. In addition, they must achieve the highest of precision of ability measurement
to obtain the features of validity and reliability [5]. Once specified, the mentioned
requirements must be translated into a formal language through constraints or ob-
jectives of a mixed-integer linear programming (MILP) model [2]. Then, a program,
called solver, takes the model as an input and tries to obtain the best solution avail-
able. However, despite the attractive user interfaces and usability of ATA softwares,
in concrete circumstances, the large-sized models put a strain on the open-source
solvers, and it is not uncommon that the desired results are not achieved.

Therefore, the aim of this article is to provide a workflow to unravel the intri-
cacy of a non promptly solvable ATA model, adopting an approach which blends
the additive and subtractive strategies introduced in [7]. The work focuses on the
MAXIMIN paradigm for the assembly of parallel test forms within the item re-
sponse theory (IRT) framework [8].

2 The MAXIMIN ATA Model

Within the IRT and MILP frameworks, a common example of ATA model em-
ployes the MAXIMIN objective [2]. This objective is widely used in practice, since
it allows to find the tests which have the maximum Fisher test information func-
tion (TIF), i.e. the minimum expected ability estimation error. Formally, the TIF
is the sum of the Fisher information functions (IIFs) of the items selected to be
in the test. For example, for the unidimensional 3-parameter logistic (3PL) model
[8] with dichotomous responses, the IIF of item i at ability θ , Ii(θ) is equal to

a2
i

1−Pi(θ)
Pi(θ)

[
Pi(θ)−ci

1−ci

]2
, where the parameters ai and ci represent the discrimination

and the pseudo-guessing parameters of item i, respectively. Moreover, Pi(θ) is the
probability of a correct answer to item i for an examinee with ability level θ and it
is equal to ci +(1− ci)

exp(ai(θ−bi))
1+exp(ai(θ−bi))

, where bi is the difficulty of item i.
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Open-Source Automated Test Assembly: the Challenges of Large-Sized Models 3

Thus, given a set of optimization variables xit ∈ {0,1}, where i = 1, . . . , I are the
indices of the items in the item bank and t = 1, . . . ,T are the indices of the test forms
to be assembled, the MAXIMIN ATA model takes the following form:

maximize y (objective function) (1a)

subject to
I

∑
i=1

Ii(θ)xit − y ≥ 0, ∀i, t, (TIF constraints) (1b)

I

∑
i=1

vitmxit ≤ btm, ∀m, t (other constraints) (1c)

where vitm are the coefficients and btm is the lower bound for defining the m-th
constraint for test t, such as the test length, the number of items with a certain
content feature, item use, and the overlap within each of the other tests. Furthermore,
by the linear inequalities (1c) we can also impose friend sets or enemy sets. If at least
one combination of decision variables which satisfies the constraints (1b) and (1c)
exists, the model is said to be feasible, otherwise it is infeasible.

3 The Challenges of Large-Sized Models

In large-scale assessments, in order to ensure a safe, valid and fair administration
of the tests, the forms must fulfill a complex set of requirements. Subsequently, the
item bank must be rich enough to comply with the imposed conditions. It entails
having an ATA model with several constraints and decision variables, decreasing
the chance of obtaining a satisfying solution from the software. Nevertheless, the
imposed constraints may collide with each other and the inspection and identifi-
cation of the conflicts are usually very intricate tasks. Furthermore, another con-
sideration for the practitioners is the choice of the software to optimize the ATA
model. For example, the open-source packages xxIRT [6] and ATA.jl1, written in
R and Julia, repectively, are available. The mentioned packages wrap open-source
solvers2 which are widely recognized to not be the best-performing MILP solvers
available, especially if they are compared with their commercial alternatives, such
as CPLEX or Gurobi.

In [7], the authors presented a detailed list of sources of infeasibility and size
growth of ATA models, together with the formalization of two pragmatic strategies
to overcome these issues, called additive and subtractive. By these strategies, the
constraints are added, relaxed or deleted from the model in a way analogous to the
forward and backward stepwise selection used for statistical purposes. To increase
the effectiveness of the mentioned approaches in detecting conflicts between con-
straints and to provide the best solution given the initial infeasible test specifications,

1 https://github.com/giadasp/ATA.jl
2 Nonetheless, ATA.jl supports also commercial solvers.

314

http://https://github.com/giadasp/ATA.jl
http://www.ATA.jl


4 Giada Spaccapanico Proietti

our proposal is to blend the two algorithms and develop a mixed alternative. First of
all, as in the original paper, the constraints must be sorted in order of priority: from
the most to the least important. Then, some backup plans must be prepared for the
constraints that can be relaxed. The mixed algorithm starts in the same way as the
additive model. If the solver cannot find a solution at the end of an additive step, the
subtractive algorithm is implemented. So, the last constraint added, A, is relaxed.
Then, if the model is feasible, the algorithm continues with the additive mechanism,
otherwise, A is relaxed until a predefined limit, and the model is solved again. If
A has reached its most relaxed version and the model is still infeasible, a repair
phase starts, and the previously added constraints, except A, are relaxed one-by-one
starting from the least important, using a modified subtractive algorithm. If relaxing
some further constraint B, the model is feasible, B is kept as relaxed, and the sub-
sequent constraints are restored using the additive technique. On the other hand, if
the feasibility cannot be reached before arriving to the essential model, A must be
deleted since it is incompatible with the other more significant requirements. The
additive algorithm continues from the latest feasible obtained model, until the next
infeasibility is found. Note that, in this case, A is still imposed in its relaxed version.

By this algorithm, incompatibilities between constraints can be better detected,
namely, it is clear that, constraint A is in conflict with constraint B. The following
pseudo algorithm formalizes the mixed strategy.

Algorithm 1: Mixed algorithm
1 accept = FALSE; model = {}; repair = FALSE; m = 1;nm = 1 ∀m
2 while !accept do
3 model = model ∪ cmnm (additive); solve(model)
4 if model is feasible then
5 solution = get solution(model)
6 if !repair then
7 n∗m = nm ∀m (save current optimal state)
8 m = m+1 (next constraint)
9 else

10 (conflict resolved, cm(nm−1) was in conflict with A)
11 m = A+1; repair = FALSE
12 else
13 model = model \ cmnm (subtractive)
14 if nm < Nm(can cm be further relaxed?) then
15 nm = nm +1 (relaxation)
16 else
17 if !repair then
18 (conflict found, m is a troublesome constraint)
19 A = m; repair = T RUE
20 else
21 nm′ = n∗m′ ∀m′ ̸= A (restore to previous optimal state)
22 m = m−1 (previous constraint)
23 if solution is satisfying then accept = T RUE

where the constraints and related relaxations cmnm , m = 1, . . . ,M,nm = 1, . . . ,Nm
are sorted by strictness, i.e. cm1 is the m-th original constraint cm and cmNm is its most
relaxed version that may correspond to deletion. For example, the lower and upper
bound of a constraint can be decreased or increased to enlarge or narrow the space
of possible values from a categorical or quantitative variable. In extreme cases, if
a constraint is not absolutely necessary for the final testing purpose, it can be fully
relaxed, i.e., deleted.
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4 Application to TIMSS Data

An ATA model of the type (1a) is solved using the mixed strategy and the item
bank coming from the Trends in International Mathematics and Science Study
(TIMSS) international database [9]. TIMSS is a large-scale standardized student
assessment conducted by the International Association for the Evaluation of Edu-
cational Achievement (IEA). The project evaluates the skills in mathematics and
science of pupils coming from 39 countries every four years. In particular, 325 sci-
ence items have been calibrated following a unidimensional 3PL model using the di-
chotomous response matrices of the 2015 and 2019 survey data on Italian 8th grade
students. Polytomous items, items with a derived score and items with a calibrated
discrimination or difficulty out of the range [-3.0, 3.0] and with a guessing parame-
ter higher or equal to 0.5, are excluded. The items are grouped in friend sets and they
are categorized by content and cognitive domain, item type and cycle in which they
have been created. For the ATA model, the specifications for the assembly have been
set following the TIMSS 2019 objectives described in [9]. Specifically, we assem-
bled 14 test forms with 45 items, and we maximized the TIFs at θ = 0. It follows,
in round parenthesis the level of priority of each imposed constraint, where I is the
highest and VI is the lowest. The first class of constraints is enforced for security
purposes: the items must be in at most 2 different tests (I), the majority of items in
a test must be created in the last 2 assessments (II; cycles 6 and 7), and maximum
overlap between test forms is 15 items (VI). Moreover, for ensuring the content va-
lidity, test forms must have the same distribution of content and cognitive domains
(III), between 30 and 40 multiple choice items (IV), and at least 3 items for each
combination of content/cognitive domain (V). The backup plan for the item use is to
relax the upper bound to 3 for specific problematic items. For the other constraints,
we allow a relaxation of the lower and upper bounds of −1 and +1, respectively. We
choose the software ATA.jl3 and the Cbc solver with a time limit of 500 seconds
to perform each step of the mixed algorithm.

Thus, the ATA process starts with the empty model and the item use specification.
Progressively, the requirements with priorities I, II, and III are added. The bounds
imposed about physics items creates infeasibility also in their relaxed version, so the
repair phase starts. The feasibility is restored when the constraint on earth science
is relaxed, as well. Then, the constraints on the cognitive domains are added to
the model. The requirement on reasoning items creates infeasibility, so it is relaxed.
Unfortunately, this backup plan does not fix the infeasibility, so another repair phase
starts. The relaxation of the earlier imposed constraints do not help, so the item use
for reasoning items is increased to 3. At the end, the constraints about about the
combinations of cognitive and content domain (IV) and multiple choice items (V)
are inserted into the model. In particular, the items in earth science are not enough
to provide at least three items in applying and reasoning, so the lower bounds for
the related constraints are decreased to 2. The maximum overlap (VI) is not added
to the model since the latest solution already satisfies the requirement.

3 Code, detailed specifications and results are available at https://github.com/giadasp/SIS2021.
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6 Giada Spaccapanico Proietti

The results obtained in each step of the algorithm reveals that, given all the pre-
viously imposed specifications, the requirement over the content domain “physics”
disagrees with the bounds enforced on the earth science items. Moreover, the de-
ficiency of reasoning items required to increase their maximum item use, possibly
raising the items circulation and consequently compromising the security of the test.
Furthermore, the relaxation on the item use contributed to a 11.5% increment of the
minimum TIF across the tests revealing that this deficiency caused a worsening in
the measurement precision of the tests.

5 Conclusion

In this article, we proposed a mixed strategy to deal with large-sized ATA model in
an open-source software framework which blends the two pragmatic algorithm pro-
vided by [7]. The mentioned approach should give a deeper insight into the conflicts
between requirements and offers, as a final solution, the set of tests which requires
the softest relaxation of the constraints. By means of a real data example on the
2015/2019 TIMSS item bank on science, the effectiveness of the mixed algorithm
has been tested. However, this study has some limitations that should be improved
in the future, starting from the applications to other item banks and the extension
of the approach to other ATA models, such as non-parallel test assembly or other
commonly used objective functions.
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How Much Tutoring Activities May Improve
Academic Careers of At-Risk Students? An
Evaluation Study
Valutare l’Efficacia delle Attività di Tutorato per gli
Studenti a Rischio Dropout

Marta Cannistra, Tommaso Agasisti, Anna Maria Paganoni and Chiara Masci

Abstract Through the development of models able to predict who will be the
students with the highest probability of dropping out, our aim is to understand
whether and how the tutoring courses already active will benefit students in dif-
ficulty. Through an experimental setting and the adoption of different statistical
methodologies, such as Regression Discontinuity Design and the Propensity Score
Matching, we answer the following research questions: (a) are tutoring activities at-
tractive for at-risk students? (b) are tutoring activities effective for at-risk students?
(c) how much a nudging communication may influence academic careers of at-risk
students? Generally, emerges that tutoring activities are more effective than attrac-
tive, and a nudging communication is not enough to improve academic career of
at-risk students.
Abstract Attraverso lo sviluppo di modelli statistici in grado di prevedere quali
saranno gli studenti con la maggiore probabilità di abbandono scolastico, il nostro
obiettivo è capire se e come i corsi di tutoraggio già attivi andranno a beneficio
degli studenti in difficoltà. Grazie a un contesto sperimentale e all’adozione di di-
verse metodologie statistiche quali Regression Discontinuity Design e Propensity
Score Matching, rispondiamo alle seguenti domande di ricerca: (a) le attività di tu-
toraggio sono attraenti per gli studenti a rischio? (b) le attività di tutoraggio sono
efficaci per gli studenti a rischio? (c) quanto una comunicazione sollecita può in-
fluenzare le carriere accademiche degli studenti a rischio? In generale, emerge che
le attività di tutorato siano più efficaci che attrattive, e come una comunicazione
”soft” non sia abbastanza per migliorare le carriere degli studenti a rischio.

Key words: early warning system, remedial intervention, propensity score match-
ing
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1 Introduction

The discussion about the use of analytics for predicting students’ performance and
accompany remedial programs stem from the traditional attention to the serious
problem of dropout. On one hand, empirical studies define and estimate dropout
rates with ever-increasing precision and examine the factors associated with dropout
of individual students. On the other hand, papers, articles and reports describe the
efforts and interventions to prevent students from leaving schools and universities
[3, 4, 2, 6]. In fact, simply identifying at-risk students does not alleviate the risk
these students face. To make EWSs impactful to prevent students from dropping
out, educational institutions must tailor intervention and prevention efforts based on
the data [7]. Indeed, we can consider the two research streams as sequential: the out-
puts produced by the analyses of dropouts functioning as the key information source
when setting the remedial interventions. We define this two-steps process as Early
Warning System (EWS). Commonly, the use of EWS is related to diverse fields of
applications where detection is important – as, for example, military attacks, con-
flict prevention, economical/banking crisis, environment disasters/hazards, human
and animal epidemics, and so on. In the educational domain, an EWS consists of
a set of procedures and instruments for (i) early detection of indicators of students
at risk of dropping out and, in a second moment, (ii) the implementation of appro-
priate interventions to make them stay in school [5]. Early warning indicators are
used for early intervention with students to help them get back on track and meet
major educational milestones. Consequently, the second step of EWS needs to take
into consideration that at-risk students are not a homogenous group, therefore policy
makers need to design specific interventions to efficiently target them but, most im-
portant, evaluate them. In this vein, it must be emphasized that identifying students
at risk of dropping out by using an EWS is only the first step in addressing the issue
of school dropout. Evidence-based education specifically supports decision-making
processes [8]. The scientific revolution in education will only take hold and pro-
duce its desired impacts if research in fact begins to focus on replicable programs
and practices central to education policy and teaching [9]. In this vein, the contribu-
tions given by experimental settings to evaluate remedial interventions in education
is crucial. Only understanding the main drivers of academic success (or retention)
is possible to help and support students stay on-track. The proposed research aims
at investigating the effectiveness of a tutoring program in a technical university for
at-risk students. The analysis is computed after the prediction of dropout probabil-
ities of freshman students, with Machine Learning techniques, which produces the
dropout probabilities for every first-year student. Then the university contacts the
most at-risk ones with a personalized communication which warns out about their
academic career, suggesting to enrol to tutoring activities. Then, through a quasi-
experimental approach we evaluate the effect of such activities on at-risk students.
To set out our argument, the paper is structured as follows: Section 2 presents the
experimental setting, then in Section 3 data and methodology are explained, which
brings to Section 4 dedicated to the main results, while the last section resumes the
main findings together with some final considerations.
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2 Experimental Design

If we consider the information in our possession, about 500 students leave our uni-
versity every year about half of these drop out before the end of the first year.
Through the development of statistical models and analysing the data of the last
years on the careers of the students of the university, we are able to predict the
dropout risk of students with high accuracy. It is worth to note, that the prediction
is made mainly for first-year students at the end of their first semester at university.
The ”live” prediction is made and for each student enrolled in the first year (the
population of interest), we get a dropout probability, from 0% (no risk of dropout)
to 100% (sure to dropout). Then, it is the task of the research group to understand if
and how the already active tutoring courses will benefit students in difficulty. This
part will be carried out by adopting an experimental methodology, to answer to the
following research question: Tutoring is effective in enhancing students’ academic
career at risk of dropout? Students who are associated with a dropout risk of more
than 80% are contacted by university to fill in a short questionnaire (six questions)
regarding the perception of their academic career. In addition, to those with a risk
of dropout of more than 90%, a short message will also be attached. The message
will aim to remind the student the possibility of enrolling in different remedial ed-
ucation interventions, mainly tutoring activities offered by the university. In this
experimental design, we adopt a Propensity Score Matching methodology to assess
the effectiveness of being enrolled to tutoring activities for at-risk students.

3 Data and Methods

3.1 Data

The data used in our analysis comes from the Information Technology (IT) system of
the university, which collects both dynamic and static data about enrolled students.
The former ones are the so-called ”digital prints” left in correspondence to some
key administrative facts, such as register at exams’ sessions, accept or retake grades
or pay university’s fees. Static data comprises all the information that administrative
office registers at the moment of enrolment, such as citizenship, gender or date/place
of birth, previous school performance or the university admission test score.

3.2 Methodology

The main methodology adopted to understand whether tutoring activities are effec-
tive in improving students’ academic performance is the Propensity Score Match-
ing. This method allows to set a quasi-experimental approach to observe the effect
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of the treatment status (i.e. the enrolment to tutoring activities) on the academic per-
formance (i.e. GPA and credits obtained). Indeed, randomization accounts for both
observed and unobserved characteristics of study participants, and the analyst can
be certain that any differences between the two groups on outcomes is the result
of the intervention [1]. In the social sciences, such randomization is often logisti-
cally impossible and, even if it is possible, it is often ethically questionable. Quasi-
experimental methods such as those used in this study provide researchers with
analytic tools to mimic randomization, accounting for both observable and unob-
servable differences between treatment (tutoring’s enrolment) and control groups.
Specifically, propensity scores are calculated using logistic regression (see eq. 1),
wherein the outcome is the log-odds that a student will participate to tutoring activ-
ities represents an intercept term (β0), and β1 is a vector of regression coefficients
corresponding to the individual student characteristics.

log(p/p−1) = β0 +β1 ∗X1 (1)

Each student’s predicted probability (p), or propensity, to enrol to tutoring that re-
sulted from this equation forms the basis for matching tutoring participants with
non-participants. Once students are matched according to mostly similar propensity
scores, a final linear regression is computed to capture the effects of participating to
tutoring on the academic careers (see eq. 2).

Y1 = α0 +α1 ∗Z1 + ε1 (2)

In particular, Y1 represents the outcomes of the academic career at the end of the
second semester: GPA, the weighted average grade of the passed exams, and the
credits obtained. While Z1 represents the student’s level covariates, ranging from
demographic information (such as age or gender) to previous studies (such high
school track) and residency (whether the student lives alone or with family).

4 Results

Thanks to the adopted methodology, the Propensity Score Matching, we are able to
catch the effect of being enrolled to tutoring activities on students’ academic per-
formance for at-risk careers (more than 80% of dropout probability). Once having
matched students with similar features, they are paired according to if they receive
the treatment (treatment is frequency at tutoring activities). The results of the lin-
ear regressions showed in Table 1 mainly highlight how important is the frequency
to tutoring in improving students’ performance. In fact, both GPA and credit are
influenced by the dummy variable f req Tutoring which takes 1 whether the stu-
dent follows at least one lecture of tutoring. The final grade obtained at high school
represents another key feature positive associated to higher performance. Generally,
tutoring activities allows at-risk student having better results to their counterpart,
who do not frequent them.
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Table 1 Linear Regression models to evaluate the effectiveness of the frequency at tutoring activ-
ities, after matching similar students with propensity score matching.

Dependent variable:
GPA II semester Credits II semester

(1) (2)

freq Tutoring 2.690∗∗∗ (0.706) 5.801∗∗∗ (1.569)
stud birth yyyy 0.350 (5.015) 30.349∗∗∗ (11.147)
stud genderM −0.340 (0.868) −2.207 (1.930)
stud citizenship 2.976∗ (1.679) −0.521 (3.732)
stud admission score 4.744 (2.909) 9.415 (6.467)
stud career degree changed −0.761 (0.942) −0.513 (2.093)
highschool grade 8.104∗∗∗ (1.590) 25.189∗∗∗ (3.534)
previousStudiesOthers 1.046 (2.053) −4.349 (4.562)
previousStudiesScientifica 0.429 (1.474) 3.116 (3.277)
previousStudiesStraniera −0.981 (4.227) −12.318 (9.396)
previousStudiesTecnica −1.785 (1.652) −1.179 (3.671)
income bracket normalized on4fascia bassa 0.248 (1.285) 4.261 (2.855)
income bracket normalized on4fascia media −0.239 (0.984) 1.537 (2.188)
income bracket normalized on4LS −1.708∗ (0.884) −4.010∗∗ (1.965)
originsForeigner −0.120 (4.223) 6.450 (9.386)
originsMilanese −0.999 (0.952) −2.882 (2.116)
originsOff-site student 1.771 (2.097) −8.703∗ (4.661)
Constant 8.533 (5.285) −22.137∗ (11.747)

Observations 448 448
R2 0.156 0.245
Adjusted R2 0.123 0.215
Residual Std. Error (df = 430) 7.378 16.398
F Statistic (df = 17; 430) 4.671∗∗∗ 8.210∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

5 Conclusions

The importance of detecting and monitoring at-risk students is only the first step to
help and support them in staying on track, not leaving university. In fact, increasing
retention rates at higher education institutions represent a key today’s challenge. In
doing this, we experiment and analyse the effect of tutoring activities freely offered
by the university to support students with learning difficulties. Thanks to a quasi-
experimental approach, the Propensity Score Matching, we see how the enrolment to
these activities are effective in improving students’ academic performance, in terms
of GPA and credits. This results is profoundly important since around one third
of students leave their academic career. Hence, putting in place effective remedial
interventions represent a key action in order to stop this phenomenon.
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Composite–based Segmentation Trees to Model
Learners’ Performance
Alberi di segmentazione composite–based per la stima dei
risultati di apprendimento

Cristina Davino and Giuseppe Lamberti

Abstract In this paper, we explore whether the performance of students attend-
ing Massive Open Online Courses and its main drivers, learning and engagement,
can be differentiated according to external stratification v ariables r epresented by
socio–demographic characteristics and type of course. Performance and related
main drivers of students attending platform FedericaX, the “Federica WebLearn-
ing” center of the University of Naples Federico II, are used. Their relationship are
analyzed using partial least squares structural equation modeling, while the potential
effect of the stratification variables are explored through a Pathmox analysis.
Abstract L’obiettivo del lavoro è esplorare la relazione tra la performance degli
studenti dei MOOC (Massive Open Online Courses) e i suoi principali driver,
l’apprendimento ed il coinvolgimento, evidenziando possibili differenze in base a
variabili di stratificazione esterne quali le caratteristiche socio–demografiche e il
tipo di corso. Il lavoro è basato sull’analisi dei dati relativi alla partecipazione
degli studenti che frequentano due MOOC disponibili sulla piattaforma FedericaX
dell’Università di Napoli Federico II. La metodologia di riferimento è rappresen-
tata dai modelli ad equazioni strutturali di tipo composite–based e da un approccio
basato sulla segmentazione ad alberi per confrontare tali modelli osservati su par-
tizioni del campione osservato.

Key words: massive open on-line courses, performance, partial least squares struc-
tural equation modeling, heterogeneity, pathmox analysis

Cristina Davino
Department of Economics and Statistics, University of Naples Federico II, Naples, Italy, e-mail:
cristina.davino@unina.it

Giuseppe Lamberti
Department of Business, Universitat Autonoma de Barcelona, Barcelona, Spain e-mail:
giuseppe.lamberti@uab.cat

1

324

mailto:cristina.davino@unina.it
mailto:giuseppe.lamberti@uab.cat


2 Cristina Davino and Giuseppe Lamberti

1 Introduction

Predicting students’ performance is one of the main challenges in learning analyt-
ics. This aim becomes even more critical in the case of the analysis of data col-
lected through Massive Open Online Courses (MOOCs). Due to the peculiarity of
being massive, MOOCs are attended by very heterogeneous students with respect to
socio–demographic characteristics as well as cultural and educational backgrounds.
In this framework, learning analytics focusing on learners’ behavioral patterns aims
to study the effects on student’s performance and cannot disregard the students’
heterogeneity who decide to attend the MOOC.

This contribution extends the proposal of Carannante et al. [2] where a structural
equation model, in the framework of the composite–based approach [11] [6] [7], is
proposed to measure the main factors affecting students’ performance in MOOCs.
Exploiting the conceptualization of performance and its main drivers (learning and
engagement), this paper carries out a deeper analysis to assess whether the structural
model shows significant differences according to the characteristics of the students
or considering different types of courses. In essence, we aim to handle a possible
heterogeneity in modeling students’performance according to their learning and en-
gagement behavior.

Heterogeneity is a major issue in statistical modeling since a model could be valid
for the whole population but not for possible partitions. In particular, in the frame-
work of composite–based modeling, also known as Partial Least Squares Structural
Equation Modeling (PLS–SEM), several contributes have been proposed to handle
both observed [4] and unobserved heterogeneity [5]. We exploit here the former
approach analysing if the structure of relationships in a PLS–SEM differs accord-
ing a set of stratifying or segmentation variables not included into the model. In
particular, the Pathmox analysis [8] is adopted. It applies the principles of binary
segmentation to produce a tree with different models in each node according to the
set of stratifying variables.

The analysis refers to two courses in Political Science offered on the Platform
FedericaX, the EdX MOOCs platform of the “Federica WebLearning” Centre at
University of Naples Federico II, and it is carried out on the tracking logs of users’
actions.

2 Data Description and Global Model

It is a matter of fact that the digitalization of education allows tracking all the stu-
dents’ actions from event logs (also called clickstream), participation to forums and
discussions, and test sessions.

Data presented in this paper refer to 3578 students who attended two courses in
Political Science on the FedericaX platform. Each course was offered in two ver-
sions: an instructor–paced version and a self–paced version. The instructor–paced
is strictly scheduled, with specific dates for assignments, course materials, exams,
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and a deadline for learners to complete the course and get a certification. Usually,
this modality is integrated into an in–site course delivered in blended mode. For the
self–paced version, all of the course materials are available as soon as the course
starts, assignments and exams do not have due dates, and therefore a learner can
progress through the course at its own speed and pass grade in the course, even
without completing all of the course materials.

Learning and engagement, the two considered drivers of students’ performance,
have been measured by a set of 14 indicators. In particular learning considers the
number of actions undertaken in order to acquire knowledge. In contrast, engage-
ment represents the emotional perspective, i.e., quantify the way the user approaches
the course. Both of them are complex constructs that requires second–order con-
structs to be measured: frequency–based activities, time–based activities, interac-
tion for the learning construct and regularity and no procrastination for the engage-
ment one. The outcome dimension, performance, is measured through the rate of
correct answers to a set of questions provided by the instructor. For a complete de-
scription of the indicators, please refer to the original paper of Carannante et al.
[2]. In this paper we consider only a subset of the original data: students registered
to the course but not active were excluded from the analysis, and some indicators
(average backward, average time spent on video, first delay and rate of return) have
been discarded due to low reliability.

The relationship among performance, engagement, and learning is explored con-
sidering the structural model provided in Figure 1 (left–hand side) and validated in
[2]. The reference framework is represented by PLS–SEM, a multivariate approach
for latent variables estimation. PLS–SEM allows multiple blocks of observed vari-
ables (or indicators) to be analyzed, with each block playing the role of a latent
variable; a linear relationship is assumed between blocks. Two models are com-
puted: the measurement (or outer) model, that relates observed variables to latent
variables, and the structural (or inner) model, that calculates the strength and direc-
tion of relationships among the latent variables.

The proposed model considers reflective LVs, and therefore unidimensionality
and internal consistency were checked revealing satisfactory results. The global
model results (estimated on the whole sample) are consistent with the results in [2].
For the sake of brevity, results related to the measurement part of the model are not
presented. Estimates of the structural model, reported in Figure 1 (left–hand side),
confirm that learning is globally the main driver for performance (coefficient equal
to 0.563, p–value<0.001), while engagement has a lower impact (coefficient equal
to 0.261, p–value<0.001). The R2 is 0.648, which ensures an adequate predictive
power of the model.

3 Modeling Heterogeneity

The model presented in Section 2 can be refined by analyzing any differences among
subgroups in the considered sample. At this regard, the Pathmox analysis [8] allows
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to identify different segments of the sample holding a different set of relationships
among constructs. The method applies the principles of binary segmentation to pro-
duce a tree with different models in each of the obtained nodes. The algorithm starts
by fitting a global model on all the data, thereby defining the root of the tree, and
then identifies the models with the greatest differences in each child node in a pro-
cedure that is repeated iteratively. The candidate splitting variables are represented
by stratification or segmentation variables, not included into the model. As in each
binary segmentation procedure [1], these variables are previously transformed in all
possible dichotomous variables. The available data is recursively partitioned to iden-
tify the iterations whose segmentation variable yields the most significant difference
after comparing two PLS–SEM models of child nodes. To this end, Pathmox uses a
statistical test based on Fisher’s F–test for equality in regression models [10] adapted
to compare two PLS–SEM models. The approach results in a valid alternative when
the context of the research is explorative. It is useful for detecting heterogeneity in
case of several segmentation variables, and it is difficult to determine which of these
variables are responsible for differences.

The segmentation variables considered in this paper as possible sources of het-
erogeneity are: the course’s version offered on the FedericaX platform (instructor–
paced = 26.91%; self–paced = 73.09%), gender (female = 23.87%, male = 40.55%;
prefer not to say = 35.58%), age (14–18 years = 4.22%, 19–25 years = 21.32%,
26–32 years = 48.69%; 33–45 years = 15.57%, 46–60 years = 6.96%, >60 years =
3.24%), and country (Africa = 7.57%, Americas = 26.10%, Asia = 31.11%, Europe
= 21.66%, Oceania = 13.56%).

The Pathmox results are presented in Figure 1 (right–hand side) and Table 1. The
root node corresponds to the global model estimated on the whole sample (n=3578),
while the four leaf nodes identify four different Local Models (LMs), respectively
labeled LM4, LM5, LM6, and LM7. Pathmox produced a total number of four nodes

Fig. 1 Global model estimation (left–hand side) and Pathmox segmentation tree (right–hand side)

Cristina Davino and Giuseppe Lamberti

327



Composite–based Segmentation Trees to Model Learners’ Performance 5

as we limited the tree depth to two (i.e., four terminal nodes as maximum) for the
interpretation.

The algorithm selects course type as the variable with the greatest discrimi-
nant power (p<0.001), distinguishing between students that attended instructor–
paced courses and students that attended self–paced courses. The students involved
in the instructor–paced courses are further differentiated by the variable gender
(p<0.001), defining two groups, male (LM4) against female and others (LM5). The
students involved in self–paced courses are differentiated instead by the variable
age (p<0.001), classifying the students as younger than 32 (LM6) and older than
32 (LM7). The PLS–SEM models associated with the four groups are presented
in Table 1. Results show that, unlike evidence obtained for the whole sample, en-
gagement has not a significant impact on the male students involved in instructor–
paced courses (LM4), while for the female and not declared gender (LM5), en-
gagement and learning are both crucial in defining their performance. Moreover, in
this model, the effect difference between learning and engagement is lower than the
global model (0.069 vs. 0.302). Younger students involved in self–paced courses
(LM6) present effects similar to the global model. Finally, the older than 32 (LM7)
students involved in self–paced courses define their performance mainly by engage-
ment rather than by learning.

Summarizing, Pathmox has identified course type, gender, and age as the three
variables with the highest discriminant power. It reveals that the global model masks
different behaviors according to the detected sources of heterogeneity. The identi-
fied subgroups of students present difference in how they define their performance,
particularly for the male instructor–based courses where performance depends only
on learning. In contrast, students older than 32 attending self–based courses asso-
ciate the performance principally to the engagement.

Table 1 Local model results

Learning Engagement R2 N

Global model 0.563 0.261 0.648 3578
LM 4: Male students involved in the instructor–paced course 0.927 -0.082NS 0.728 475
LM 5: Female students involved in the instructor–paced course 0.444 0.375 0.644 488
LM 6: Younger students involves in self–based course 0.562 0.276 0.671 2043
LM 7: Older students involves in self–based course 0.312 0.527 0.651 572

NS non–significant

Further developments of the study will regard the use of multi–group non para-
metric tests to evaluate between–segment differences in path coefficients [9]. More-
over, an exploration of the impact of learning and engagement on the whole dis-
tribution of performance could highlight different effects in low, middle, or high
performances [3].
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Fast Divide-and-Conquer Strategies to Solve
Spatial Big Data Problems
Strategie Veloci di Divide-et-Impera per la Risoluzione di
Problemi con Dati Spaziali Massivi

Michele Peruzzi

Abstract Massive geolocated datasets are increasingly common in many scientific
fields and industry. While latent Gaussian Process (GP) models are frequently cho-
sen to perform statistical analyses and to quantify the associated uncertainties, they
scale poorly to growing data sizes due to the intricate spatial dependencies. A simple
class of methods for scalable computations involve partitioning scheme or tessella-
tions of the spatial domain; independence or conditional independence assumption
across such domain partitons give rise to different models. When a directed acyclic
graph (DAG) is used to characterize conditional independence across domain par-
titions, one obtains meshed GPs which can be constructed to greatly reduce the
number of expensive matrix operations. In this article, we show that similar strate-
gies can be used for independent partitions methods. We consider satellite imaging
data to compare several methods.
Abstract I modelli con processi gaussiani latenti (GP) che vengono spesso scelti
per eseguire analisi statistiche con dati geolocalizzati e quantificarne le incertezze
si adattano male al crescere della dimensione dei dati a causa delle complesse
dipendenze spaziali. Quando è un grafo aciclico diretto (DAG) a caratterizzare le
dipendenze tra regioni spaziali, si ottiene un GP a maglia (MGP) che può essere
costruito in modo da ridurre il numero di operazioni costose di algebra lineare. In
questo articolo si mostra che anche un modello a partizioni indipendenti può essere
costruito in modo simile. I metodi considerati sono messi a confronto su un dataset
costruito da immagini satellitari.

Key words: Spatial, big data, Bayesian regression, latent Gaussian, domain parti-
tioning.
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1 Introduction

When modeling the relationships between several spatially referenced outcomes
and corresponding predictors, it is convenient to consider a linear spatial regres-
sion model. Let D ⊂ ℜd denote the spatial domain and ℓ ∈ D be a generic spatial
location. At ℓ we have

y(ℓ) =X(ℓ)⊤β+w(ℓ)+ε(ℓ) , (1)

where y(ℓ) = (y1(ℓ),y2(ℓ), . . . ,yq(ℓ))⊤ is the q×1 vector of outcomes at location ℓ,
X(ℓ)⊤ = blockdiag{xi(ℓ)⊤}q

i=1 is a q× p matrix of spatially referenced predictors
with each xi(ℓ) being pi ×1 vector of predictors corresponding to yi(ℓ) at location
ℓ and p = ∑q

i=1 pi, β is the p× 1 vector of regression coefficients, w(ℓ) and ε(ℓ)
are q× 1 vectors of spatial random effects and random noise with elements wi(ℓ)
and εi(ℓ), respectively, for i = 1,2, . . . ,q such that ε(ℓ) ∼ N(0,D) with a diagonal
D = diag(τ2

1 , . . . ,τ2
q ), i.i.d. for all ℓ.

Dependence across spatial locations arises by modeling {w(ℓ) : ℓ ∈ D} as a
q-variate multivariate Gaussian process (GP), i.e. w(ℓ) ∼ GP(0,Cθ(·, ·)), where
Cθ(·, ·) is a q×q matrix-valued cross-covariance function (see e.g. [4]) indexed by
unknown parameters θ which we may suppress to simplify notation. This means
that C(ℓ,ℓ′) = [cov{wi(ℓ),w j(ℓ′)}] is the q× q matrix with (i, j)th element given
by the covariance between wi(ℓ) and w j(ℓ′). Over any finite set L ⊂ D the GP
leads to wL ∼ N(0,CL ), where wL is the qnL × 1 column vector and CL is
the qnL × qnL block matrix with the q× q matrix C(ℓi,ℓ j) as its (i, j) block for
i, j = 1, . . . ,nL . We focus here on the case q = 1 for simplicity.

Let N = {ℓ1, . . . ,ℓn} ⊂ D be the set of observed locations. We construct y =
[y(ℓ1)⊤, . . . ,y(ℓn)⊤]⊤ as the n×1 vector of y(ℓi)’s over the n locations, analogously
define w and ε, and let X = [X(ℓ1) : . . . : X(ℓn)]⊤. The regression model (1)
can be written as y = Xβ+w+ ε. Spatial dependence is highlighted by noting
that marginally y ∼ N(Xβ,CN +Dn), in which the dense CN alludes to the
inadequacy of models assuming independent residuals in this context. The resulting
Bayesian hierarchical model is constructed from the above specifications as

p(β,w,τ2,θ |y)∝ p(τ2,θ)×N(β; mβ ,Vβ )×N(w ;0,CN )×N(y ;Xβ+w,Dn) ,
(2)

where Dn = blockdiag({D}n
i=1). Bayesian inference typically proceeds by sam-

pling from the posterior distribution in (2) via Markov-chain Monte Carlo (MCMC)
algorithms. Unfortunately, a major roadblock arises when θ is unknown: CN is a
dense n× n matrix, and this implies that evaluating N(w;0,CN ) has a computa-
tional complexity of O(n3). The cubic cost associated to GPs has been addressed
in a large literature which includes low-rank methods. We refer the reader to [11],
[1], and [5] for in-depth reviews and comparisons of many scalable geostatistical
methods.
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2 Domain partitioning for scalable computations

Spatial domain partitioning may be leveraged for scalable computations: the spatial
domain D is split into M mutually exclusive regions, i.e. D =∪M

i=1Di and Di∩Di∗ =
/0. We focus here on axis-parallel tesselations (APT), which subdivide each of the d
coordinate axes into intervals—the partitions are the cartesian product of intervals.

Once a partition of the domain has been defined, perhaps recursively [6, 7], one
can assume that if ℓ∈Di and ℓ′ ∈Di∗ with i ̸= i∗, then the latent process is such that
w(ℓ)⊥⊥w(ℓ′). This block-independence assumption leads to a new spatial process
w̃ which is associated to a block-diagonal covariance matrix C̃N which replaces
the off-diagonal blocks of CN with zeros. Evaluation of the new process density
proceeds swiftly; by taking Ni = Di ∩N , one has p(w̃ |θ) = ∏M

i=1 p(wi |θ) where
wi is the |Ni|×1 vector collecting realizations of w at Ni. We refer to this scheme
as the naı̈ve Divide & Conquer (nD&C) method; in the literature, it appears in [10]
and as the “Partition” method in [5]. The computational complexity of nD&C is
O(MS3) and driven by the cost of computing p(w̃ |θ) assuming |Ni| ≈ S for all
i = 1, . . . ,M. If we further assume that S is constant for growing data size n, we have
M = n/S so the asymptotic complexity is O(nS2). Sampling w has the same cost.

If spatial independence assumptions are overly restrictive, one can consider a
Meshed GP (MGP) [8, 9], in which independence across partitions is replaced by
a fixed directed acyclic graph (DAG). Conditional independence across partitions
amounts to taking p(w̃ |θ) = ∏M

i=1 p(wi |w[i],θ)—we are now conditioning w on
w[i], which is the realization of the latent process w at the collection of locations
corresponding to parents of node i in the DAG G , denoted by [i]. A valid standalone
spatial process can be created by assuming that w(ℓ) ⊥⊥ w(ℓ′) |wN for any pair
of locations ℓ,ℓ /∈ N . If G is sparse, the induced precision matrix C̃−1

N is block
sparse, leading to advantages in computations for collapsed MCMC methods. Here,
we focus on the non-marginalized posterior (2); algorithmic complexity is driven by
p(wi |w[i]θ) = N(wi;Hiw[i],Ri), where Hi = Ci,[i]C

−1
[i] and Ri = Ci −HiC[i],i.

Taking G as the cubic mesh of [8], C[i] is of size 2S× 2S or less, whereas Ri is
of size S× S. Therefore, the complexity for spatial domains of dimension d = 2 is
O(9MS3); this is asymptotically the same as with the nD&C method as it involves a
fixed additional cost for the computation of C[i]. In practice, this leads to improved
predictions and estimation of θ for a relatively small additional computational cost.

3 Grid-caching to trim computational costs

DAG-based methods such as [2, 8, 7] all involve a reference set M of spatial loca-
tions (sometimes referred to as the knots). Knots do not necessarily coincide with
observed locations. Methods based on sparse DAGs lead to sparse Gaussian preci-
sion matrices and one may choose N = M . However, setting M ⊃ N may be
computationally faster when data locations are on a partly observed lattice–such as

339



4 Michele Peruzzi

pixels of a satellite image, some of which missing due to cloud cover [8]. The DAG
G can be made to mimick the patterns in M , resulting in extreme reductions in
the number of unique C[i] and Ri which need to be computed. With caching, rather
than having to compute 9M system solvers of the MGP above, one only computes 4,
regardless of data size. [9] extended these ideas to completely irregular data. To clar-
ify, suppose the covariance function C(·, ·) is stationary, and let M be an equally-
spaced grid of points in D . Following an APT scheme, one obtains {Mi}M

i=1 where
Mi =M ∩Di. The cubic DAG of [8] leads to most nodes i having exactly 2 parents,
e.g. the “south” parent and the ”west” parent. Then, there exist nodes i# and i∗ such
that Si is obtained by translating Mi# along the spatial domain, and similarly S[i]
with S[i∗] (it may be i∗ = i#). But then Ci =Ci# and C[i] =C[i∗]; one computes the
inverses for these prototypes and copies the result across the whole domain.

A fast D&C method (fD&C) can be built to allow caching. Suppose N are
irregularly-spaced spatial locations and take a gridded set of knots M such that,
after APT, Mi

→
= Mi′ for any pair i, i′ = 1, . . . ,M, where →

= refers to equality up to
translations along the domain, and |Mi| = S. Then we let w(ℓ) ⊥⊥ w(ℓ′) |wM for
any pair of locations ℓ,ℓ /∈M ; these include the observed locations N . The regres-
sion model at location ℓ ∈ Di can now be written as y(ℓ) =X(ℓ)⊤β+HℓwMi +
ν(ℓ) where ν(ℓ) ∼ N(0,Rℓ+ τ2), Hℓ = Cℓ,iC

−1
i , Rℓ = Cℓ−Cℓ,iC

−1
i Ci,ℓ and

Ci is the covariance matrix at locations Mi. In practice one only needs to compute a
single Cholesky decomposition for a “prototype” C∗ of size S×S rather than for Ci
for all i; this implies that almost all the complexity of this model is due to sampling
w – sampling inefficiencies can be reduced in this context [9].

4 Application: FPAR data in North Carolina

Fig. 1 Observed FPAR data from MODIS satellite imaging.

The fraction of photosynthetically active radiation (i.e. with wavelengths of 400-
700 nm) absorbed by green vegetation (FPAR) is used for calculating several mea-
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sures related to the biogeochemistry of vegetation. The MODIS Aqua and Terra
satellites product MOD15A2H v.6 includes FPAR at a 500m grid of worldwide
locations averaged over 8-day periods. Here, we consider a large dataset with
n = 109,610 observed locations over a region in North Carolina, USA, in the 8-
day time period ending on February 18th, 2020. We compare our fD&C to its naive
counterpart, a MGP model and a NNGP model of the response (i.e. not involving la-
tent random effects, see [3]). All methods run 5000 MCMC iterations and compute
predictions at a set of 50,000 left-out locations in about 6 minutes; they all use the
same covariance C(ℓ,ℓ′) = σ2 exp{−φ∥ℓ− ℓ′∥}, and the same prior distributions,
which are τ2 ∼ Inv.Gamma(2,1), σ2 ∼ Inv.Gamma(2,1), φ ∼U(1/20,2000); com-
putations ran on a workstation with a Ryzen 9 5950X CPU running on 10 threads.
Figure 2 reports fD&C predictions with uncertainty a posteriori; Table 1 compares

Fig. 2 Predictions (left) and pointwise uncertainty band width (right) obtained from fD&C.

predictive performance of the models. All models perform very similarly; we high-
light the improvement of our proposed fD&C strategy relative to its naı̈ve coun-
terpart. Thanks to caching, the fD&C method uses much coarser partitioning than
nD&C, while performing all operations in the same timeframe.

Table 1 Predictive performance of the methods under considerations.

Method RMSPE MAPE Coverage
(95% nominal)

Time (min)

nD&C (60×34 partitioning) 0.0764 0.0558 93.93% 5.4
fD&C (34×17 partitioning) 0.0755 0.0552 93.92% 5.7
MGP (50×34 partitioning) 0.0746 0.0545 93.98% 5.9
NNGP (m = 10 neighbors) 0.0745 0.0545 93.65% 5.9

Acknowledgements The author received funding from the European Research Council (ERC)
under the European Union’s Horizon 2020 research and innovation programme (grant agreement
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Application of hierarchical matrices in spatial
statistics
Applicazione di matrici gerarchiche nella statistica
spaziale

Anastasiia Gorshechnikova and Carlo Gaetan

Abstract Large datasets with irregularly spatial (or spatio-temporal) locations are
difficult to handle in many applications of Gaussian random fields such as maxi-
mum likelihood estimation (MLE) and prediction. We aim to approximate covari-
ance functions in a format that facilitates the computation of MLE and prediction
with very large datasets using a hierarchical matrix approach. We present a numeri-
cal study where we compare this approach with the covariance tapering method.

Abstract Grandi dataset contenenti posizioni spazio-temporali disposte in maniera
irregolare sono molto difficili da trattare in parecchie applicazioni dei campi
aleatori gaussiani, quali la stima di massima verosimiglianza o la previsione. Il
nostro obiettivo è di approssimare le funzioni di covarianza in un formato che fa-
ciliti il calcolo della stima di massima verosimiglianza e della previsione in caso di
dataset molto grandi si basa sull’uso di matrici gerarchiche. Un esempio numerico
in cui si confronta il metodo proposto con il ’tapering’ viene presentato.

Key words: computational methods, hierarchical matrices, large datasets, covari-
ance matrices

1 Introduction

Large data sets are common in environmental sciences where data are often ob-
served at a large number of spatial locations and at different temporal intervals.
Therefore, computational and modeling challenges arise which were labeled by as
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2 Anastasiia Gorshechnikova and Carlo Gaetan

“big N problem”. The exact computation of the likelihood of a Gaussian Random
Field (GRF) observed at N irregularly sited locations generally requires O(N3) float-
ing point operations and O(N2) memory [3].

Consider a vector Z of N observations from a GRF {Z(x)} defined over a domain
indexed by x, where x denotes either a spatial x : s∈Rd or spatio-temporal domain of
observations x : (s, t) ∈Rd ×R. Without loss of generality we consider a zero-mean
GRF. Considering parametric covariance function with the vector of the unknown
p- dimensional parameters θ ∈ Θ ⊆ Rp, the covariance function c(x) := c(x;θ)
depends on unknown parameter θ . We make statistical inference with respect to θ
based on the Gaussian log-likelihood

L(θ) =−N
2

log2π − 1
2

log |CZ |−
1
2

Z⊤C−1
Z Z (1)

where N is the sample size and CZ is the covariance matrix of Z. As can be seen
from (1), to make an inference on the unknown parameter θ the exact computation
of the log-likelihood requires a computation of the determinant of the covariance
matrix |CZ | as well as its inverse C−1

Z which both require O(N3) operations.
A similar computational burden is involved in evaluating the best linear unbiased

prediction (BLUP), at an unobserved location x0 defined as follows

Z(x0) = c(x0)
⊤C−1

Z Z, (2)

where c(x0) = [c(x0,x1), . . . ,c(x0,xN)]′ is covariance vector formed based on a new
location x0 and CZ =C(xi,x j).

A comparison of current methods to tackle this computational problem is con-
tained in [3]. For instance, in the covariance tapering approach [4] the covariance
matrices are multiplied element-wise by a sparse correlation matrix which results
in another positive definite function with a compact support, i.e. CT = CZ ◦ T (δ ),
where T (δ ) is a compactly supported correlation function which is identically zero
whenever ||s− s′||≥ δ with s,s′ ∈ Rd and taper (or cut-off distance) δ . Therefore

L(θ) =−N
2

log2π − 1
2

log |CT |−
1
2

ZTC−1
T Z (3)

is the tapered likelihood, where CT =CZ ◦T (δ ).
The covariance tapering method may not be effective in accounting for spatial

dependence with long range dependence thereby sacrificing some precision. Also
it is not straightforward how to choose the distance to taper off. In this work we
present an approach based on the approximation of covariance functions by hier-
archical matrices (or shortly H -matrices). Focusing on the numerical analysis, the
method of H -matrix was exploited by [5] for MLE estimation. We extend this work
by adapting the regularity conditions, performing kriging prediction on a simulated
dataset and comparing this technique with covariance tapering in terms of both com-
putational and statistical efficiencies.
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Application of hierarchical matrices in spatial statistics 3

2 Hierarchical matrices

The idea behind H -matrices is to use a low-rank approximation of the blocks of
a covariance matrix which are located far from the diagonal entries. To obtain the
structure of a covariance matrix with the off-diagonal blocks C̃k

block approximated in
a low-rank k format, an index i ∈ I from the index set I ⊂ N is firstly assigned to
each data location xi ∈ Rd . The hierarchical structure of a matrix is then obtained
by partitioning the index set I into subsets or, equivalently, associated data locations
xi into clusters. This is required in order to obtain matrix blocks which further can
be factored, such that a low-rank block C̃k

block is characterised by the rank k << N.
These all are crucial steps required to compress data and perform matrix operations
in a linear cost. We refer to [2] for the technical details of the H -matrix method.

The matrix C resulting from a covariance function c(·) is not sparse. To find a
data sparse representation of some blocks of the covariance matrix, their low-rank
decomposition must be exploited. We refer to [1] for the description of analytical
techniques to find a low-rank approximation of a block c̃k(xi,x j) of the covariance
function c(xi,x j). According to [2], to admit a low-rank representation it is necessary
that the underlying functions satisfy so called ‘asymptotic smoothness condition’.

We define a d-dimensional multi-index notation α = (α1,α2, . . . ,αd) of non-
negative integers. For the multi-index α ∈ Nd

0 sum of the components or absolute
value can be written as |α|= α1 +α2 + · · ·+αd and higher-order partial derivatives
as ∂ α = ∂ α1

1 ∂ α2
2 . . .∂ αd

d , where ∂ αi
i = ∂ αi/∂xαi

i of the dimension d. Let Xi,Xj ⊂ Rd

be subsets such that the function c(xi,x j) is defined and arbitrarily often differen-
tiable for all spatial locations xi ∈ Xi and x j ∈ Xj with xi ̸= x j for i, j = 1, . . . ,N.
Then the covariance function c(xi,x j) is asymptotically smooth if there exist con-
stants p1, p2 ∈ R+, such that for all multi-indices α ∈ Nd

0 , one has

|∂ α
x c(xi,x j)|≤ p1|α|!p|α|

2 (||xi − x j||)−|α| (4)

for all xi ̸= x j.
The factor p|α|

2 allows for a change of the growth behaviour. The derivatives
tend to 0 as ||xi − x j||→ ∞. The condition (4) is required to guarantee a fast decay
of the eigenvalues of the underlying function which leads to an effective low-rank
approximation C̃k

block of specific blocks of C, so that the error |c(xi,x j)− c̃(xi,x j)|
of a low-rank approximation of c(xi,x j) converges exponentially fast. At first sight,
the condition (4) seems to be restrictive. However, this condition is satisfied by
some classes of spatial covariance functions such as Matérn and spatio-temporal
covariance functions, see [1] for the details.

We aim to approximate a covariance matrix by the H -method and perform a fast
approximated Cholesky decomposition. We denote the H -matrix approximation of
the covariance matrix by C̃ and approximation of the Cholesky factor by Λ̃ , so that
C̃ = Λ̃Λ̃ T . To be able to perform approximate Cholesky decomposition, the positive
definiteness property of C̃ should be preserved. With the approximation by H -
matrices, the error can propagate and perturb the eigenvalues of the resulting matrix.
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If the smallest eigenvalue is close to the origin, the result of these operations might
become indefinite. To tackle this problem, we follow the suggestion of [5] to add
a nugget value to the diagonal of C̃, albeit sacrificing approximation accuracy for
the sake of positive definiteness. The H -approximation of the exact log-likelihood
L(θ) is defined by L̃(θ ,k) with the maximal rank k

L̃(θ ,k) =−N
2

log2π −
N

∑
i=1

log λ̃i −
1
2

U⊤U , (5)

where UTU = ZT (Λ̃Λ̃ T )−1Z = ZTCZ which is composed of the matrix-vector mul-
tiplications with a log-linear cost and λ̃i are diagonal elements of Λ̃ , such that

logdet (C) = logdet Λ̃Λ̃ T = logdet
(

∏N
i=1 λ̃ 2

i

)
= 2∑N

i=1 log λ̃i.

As with the likelihood in (5), we substitute CZ in (2) by the approximated
by H - covariance C̃Z . Then a simple kriging prediction for a location x0 using
the estimated covariance function with θ̂ in (5) is Z̃(x0) = c̃(x0)⊤C̃−1

Z Z, where
c̃(x0) = [c̃(x0,x1), . . . , c̃(x0,xN)]′ is the H -matrix approximation of the correspond-
ing covariance vector. We note that as in (5) it is also based on the matrix-vector mul-
tiplications which leads to the log-linear cost computation due to the H -matrices.

3 Numerical results

For the covariance tapering approach distant pairs of observations are modelled us-
ing a compactly supported covariance function. With the H -matrices, off-diagonal
elements of CZ are defined through the low-rank factors. Because of the similarity
of both methods, the main purpose of this section is to compare their performance
based on computational and statistical efficiency. With the covariance tapering the
’score’ function for θ based on (3) is biased. Since (5) also entails a biased score
function, i.e 1

2
(
ZTC̃−1

Z CiC̃−1
Z Z− tr(C̃−1

Z CiZ)
)
, we use (5) with H -covariance C̃Z and

(3) with tapered covariance CT .
The simulation study is performed with the increasing domain asymptotics setup

on the randomly perturbed grid of spatial locations by constructing a regular grid
with increments 0.03 over Wk = [0,2(k+2)/2]× [0,2(k+2)/2], k = 0, . . . ,2. and per-
turbing the regular grid points by adding a uniform random value on [−0.01,0.01].
With this setup, each data location is at least 0.01 units distant from its neighbours.

For the different sample size of Nk = {2000,4000,8000} points with k = 0, . . . ,2
chosen without replacement, we simulate L = 100 realizations of zero-mean GRF
with Matérn covariance with the true parameters θ =(σ2,ϕ,ν ,τ2)= (1,0.1,0.5,0.1),
where σ2 is the marginal variance and τ2 is the nugget parameter. We fix the smooth-
ness parameter ν = 0.5 (exponential covariance function) and τ2 = 0.1 is added to
the diagonal in order to preserve the positive definiteness property. In addition, we
scale the distance in (4) by the range parameter ϕ . This adjustment resulted in a
computational efficiency that is doubled compared to the standard condition.
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To check the predictive performance with the increasing Nk, we divide the sim-
ulated data into a training dataset chosen at random and a validation dataset con-
taining the remaining 10%, i.e M = {200,400,800} observations respectively. As
practical range we set ϕ = 0.1 due to consistency of ϕ over the spatial domain to
increasing domain framework. Because we keep distance as fixed, increasing k and
consequently the number Nk of observations, the percentage of nonzero elements
in the resulting tapered covariance matrix decreases. By varying the practical range
δ = {0.15,0.3,0.5}, the percentage of non-zero elements p in the tapered covariance
matrix increases. For the H -matrices we control the compression ratio q which is
defined as the ratio between the sizes of a compressed (hierarchical matrix) C̃ and
original matrix C. The h2lib library1 was exploited for application of H -matrices);
for covariance tapering method spam[6] was used.
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Fig. 1 Boxplots of sampled estimates (a)-(c) ϕ̂ and (d)-(f) σ̂2 with the horizontal line of the true
estimates (ϕ = 0.1,σ2 = 1) under the exact maximum likelihood estimation (MLE), covariance
tapering (TAP) and H -matrices (HM)

Figure 1 shows boxplots of the estimates of the ϕ and σ2 parameters with the
both methods, including the exact ML estimation. The horizontal line indicates the
true values of the estimates (ϕ = 0.1,σ2 = 1). As taper δ decreases, the biases in the
one-taper estimates increase. In contrast, we see negligible bias in the H -matrices
estimates. The difference in variance estimates with both methods is almost indis-
tinguishable. In terms of computational efficiency, for example, for n = 8000 likeli-
hood evaluation based on the H -matrices with qmax required thm = 2 min compared
to ttap = 7 min by the covariance tapering approach with pmax. Thus, the application

1 https://github.com/H2Lib/H2Lib, developed by Steffen Boerm and his group, Kiel, Germany
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6 Anastasiia Gorshechnikova and Carlo Gaetan

of H -matrices approach for ML estimation results in computational efficiency as
well as in a good statistical efficiency even with a small compression ratio q.

To compare the predictive performance of both methods we compute Root-
Mean-Squared Prediction Error (RMSPE). The set of the predicted locations for
each M is denoted as D∗

M with each new location x0 ∈ D∗
M ⊂ Rd . If Z̃(x0, l) de-

note the model-A predictor, where Z(x0, l) is the lth simulated process evaluated at
a new location x0 and A =TAP, HM, then the model-A predictor RMSPE for the

lth simulation is RMSPEA(l) =
√

∑x0∈D∗
M

(
Z̃(x0, l)−Z(x0, l)

)2
, l = 1, . . . ,L. We

then consider a measure of relative skill (RS), relative to HM, namely RS(N) =
RMSPEHM(l)/RMSPETAP(l) for different N = 2000,4000,8000. As can be seen
from the Figure 2 for different sample size Nk, density and correlation ratio p and q
RS(N)< 1. Therefore, H -matrices approach has a better predictive accuracy.
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Fig. 2 Boxplots of RS(N) for (a) N1 = 2000 : p1 = 0.2,q1 = 0.3, N2 = 4000 : p1 = 0.15,q1 = 0.25,
N3 = 8000 : p1 = 0.1,q1 = 0.2, (b) N1 = 2000 : p2 = 0.5,q2 = 0.8, N2 = 4000 : p2 = 0.38,q2 = 0.48,
N3 = 8000 : p2 = 0.27,q2 = 0.37, (c) N1 = 2000 : p3 = 1.5,q3 = 1.9, N2 = 4000 : p3 = 1.33,q3 =
1.56, N3 = 8000 : p3 = 1.12,q3 = 1.31
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Customer Segmentation: it’s time to make a
change

La segmentazione della clientela: è tempo di un
cambiamento

Fabrizio Laurini and Beatrice Luceri and Sabrina Latusi

Abstract Companies routinely use customer segmentation, often tracking fidelity
cards, and collect huge amount of information. Nowadays the k−means method is
still widespread, having the merits of being available on many platforms and being
computationally efficient even with big data. However, the k−means has still many
drawbacks, and in this work we propose an algorithm which overcomes many lim-
itations and it mixes the benefits of model-based clustering, efficient computational
times and is resistant to outliers. We apply our algorithm to a real dataset using
data by a non-food retail chain. We find interesting results profiling several hundred
thousand customers, of which we know shopping habits and social-demographic
indicators.
Abstract Le aziende utilizzano abitualmente la segmentazione dei clienti, spesso

monitorando le carte fedeltà, e raccolgono enormi quantità di informazioni. Al

giorno d’oggi il metodo delle k−medie è ancora diffuso, avendo il merito di es-

sere disponibile su molte piattaforme ed essere computazionalmente efficiente an-

che con grandi dati. Tuttavia, le k−medie hanno ancora molti svantaggi, e in questo
lavoro proponiamo un algoritmo che supera molte limitazioni e mescola i benefici

del clustering basato su modelli causa-effetto, con tempi di calcolo molto rapidi ed

è resistente ad outliers. L’algoritmo viene testato sui dati di una catena di vendita

al dettaglio non alimentare. Si sono trovati interessanti risultati di profilazione di

diverse centinaia di migliaia di clienti, di cui si conoscono abitudini di shopping e

indicatori socio-demografici.
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Key words: Clustering, Big data, Robustness

1 Introduction

Customer segmentation is the basis of marketing strategy and practice. Market seg-
mentation is an essential step in the development of marketing strategies. Market
segmentation (clustering or partitioning) identifies homogeneous groups of con-
sumers called “segments”. In practice, segmentation is commonly based on demo-
graphic variables (such as gender and age), consumers’ psychographic characteris-
tics (such as lifestyles, values, and attitudes), and geographic variables.

Segmentation of a market enables us to design different advertising campaigns
for different segments, develop products with suitable characteristics for consumers
in specific segments, propose a price differentiation along the defined segmentation,
and design other marketing strategies.

The American Marketing Association defines segmentation as “the process of
subdividing a market into distinct subsets of customers that behave in the same way
or have similar needs. Each subset may conceivably be chosen as a market target
to be reached with a distinct marketing strategy”. Defining customer requirements
by homogeneous groups is the first step of the Segmentation-Targeting-Positioning
approach (STP, e.g., [2]). This sequential process starts with the extraction, profiling
and description of segments (market segmentation), followed by the selection of
a target segment on the basis of its attractiveness and product/brand competitive
position (targeting), and finally the development of a positioning for different target
segments to ensure that the product/brand is perceived as distinctly different from
competing products/brands, and in line with segment needs (positioning). In sum,
the STP process supports the company in developing marketing mix decisions for
each segment.

The challenge for both scholars and practitioners is to identify the best criteria
for segmenting the market and profiling the different segments assuring that they
are: homogenous within, heterogeneous between, measurable, substantial, and op-
erational (e.g., [1]). Homogeneity and heterogeneity conditions are often hindered
by boundary data which are close to more than one segment and can be incorrectly
assigned. This focal issue calls for the development of efficient segmentation models
using advanced techniques to avoid segments overlapping and to support marketers
to make the right evaluations and decisions.

The study aims to develop and test a new clustering algorithm able to overcome
the limitations of the most widely used segmentation model, namely k-means clus-
tering. The proposed clustering algorithm is applied to the customer data of a pri-
mary brick-and-click non-food retail chain operating in Italy. The data represent
24-month customer shopping data for eight product groups. The paper contributes
to the existing marketing literature by developing a customer segmentation approach
that is theoretical consistent and reliable.
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2 Robust clustering for supervised problems

In regression model-based clustering, outliers and noise can be handled in differ-
ent ways. For example, one approach is to represent them with one (or more) finite
mixture model component(s) additional to those for the meaningful part of the data
via maximum likelihood (ML). Alternatively, it is possible to rely on normally dis-
tributed variables and downweight the contribution of atypical observations using,
e.g., M-estimation, updating the components of a Gaussian mixture in the M step of
the EM algorithm.

Furthermore, it is important to note that cluster analysis is also not a well-defined
problem from an applied viewpoint. There is nowadays a wide consensus about
the fact that clustering techniques should always depend on the final data-analysis
purpose, so that different goals require the use of different clustering approaches.
This does not seem to be well understood by many practitioners. This holds in many
applications of market research, where the construction of relevant clusters must be
coupled with subject matter aims. We thus argue that clustering should not be seen
as a fully automatic task providing just one single solution and that the user always
has to play an active role in it. However, when decision support is needed, at the
very least outliers must be accounted for, and their effect reduced to avoid any data-
driven bias.

From a quite technical viewpoint, given a sample of observations x1, . . . ,xn a
widely used method in unsupervised learning is to assume multivariate normal
components and to adopt a maximum likelihood approach for clustering purposes.
With this idea in mind, well-known classification and mixture likelihood approaches
can be followed. Unfortunately, it is well-known that the maximization of “log-
likelihoods” without proper deviation from model’s assumption create numerically
unstable problems. Additionally, multivariate normality is mostly “a dream that
turns into a nightmare”: very often it is assumed for mathematical convenience,
but equally often all diagnostics miserably reject that theoretical simplification.

Robust methods are designed to overcome these restrictions at the cost of being
computationally expensive in terms of evaluation time. Nowadays this looks a rather
minor issue.

To tackle this feature, we mix the some approaches adapting the “impartial trim-
ming”, consisting in removing from the dataset a fraction α of the “most outlying”
data units, but constraining the group scatters to reduce the possibility of spurious
solutions in the ML. This computationally efficient framework based on trimming
and scatter constraints was introduced for multivariate clustering in the TCLUST
method ([6]; [3]) and then extended to the regression setting with the TCLUST-
REG of [4].

The peculiar feature of the TCLUST-REG is to provide clustering of units under
a supervised learning algorithm. In other words, it is possible to give clustering
under a model of type Y = f (x1,x2, . . . ,xp;θ )+ ε , with f a function linear in the
parameters p-dimensional vector of parameters θ and ε an error term (not restricted
to be Gaussian). This is a convenient generalization to the k-means where casual-
effect models are not usable. We implement a robust version of the TCLUST-REG
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which is not affected by outliers and extreme values. There are several theoretical
results supporting our methods [5]

3 Data and preliminary results

In the data analysed, kept anonymous for confidentiality, there are shopping tracks
of 24 month sales of non-food items. The number of customers is approximately
470000. The average sale of each customer in the time period is the response vari-
able Y from which the supervised clustering algorithm. The set of explanatory vari-
ables is given by the number of visits, the number of items bought per visit, the
percentage value bought with promotion/sales, age and gender of the customer. Af-
ter running the algorithm a fine-tuning is required to select the optimal number of
clusters, according to a well-defined objective function. With our data we obtained
five groups and with approximately 5% of customers identified as outliers and un-
allocated. The outliers in the data (approximately 25000 customers) are mostly char-
acterized by occasional shops and low revenue for the chain. For clustering we use
a method which includes constraints on the eigenvalues of the dispersion matrices,
so avoiding thread shaped clusters. The pattern of clusters and outliers alters appre-
ciably for low levels of trimming.

We want to remark that the identification of these outliers is fully automatic and
not arbitrary, but comes as a by-product of an optimal model-based algorithm. A
subset of 1000 customers and class allocation associated is displayed in Figure 1.
The clusters projected in the 2 dimensional plan of the first principal components
is sketched in Figure 2. Notice the elliptical shapes and little overlapping in clus-
ters. The robust model-based clustering approaches, achieved by maximizing the
trimmed likelihood functions is very useful for any practical implication, as when
clusters are disentangled, better managerial decisions are possible.

In order to understand the main features of the customers that belong to each
cluster, it is useful to analyse some of the means of the variables used for clustering.
Broadly speaking it is possible to detect that in cluster 4, the customers spend a lot
more and buy more articles compared to the average. Interesting to notice that these
customers spend less on average for the articles they buy tend to buy on sales rather
than full price even though they overall buy more compared to the other clusters.
As regards for cluster 5, the customers spend the least compared to the others, even
though in cluster 6 customers buy the least number of articles. This means that in
cluster 5 people buy less expensive articles but more often, while in the cluster 6
they spend more buying less articles. The cluster where customers buy more in full
price is the 2 and on average it is the group where it is spent the most after cluster 4.
To conclude, it can be said that cluster 1 and 3 are the less valuable and less affiliated
customers, because it they seldom buy and when they do, they do not spend much.
On the contrary, cluster 4, followed by cluster 2, are the most valuable and loyal
groups for the retailer.
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4 Final comments

The paper offers a glimpse on the flexibility of a novel method for clustering which
overcomes many restrictions of the popular k-means. The TCLUST-REG has many
advantages: does not require elliptical distributions; allows for correlated input vari-
ables; does not give clusters of similar size and shape; causal-effect models can be
introduces; is robust to outliers; the order of the inputs does not affect the final al-
location. A numerically efficient implementation of the TCLUST-REG routine is
available in the Matlab toolbox FSDA, whose first appearance is in [7].

There is further research to undertake. We have analysed a subset of all possible
explanatory variables and we have not discussed the importance of each predictor in
terms of the final classification. The proposed methodology is not limited to normal
mixtures, and other mixtures where a scatter matrix Σ is included in the definition of
the k component-specific multivariate distributions, may benefit from its use. Some
examples are mixtures of t distributions or contaminated normal distributions. A
very detailed discussion of business implications will be given.

The proposed methodology is very flexible because it can cope with very differ-
ent types of data thanks to the flexibility that the tuning parameters entail. Although
often the choices of the tuning parameters are motivated by the final clustering pur-
poses, certain guidance about how to choose all of them is sometimes required.
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Multivariate prediction models: Altman’s Z-
Score and CNDCEC’s sectoral indicators 
Modelli multivariati di previsione: lo Z-Score di Altman e 
gli indicatori settoriali del CNDCEC 

Alessandro Danovi, Alberto Falini, Massimo Postiglione 

Abstract In line with EU Directive 2019/1023 on early warning provisions, the 
recent reform of Italian Bankruptcy Law introduced a new procedure (“procedura 
di allerta”) for Italian companies. This procedure asks companies to monitor a 
selection of sectoral indexes that would allow the early detection of corporate 
crisis. The model applied sits between multivariate and univariate forecasting 
models. This paper aims to evaluate the applicability of a different multivariate 
approach, comparing the adopted model with one of the most successful 
multivariate insolvency forecasting models, that was proposed by E.I. Altman. 
Abstract Allineandosi alla Direttiva UE 1023/2019 in merito agli “early 
warning”, la recente riforma della Legge Fallimentare italiana ha introdotto una 
nuova procedura (c.d. “procedura di allerta”) per le imprese. Tale procedura 
impone alle società di monitorare una serie di indicatori settoriali finalizzati ad 
individuare in via preventiva la possibile crisi di impresa. In termini applicativi, il 
modello si colloca fra i modelli di previsione univariati e quelli multivariati. 
L’obiettivo dell’elaborato è valutare l’applicabilità di un approccio multivariato 
al sistema di allerta confrontandolo con uno dei modelli multivariati più di 
successo, ovvero quello proposto da Altman. 
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2 Alessandro Danovi, Alberto Falini, Massimo Postiglione 
1! The insolvency prediction: multivariate and univariate models 

The first studies of insolvency prediction models date back to the Twenties with 
the so-called univariate approach, which consists in a model that aims to establish 
the condition of the economic-financial equilibrium of a company using a system 
of accounting indicators in order to identify the most suitable variable to represent 
a firm’s weaknesses. This method is characterised by the non-attributability of the 
results obtained to a single summary value. Therefore, there is no overall 
evaluation, typically represented by a score rating, although nothing prohibits the 
application of this approach through a system of several ratios investigated 
separately one from each other. In this regard, the contribution of Beaver (1966), 
who weighted the accuracy of some indicators in terms of prediction of a possible 
state of insolvency, is one of the most relevant1.  

However, the critical element of univariate models consists in the absence of a 
criterion in order to aggregate the results obtained (Varetto, 1999). To overcome 
this limitation, a defined multivariate approach was conceived. Its aim was to 
investigate qualitatively the meaning of the indicators through a single score, 
which has to be suitable to express an overall rating. The Author who probably 
contributed the most to the development of such a multivariate model was certainly 
E. I. Altman who, more than 50 years ago, created the so-called Z-Score (Altman, 
1968). This model was improved and adapted several times to different companies 
(Altman, 2018) with the contribution of other illustrious researchers (Altman, 
Haldeman and Narayanan, 1977 and Altman, 1993)2. 

These studies were so successful that they captured the attention of financial 
intermediaries, who were eager to create a method able to accurately determine 
creditworthiness3. From a business point of view, the evolution of this research has 
been proved particularly successful in turnaround strategies, expanding the interest 
in the management on the company’s state of insolvency (Chowdhury, 2002) 
whose foundations came from the contributions of multiple authors like Schendel, 
Patton and Riggs (1976), Guatri (1985), Weitzel and Jonsson (1989), Krueger and 
Willard (1991), Bhave (1994).  

1.1! The Altman Z-Score (1993) 

Altman (1993) has made a decisive contribution to the insolvency prediction 
theme. Among all the multivariate approaches offered by a lot of authors, this is 

                                                        
1  The Author, analysing a sample made of hundreds unstable companies, concluded that there is 
a proven systematic difference between the values obtained by healthy companies compared to distressed 
companies. 
2  For a more complete story of Z-Score, see Altman, 2018. An interesting review of insolvency 
prediction methodology can be found in Bellovary, J. L., Giacomino, D., Akers, M. (2007). 
3 Creditworthiness is a judgment made by financial intermediaries regarding the probability of 
the debtor’s default. 
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Multivariate prediction models: Altman’s Z-Score and CNDCEC’s sectoral indicators 3
not probably the most known, but it is also one of the most fsuccessfuul in terms of
practical applications (Chiaramonte, Croci e Poli, 2015) ff. The foormula is as foollows:

Z = 0,717 • X1 + 0,847 • X2 + 3,107 • X3 + 0,420 • X4 + 0,998 • X5 

X1 = Net Working Capital on Invested Capital ratio;
ofX2 = Pr fiit reserves on Invested Capital ratio;

X3 = EBIT on Invested Capital ratio;
X4 = Fairness at market value on book value of payables ratio;
X5 = Revenues on Invested Capital ratio.

Altman identifiies a 1,23 threshold below which the fiirm will declare
insolvency.

1.2 The CNNDDCEC (MMoodel (22019)

According to the Art. 13 of the Italian new Crisis and Insolvency Code, in 2019 the
CNDCEC1 was required to determine suitable indicators to reveal the impending 

fstate of crisis foor a company2. The result is a set of seven ratios calculated on a
sample of approximately one fmillion fiinancial statements in relation to the
operating periods between 2010 and 2015. The model is based on a hierarchical

fscheme (fiig 1):
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fscheme (fiig. 1):
Figure 1: The Italian alert system
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ial and progressive and spreads out the analysis over
a check on the value of equity. If it is negative, this can 
esumption of a state of business crisis. On the other

fis perfoormed on the DSCR index, with ffthree difffeerent

sEionsigglio Nazionale dei Dottori Commercialisti ed Esspperti Contabili” 
of Chartered Public Accountants.
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The approach is sequent
several stages starting with a
immediately lead to the pre
hand, if it is positive, a test
possible outcomes:

1 CNDCEC stands for “Co
which is the Italian National Council
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2 fAccording to the new Code defiinition, c mrisis is a muuch broader concept of insolvency. In fact,
the latter c fffan be identifiied as the creditor's inability to fuulfiill his obligations due to expire. fCrisis is defiined
in terms of likelihood of insolvency between six months.
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1.! DSCR > 1: eliminates the presumption of a state of crisis; 
2.! DSCR < 1: leads directly to the presumption of a state of crisis; 
3.! DSCR unreliable: involves a second level of analysis through sectoral 

indicators. 
The use of sectoral indicators must take place in compliance with pre-

established critical thresholds classified for ten types of businesses. There are 5 
sectoral indices and their calculation method is as follow: 
 
X1 = Short-term assets on short-term liabilities ratio; 
X2 = Cash flow from operations on total assets ratio; 
X3 = Financial expense (borrowing costs) on sales ratio; 
X4 = Equity on debts ratio; 
X5 = Social security debts on total assets ratio. 
 
These ratios “turn on” when certain critical thresholds, identified by type of sector 
and reviewed periodically by the CNDCEC, are exceeded. When the company 
exceeds simultaneously all the limits set by these five indicators, the presumption 
of a state of crisis becomes concrete. 

2! Research Methods 

In order to evaluate the CNDCEC model, we tried to compare its results with 
Altman 1993 model by a deep empirical analysis using data from companies that 
were admitted to Extraordinary Administration, which is an Italian procedure to 
manage bankruptcy of large companies. As Prof. Altman suggested, all financial 
statements of the companies admitted to the Extraordinary Administration 
procedure from 2013 to 2019 were considered1. Therefore, both the variables of 
the Z-Score model and the sectoral alert thresholds of the CNDCEC model were 
calculated. In both cases, only the values obtained starting from the 4th year before 
the beginning of the Procedure were considered. 

The results of the alert thresholds, in order to come to an overall rating like any 
multivariate model, were weighted for each year of analysis (T-period). The final 
score was reached as follows: 
 

0.2 • X1 (T) + 0.2 • X2 (T) + 0.2 • X3 (T) + 0.2 • X4 (T) + 0.2 • X5 (T) = R (T) 
 

It is emphasized that the choice to distribute the weights in an equitable way 
(20% for each variable) was adopted according to the model criteria, i.e. the 
positive outcome of any ratio (threshold not exceeded) is sufficient to exclude the 

                                                        
1  These are large Italian companies that experienced full-blown distress manifestation before the 
current crisis brought by the COVID-19 pandemic, in order to not rely on data altered by non-ordinary 
systematic phenomena.  
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Multivariate prediction models: Altman’s Z-Score and CNDCEC’s sectoral indicators 5
reliability of the state of crisis, attributing the same importance to each variable in

forder to identifyy fthe fiinal result.
fThe results obtained frrom the application of the Z-Score Model and the

fproposed CNDCEC Multivariate Model (hereinaftter also the “CNDCEC Model”)
were analyzed by elaborating:

1. The average;
2. The Standard Deviation
3. The normal values attributed to each result;
4. The normal distribution attributed (Gaussian) to feach result as a fuunction 

of the values obtained in the three previous items.

3 Results and conclusions

The comparison ffbetween the difffeerent results highlights a tendency of the
CNDCEC model to report extremely homogeneous values, regardless of the
analyzed T-period. On the other hand, the Altman model shows a decreasing trend 
that, getting closer to the start of the fProcedure, identifiies an increasing number of
cases with lower values to the pre-established threshold Z=1,23 f(fiig. 2.a.). This

fshould obviously be linked to the faact that Altman’s indicators were calculated 
ffmany years ago and not specifiically foor Italian companies.

                                         
           

     
         

       
  
!   
!   
!     
!        

       

!    

        
        

         
          
         

       
    

 
            

 
                 

        
          

           
            

         
      

           
        

             
           

       

Figure 2: Commpparison between CND

                                         
           

     
         

       
  
!   
!   
!     
!        

       

!    

        
        

         
          
         

       
    

 
            

 
                 

        
          

           
            

         
      

           
        

             
           

       

DCEC and Altman results (a) and relati

                                         
           

     
         

       
  
!   
!   
!     
!        

       

!    

        
        

         
          
         

       
    

 
            

 
                 

        
          

           
            

         
      

           
        

             
           

       

ve Box-plots (b)

(bb))
w dispersion if compared 

fy the box plot (fiig. 2.b.),
e, the 1st quartile, the 2nd

the CNDCEC Model has
tandard deviation (1,26)

ferefoore, investigating the
ing a threshold slightly 

ffdentifyy all the fiinancial

                                         
           

     
         

       
  
!   
!   
!     
!        

       

!    

        
        

         
          
         

       
    

 
            

 
                 

        
          

           
            

         
      

           
        

             
           

       

(aa))
The CNDCEC model rep

with the Altman’s model. Th
which represents the distanc
quartile (median), the 3rd qua

Analyzing both models in
a much higher accuracy tha
results 7 times higher than th
normal distribution of the
above the average value of

                                         
           

     
         

       
  
!   
!   
!     
!        

       

!    

        
        

         
          
         

       
    

 
            

 
                 

        
          

           
            

         
      

           
        

             
           

       

ports values with a very low
onfhis conclusion is c fiirmed by

e between the minimum value
artile and the maximum value.
n terms of results variability, t
an Altman’s Model, whose st
he ffiirst one f(0,18) (fiig. 3). The
CNDCEC Model and assumi
f its results (0,215), it can id

                                         
           

     
         

       
  
!   
!   
!     
!        

       

!    

        
        

         
          
         

       
    

 
            

 
                 

        
          

           
            

         
      

           
        

             
           

       

g ( , ), y
statements of the companies that will be admitted to the Procedure, regardless of

fthe foorecast T-period, within a range of 4 years.
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Figure 3: fGauss distribution foor CNDCEC’s Model (a) and Altman’s Mode
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On the valuation of the initiation option in a
GLWB variable annuity
Valutazione dell’opzione di inizio prelievi in una GLWB
variable annuity

Anna Rita Bacinello and Pietro Millossovich

Abstract In this paper we focus on the initiation option featured in many Guaran-
teed Lifelong Withdrawal Benefit variable annuity contracts, granting their owner
the right to decide the age at which lifetime withdrawals should begin. Such con-
tracts have been successfully analysed using a PDE approach. The latter method is
elegant, but becomes less viable when the valuation model is more involved and
other guarantees are considered. As an alternative, we exploit the Least Squares
Monte Carlo approach and model the interaction of the initiation option with lapses
and other riders.
Abstract In questo lavoro valutiamo un’opzione presente in molti contratti di vari-
able annuity con prelievi garantiti per tutta la durata di vita dell’assicurato. Si
tratta, precisamente, del diritto di decidere quando (e se) iniziare tali prelievi.
Questa opzione è già stata studiata in letteratura tramite equazioni alle derivate
parziali. Tuttavia questo metodo, seppur elegante, si rivela inadatto a cogliere as-
petti modellistici non eccessivamente semplificati e, in particolare, a tener conto
della presenza di altre garanzie o opzioni. Come alternativa, noi proponiamo di uti-
lizzare l’approccio Least Squares Monte Carlo, che ci consente anche di modellare
l’interazione tra l’opzione di inizio prelievi e i riscatti.

Key words: GLWB, initiation option, surrender option, LSMC
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1 Introduction

In this paper we consider a variable annuity contract with a Guaranteed Lifelong
Withdrawal Benefit (GLWB) rider. These contracts, very popular in North-America
and Asia since the new century, are unit linked-type vehicles in which the initial
premium paid by the policyholder is used to buy units of a well diversified mutual
fund in order to build an investment portfolio which remains in the property of the
policyholder. The value of such portfolio (account value) obviously depends on the
investment performance. Moreover, the cost of additional options and guarantees
purchased by the policyholder (insurance fees), along with management fees, are
periodically subtracted from this account. Finally, the account value is also affected
by possible withdrawals made by the policyholder, if allowed.

The GLWB rider gives the policyholder the possibility to (periodically) with-
draw a guaranteed amount from her account for the rest of her life, and if there
are no available funds these payments are covered by the insurer. Any remaining
funds on the policyholder’s death are paid back to her heirs. In addition, since the
policyholder does not lose access to the fund, she usually has the possibility to sur-
render the contract at any time, by receiving the account value net of some surrender
penalties.

In our paper we are particularly concerned with the initiation option. In many
contracts, in fact, there is not a fixed date from which the policyholder can start
withdrawals, and a delayed initiation is encouraged by an increase in the guaranteed
withdrawal amount. Our goal is to maximize the contract value with respect to the
initiation date. We assume that withdrawals, once initiated, are static, i.e., exactly
equal to the guaranteed amount.

There are many papers that deal with aspects connected to the valuation of the
GLWB rider in a variable annuity, some of which are concerned with the optimiza-
tion of dynamic withdrawals that start immediately at the valuation date. As far as
we know, there are instead very few papers dealing with the initiation option. In par-
ticular, [3] use Partial Differential Equations to tackle the optimal initiation problem
and analyse initiation decisions based on moneyness, while [4] solve the problem
using dynamic programming combined with Fourier analysis to approximate the
value function, and assume dynamic withdrawals.

Both papers can hardly be generalized to high dimensional frameworks. For this
reason we exploit the Least Squares Monte Carlo approach (LSMC), that has been
proposed by [2] and [5] for the valuation of purely financial American claims and
has been subsequently extended in order to value the surrender option in life in-
surance contracts (see, e.g., [1] for the case of variable annuities). We also allow
for optimal surrender. The optimization problem can then be framed as a double
optimal stopping problem, that we transform into a two-stage problem. The advan-
tage of this approach is that complicate models and contract features can be easily
accomodated.

The paper is structured as follows: in the next section we describe the contract
structure and introduce our notation. In Section 3 we define the optimization prob-
lem that has to be solved in order to find the initial contract value. In Section 4 we
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outline the numerical algorithms that allow to solve the problem through (repeated)
applications of the LSMC approach, all based on the same set of simulations. Sec-
tion 5 concludes the paper.

2 The contract structure

We consider a variable annuity contract with a GLWB rider issued at time 0,
when the policyholder pays a single premium P that is entirely invested in a well-
diversified and non-dividend paying mutual fund. We denote by St the market price
at time t of each unit of this fund, that drives the return on the investment portfo-
lio built up with the policyholder’s payment. The value of such portfolio, i.e., the
account value, is denoted by Xt .

The policyholder is allowed to (periodically) withdraw from her account, for the
rest of her life, a given percentage (withdrawal rate) of the so-called base amount,1
whose value is initially set equal to the single premium, and can decide when to start
such withdrawals. The withdrawal rate, denoted by g(t), usually increases with the
initiation time t, to compensate for the decreasing withdrawal duration. To encour-
age late initiation, the withdrawal base is periodically increased, until initiation, at
the roll-up rate, denoted by β . Moreover, we assume also a ratchet feature, accord-
ing to which the withdrawal base is periodically reset to the account value, if lower,
and this occurs before and after initiation. The withdrawal base at time t is denoted
by Mt .

The account value evolves according to the investment performance. Moreover,
all withdrawals are subtracted from this account, along with the management fees,
proportional to the account value (ψ =management fee rate) and the insurance fees,
proportional to the base amount (φ =insurance fee rate). If the account value is not
enough to allow for guaranteed withdrawals, then these are paid out of the insurer’s
own funds, and fees are no longer charged. If there are still available funds when
the policyholder dies, then the account value is entirely paid to the beneficiaries as
a death benefit.

Finally, the policyholder is allowed to surrender the contract at any time and re-
ceive the account value, net of a surrender penalty. We distinguish between early
surrender, i.e., before initiation, and late surrender, after initiation. We assume that
the penalty rate can be different according to the time of surrender and/or to the du-
ration of withdrawals. In particular, we denote the penalty rate by pe(t), if surrender
takes place at time t, before initiation, and by pl(h) if surrender takes place h years
after initiation of withdrawals.

1 Also referred to as withdrawal base.
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3 The model

We assume a discrete time model, where all variables are defined on a time grid
T= {0,1, . . . ,N}. Typically, N represents the time when the policyholder attains an
extremal age, beyond which her survival probability is null.

We denote by τ the time of death of the policyholder, λ the initiation time and
π the surrender time. These are stopping times taking values in the grid T. In par-
ticular, we conventionally set λ = τ and/or π = τ when no action (initiation and/or
surrender) is taken. Then we have three possible situations: i) λ < π ≤ τ (the con-
tract is initiated and remains in force until death, if π = τ , or late surrender, if π < τ);
ii) π < λ = τ (early surrender); iii) λ = π = τ (no action is taken and the contract
remains in force until death).

The evolutions of the account value and the base amount, for any fixed initiation
and surrender times λ and π , are given by

Xt+1 = max
{

Xt

(
St+1

St
−ψ

)
−
(
φ +g(λ )1{λ<t}

)
Mt , 0

}
1{π>t} (1)

Mt+1 = max
{

Mt
(
1+β1{λ>t}

)
, Xt+1

}
1{π>t}, (2)

where X0 = M0 = P and 1A denotes the indicator function of A.
We introduce a risk-neutral measure Q, assumed to be chosen by the insurer

among the infinitely many equivalent martingale measures characterizing incom-
plete and arbitrage-free markets. The fair value of the GLWB variable annuity is
defined as the largest expected value, under Q, of all contract cash-flows for any
feasible initiation and surrender. The time 0 fair contract value, V0, is then

V0 = sup
λ ,π

EQ
[
FS

π 1{π<λ=τ}B0,π +FI
λ ,π 1{λ<π≤τ}B0,λ +FD

τ 1{λ=π=τ}B0,τ
]
, (3)

where EQ denotes the expectation operator under Q, Bu,v = exp{−
∫ v

u rhdh} the
(stochastic) discount factor at the risk-free rate r, FS

u = Xu(1− pe(u)) the surrender
benefit at the early surrender time u, FI

u,v = g(u)∑v
t=u+1 Mt−1Bu,t +Xv(1− pl(v−

u)1{v<τ})Bu,v the present value at the initiation time u of a contract terminated at
v > u for late surrender or death, and FD

u = Xu the death benefit at u for a contract
that has never been initiated or surrendered.

We now transform the double optimal stopping problem (3) into a two-stage
problem: in the first stage, for each stopping time λ < τ , we need to solve the single
optimal stopping problems

FI∗
λ = sup

η
EQ[FI

λ ,η |Zλ ], (4)

where η is a stopping time such that λ < η ≤ τ and Zt is the vector of relevant
state-variables at time t; then the second-stage problem gives the initial fair contract
value as
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V0 = sup
λ ,π

EQ [
FS

π 1{π<λ=τ}B0,π +FI∗
λ 1{λ<π≤τ}B0,λ +FD

τ 1{λ=π=τ}B0,τ
]

(5)

over all (λ ,π) such that π < λ = τ , or λ < π ≤ τ ,2 or λ = π = τ .

4 Valuation algorithms

To solve problems (4) and (5) we need to estimate expectations conditional on future
levels of all state-variables. To this end, we exploit the LSMC approach, that com-
bines Monte Carlo simulation with Least-Squares regression. The dynamic back-
ward recursive algorithms that allow to get V0 are outlined in what follows.

Preliminary.

• STEP 0. Simulate forward H paths of the state vector Z and H times of death τ
over the time grid T. Using the subscript h (= 1,2, . . . ,H) for the h-th simulated
value of each quantity of interest, set n = maxh τh and, for j = 0,1, . . . ,n−1, set
A j =

{
1 ≤ h ≤ H : τh > j

}
.

First-stage problems.

For any fixed λ < n execute the following steps:

• STEP 1. For h = 1,2, . . . ,H set ηh = τh.
• STEP 2. For j = n−1,n−2, . . . ,λ +1 and h ∈ A j:3

(i) set Ph
j = g(λ )∑ηh

k= j+1 Mh
k−1Bh

j,k +Xh
ηh(1− pl(ηh −λ )1{ηh<τh})B j,ηh ;

(ii) estimate the continuation value C̃h
j by regressing (Pv

j )v∈A j on the vector of
(basis functions of) the simulated state-variables (Zv

j)v∈A j ;
(iii) if Xh

j (1− pl( j−λ ))> C̃h
j , then set ηh = j.

• STEP 3. For h∈Aλ set FI∗,h
λ =FI,h

λ ,ηh = g(λ )∑ηh

k=λ+1 Mh
k−1Bh

λ ,k+Xh
ηh(1− pl(ηh−

λ )1{ηh<τh})Bλ ,ηh .

Second-stage problem.

• STEP 1. For h = 1,2, . . .H set ρh = λ h = πh = τh and Ph
ρh = FD,h

ρh = Xh
ρh .

• STEP 2. For j = n−1,n−2, . . . ,0 and h ∈ A j:

(i) estimate the continuation (i.e., no action) value C̃h
j by regressing (Pv

ρvBv
j,ρv)v∈A j

on the vector of (basis functions of) the simulated state-variables (Zv
j)v∈A j ;

(ii) estimate the initiation value ĨI∗,h
j by regressing (FI∗,v

j )v∈A j on the vector of
(basis functions of) the simulated state-variables (Zv

j)v∈A j ;

2 Note that, if the optimal solution of the second-stage problem implies λ < π , then the particular
value of π is quite irrelevant.
3 Clearly STEP 2 is skipped if λ = n−1.
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(iii) calculate the early surrender benefit FS,h
j = Xh

j (1− pe( j));4

(iv) if max{C̃h
j , Ĩ

I∗,h
j ,FS,h

j }=
{

ĨI∗,h
j then set λ h = j

FS,h
j then set πh = j

, update ρh =min{λ h,πh}

and set Ph
ρh = max{C̃h

j , Ĩ
I∗,h
j ,FS,h

j }.

• STEP 3 compute V0 =
1
H ∑H

h=1 Ph
ρhBh

0,ρh .

If early and/or late surrender are not admitted, to get V0 one could execute the
algorithms after setting pe(t) ≡ 1 and/or pl(h) ≡ 1, but it would be much more
efficient to simplify the algorithm. In particular, if late surrender is not admitted,
one could completely skip the first-stage problems and replace (FI∗,h

j )h∈I j with
(FI,h

j,τh)h∈I j in STEP 2(ii) of the second-stage problem. The second-stage problem
can be clearly simplified if also early surrender is not admitted.

5 Conclusions

In this paper we have analysed the initiation option in a GLWB variable annuity,
combined with the surrender option. We have assumed a discrete-time model, and
defined the contract value as the solution of a double optimal stopping problem. We
have shown that this problem can be transformed into a two-stage one, and solved
it through dynamic programming algorithms that involve repeated applications of
the LSMC approach, all based on the same set of simulations. This approach, al-
though being time-consuming, allows the model to be completely flexible and not
constrained to specific assumptions. The next step is to implement it numerically
to capture comparative static properties of the results with respect to contract and
model parameters.
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Modern design of life annuities in view of
longevity and pandemics
Progettazione di benefici di rendita vitalizia, in un
contesto di longevità e pandemia

Annamaria Olivieri

Abstract We consider annuity designs in which the benefit amount is contingent
on a given longevity/mortality experience. This means, in particular, that the benefit
amount is allowed to increase in case of higher mortality than expected, while it
can decrease in the opposite case. Guarantees can still be maintained (for example,
setting a minimum and a maximum benefit amount), but relaxed in respect of tra-
ditional annuity arrangements. This should result in lower premium loadings, thus
helping to make the product more popular. In this research we investigate a pricing
approach based on periodic fees applied to the policy account value, instead of the
usual up-front loading at issue, solution that can make the product structure more
flexible.
Abstract Consideriamo rendite vitalizie il cui beneficio può essere modificato nel
corso del contratto, sulla base della mortalità osservata in una popolazione di rife-
rimento. In particolare, il beneficio può aumentare in caso di sovramortalità rispetto
a quanto atteso, cosı̀ come può diminuire nel caso opposto. Garanzie possono essere
comunque essere mantenute (ad esempio, fissando un importo minimo e un importo
massimo per il beneficio), anche se meno stringenti rispetto a quelle tradizionali.
Questa scelta dovrebbe richiedere caricamenti meno onerosi, contribuendo cosı̀ a
migliorare la popolarità del prodotto. In questa ricerca studiamo un sistema di ta-
riffazione che prevede caricamenti periodici, anziché l’usuale caricamento unico,
soluzione che può contribuire ad una maggiore flessibilità del prodotto di rendita.

Key words: Longevity-linked annuities, Aggregate longevity/mortality risk, Long-
evity guarantee, Periodic longevity fee.
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1 Introduction

The need for individuals to take autonomous decisions regarding their post-retire-
ment income has been largely discussed, especially starting from the late Nineties
(of the last century), when major longevity improvements have been reported in
many countries. Among the private post-retirement income solutions, traditional
life annuities are perhaps the most protective choice for individuals, thanks to the
longevity and financial guarantees they embed. However, since such guarantees ex-
pose the provider to major risks, they are matched by the rigidity of the benefit and
investment structure, and loadings are considered to be too high. This may explain,
at least in part, why annuity markets remain underdeveloped.

The current pandemic may suggest that the problem is no longer relevant. On the
contrary, longevity remains an issue not to be underestimated, neither by individuals
nor by providers. While it is clear that the COVID-19 pandemic is currently causing
a mortality shock, it is not so clear what its impact on future mortality will be;
among the scenarios that we can figure out for the future, there is also one predicting
an increase in the life expectancy of the survivors. Further, social security could
be in greater difficulty in the near future, due to the ongoing economic crisis. We
must therefore continue to consider situations where a significant part of the post-
retirement income will have to be covered with private resources.

In a scenario characterized by longevity but also by mortality shocks (which
in the current pandemics are particularly severe at high ages), it is convenient to
reconsider the design of longevity guarantees, so to make them more appealing both
for individuals and providers. In particular, if the benefit is linked to an appropriate
longevity experience, losses and profits originated by longevity/mortality are shared
between individuals and providers, resulting first of all in reduced loadings, but also
opening up the opportunity to make the product structure more flexible.

A number of Authors have addressed longevity-linked annuity benefits, consider-
ing different linking coefficients; see, for example [5, 11, 7, 2, 3, 4, 12]. The problem
mainly discussed is the fair valuation of the arrangement, as well as optimality is-
sues for the individual, in an expected utility framework. It must be mentioned that
longevity-linking structures are common in self-insured arrangements, such as the
best known Group-Self Annuitization pools (see, for example, [10]), without any
guarantee provided. A general structure describing longevity-linked post-retirement
benefits, proving as particular solutions the alternative linking coefficients described
in the literature with some other possible choices, is developed by [8].

This research further develops [8, 9], in particular in respect of the pricing choice.
While in [8, 9], as it is traditional for life annuities, the premium loading is defined
and charged at policy issue, in this research we introduce periodic premium load-
ings, through a fee applied to the policy account value, whose level can be updated
(though with limitations) to the ongoing experience. Charging periodic fees is in
line with the pricing of guarantees in Variable Annuities; see, for example, [1]. [6]
explore an idea similar to what we discuss in this research, in the case of pure en-
dowments. A periodic fee, in particular when subject to possible updates, opens the
way for greater product flexibility, and can be beneficial both for the individual (as
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the loading is deferred in time), and the provider (as, at least to some extent, pricing
adjustments based on the evolving longevity/mortality scenario are admitted).

In the Sections that follows, we outline the general structure of a longevity-linked
benefit (Sect. 2), the setting for defining the periodic fee (Sect. 3), and the valuation
performed in order to check whether pricing through periodic fees joint to longevity-
linked annuity benefits can result in more satisfactory benefit profiles both for the
individual and the provider.

2 Longevity/mortality-linked annuity benefits: A general
structure

We consider a discrete-time annuity immediate in arrears, i.e. with payments at the
end of the year. One cohort is addressed, aged x at time 0.

Of the several risks affecting the management of a life annuity, we focus on
mortality/longevity risk, while disregarding others. In particular, we assume a deter-
ministic financial setting. Conversely, we adopt a stochastic mortality model.

Benefits can be updated after issue, depending on a given longevity/mortality
experience. Let b0 denote the benefit amount stated at time 0. Following [8, 9], we
describe the benefit amount updated at time t with the following general structure:

bt = bt−1 ·
px+t−1(τ ′)

p̃x+t−1
· 1+ax+t(τ ′)

1+ax+t(τ ′′)
, (1)

where: px+t−1(τ ′) denotes the annual survival probability at age x+ t −1 provided
by the best-estimate mortality assumption at time τ ′, 0 ≤ τ ′ ≤ t − 1; p̃x+t−1 repre-
sents the survival probability (or longevity index) observed in a chosen population;
ax+t(τ) denotes the actuarial value at age x+ t of a unitary discrete-time annuity in
arrears, based on the best-estimate assumption at time τ , with τ ′ ≤ τ ′′ ≤ t.

We note that the first ratio in Eq. (1) updates the benefit amount in rela-
tion to the realized longevity/mortality in respect of a benchmark; in particular,
px+t−1(τ ′)> p̃x+t−1, i.e. higher mortality than expected, implies an increase of the
benefit amount, while px+t−1(τ ′) < p̃x+t−1, i.e. higher longevity, requires a reduc-
tion of the benefit amount. The second ratio involves a comparison between mor-
tality assumptions, where the assumption in the actuarial value at the denominator
can be updated in respect of what considered in the numerator. If higher longevity
is forecasted, then ax+t(τ ′′) > ax+t(τ ′) and a reduction of the benefit amount is re-
quired; a benefit amount increase follows from ax+t(τ ′′)< ax+t(τ ′).

We mention that Eq. (1) could be further extended in respect of a participation to
the return on investments (see [8]); we disregard this aspect, as we are working in a
deterministic financial setting.

Particular solutions for the linking design follows from Eq. (1), after having cho-
sen the benchmark in the first and second ratio, as well as the reference population
in which to observe the realized survival probability. It seems reasonable that the
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linking is realized by letting only one of the two ratios take a value ̸= 1; this way,
the linking is based only on the survival probability (first ratio) or the actuarial
value of the annuity (second ratio). After having investigated premium loadings, the
present value of future profits and other quantities, [8, 9] suggest that a benchmark
set at time τ ′ = 0 could represent a satisfactory choice both for the individual and
the provider, where the most appropriate linking solution seems to be the one based
on the survival probabilities (first ratio of Eq. (1)). Explicit guarantees can be in-
troduced, for example, by setting bounds for the benefit amount. Further, it is also
reasonable to accept a maximum age to apply the benefit adjustment (say, age 95).

3 Pricing through periodic fees

In this Section we outline the setting for the assessment of the premium loading re-
quired because of the guarantees provided by the provider. We assume that periodic
loadings are charged to the policy account value, at the beginning of each policy
year, while the benefit is paid at the end of the year. The benefit amount paid at time
t is the one updated at time t −1. Each individual pays an amount S at time 0.

We denote with At the policy account value at time t, whose dynamics during the
life of the individual can be described recursevily as follows:

At = (At−1 · (1−πt−1)) ·m(t −1, t)−bt−1 ·1T>t , (2)

where: πt−1 is the proportional premium loading (or fee) that is charged to the policy
account value at time t − 1; m(t − 1, t) is the accumulation factor during year (t −
1, t); T is the random lifetime of the individual; 1E is the indicator of event E, which
takes value 1 if E is true, and 0 otherwise. At time 0, clearly we have A0 = S.

For an individual alive at time t, the present value at time t of future benefits is
defined as follows:

PVFBt =
ω−(x+t)

∑
h=1

bt+h · h p̃x+t · v(t, t +h) , (3)

where v(t, t+h) is an appropriate discount factor, while h p̃x+t is the realized survival
probability (i.e., the proportion of survivors) from age x+ t to age x+ t + h, in a
properly defined population.

We note that PVFBt can be interpreted as a function of the fee, as it represents the
value of the annuity contract net of premium loadings; thus, PVFBt ≡ PVFBt(π).
At time t, the fair fee is such that PVFBt(π) = At . We point out that at time 0
such a condition defines the initial benefit amount b0; at later times, an increase of
the fee could require a reduction in the benefit amount, interacting with the linking
adjustment. However, any subsequent adjustment of the fee must comply with what
is guaranteed in the contract, in particular the lifelong annuity payment, the linking
rule, and the minimum benefit amount. This means that not necessarily the provider
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will be able to increase the fee, even if this would be required by the assessment in
a revised scenario.

4 Investigation and assessments (outline)

Considering a stochastic mortality framework, we first assess at time 0 the required
periodic premium loadings, for alternative benefit structures, testing different levels
of the guarantee. We further compare the case of a single premium loading at time
0 with that of periodic premium loadings, in order to understand what advantages
may come from this alternative structure, both in the individual and the provider
perspective. We focus, in particular, on the time-profiles of fees and benefit amounts.
In the longevity-linking design, we admit participation both to mortality profits and
losses; this way the benefit amount can react both to situations of extra-mortality
(as occurs, for example, in a pandemic scenario), and to situations of increasing
longevity, which remains the most predictable scenario in the medium-long term.
We point out that from the point of view of the individual, it is important to rely on
increases of the benefit amount, in the event the initial mortality forecast turns out
to have been too conservative.

In the provider’s perspective, we address the impact of the longevity-linking
and the pricing structure on the business value. Linking the annuity benefit to the
longevity/mortality experience impacts on the business value in two opposing di-
rections: possible losses are reduced, but also possible profits. Further, charging
periodic fees instead of a single fee implies a deferral of the provider’s earnings;
on the other hand, provider’s earnings should benefit from the possible update of
the fee. It is, then, necessary to understand what is overall the trade-off reached by
this arrangement. We also assess the loss probability for the provider, comparing
alternative linking arrangements, as well as the periodic and the single loading.
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Risk Management from Finance to Production
Planning: An Assembly-to-Order Case Study
La Gestione del Rischio dalla Finanza alla Produzione: Il
Caso Assembly-to-Order

Paolo Brandimarte and Edoardo Fadda and Alberto Gennaro

Abstract Production planning, just like finance, is affected by risk factors: demand
uncertainty, capacity outages, quality issues, foreign currency risk, etc. The rele-
vance of each risk factor depends on the planning time horizon. Here, we focus on a
medium-term problem and only consider demand uncertainty. The classical streams
of literature include deterministic decision models and stochastic inventory man-
agement models, where average performance is optimized. Due to the shrinking life
of products, such a risk-neutral attitude has become more and more questionable.
In the paper, we deal with an assembly-to-order problem, modeled as a two-stage
stochastic linear programming problem, and consider the introduction of a classical
risk measure from finance, conditional value-at-risk.
Abstract In produzione, come in finanza, giocano un ruolo fattori di rischio quali
l’incertezza sulla domanda, variazioni di capacità produttiva, problemi di qualità,
rischio valuta, etc. La rilevanza di ciascun fattore dipende dall’orizzonte di piani-
ficazione. Qui trattiamo un problema di medio termine, limitandoci all’incertezza
sulla domanda. In molta letteratura classica, o si ignora l’incertezza o la si consi-
dera per definire una misura di prestazione basata su una media (come tipico nella
gestione delle scorte). In un contesto in cui il ciclo di vita dei prodotti si restringe,
un approccio neutrale al rischio può essere discutibile. Nell’articolo, consideriamo
un problema assembly-to-order, modellato come problema di programmazione line-
are stocastica a due stadi, e l’introduzione di una misura di rischio derivata dalla
finanza, il conditional value-at-risk.
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2 Paolo Brandimarte and Edoardo Fadda and Alberto Gennaro

1 The connection between finance and operations management

The traditional literature on operations management focused on long and short term
production planning, capacity planning, and inventory management. This range of
problems spans different levels in the decision hierarchy, involving different risk fac-
tors: demand uncertainty, quality issues, capacity outages, regulation risk, macroe-
conomic factors, oil price, exchange rate risk, etc. A wide array of optimization
models have been proposed over the years. Some, like standard capacitated lot sizing
optimization models, plainly disregard any source of uncertainty, possibly adding
some buffer like safety stocks [4]. On the contrary, the standard literature on inven-
tory control addresses demand uncertainty, with the aim of optimizing some per-
formance measure linked with a long-term average performance [5]. The increase
in computing power has made some more powerful optimization approaches, like
stochastic programming with recourse, a usable tool [2]. For instance, in [3] an ap-
plication of multistage stochastic programming to lot sizing is proposed. Neverthe-
less, the aim was typically to optimize the expected value of an objective function,
which is based on a risk neutrality assumption.

If we step up the decision hierarchy and deal, e.g., with capacity planning prob-
lems, the level of uncertainty and the potential economic impact increase consid-
erably, calling for a better way to deal with investment risk. This has motivated
the introduction of financial concepts into the domain of operations management.
See, e.g., [11] for an illustration of capacity planning and its connection with finan-
cial options, or [12] for an introduction to supply chain finance. The proper design
of contracts for supply chain management also call for concepts from economics,
game theory, and contract design to share risk and align stakeholders’ incentives [6].

1.1 Risk management and newsvendor-like models

When we get closer to medium or short term planning, it may be the case that the
level and nature of uncertainty makes traditional approaches viable, but this is not
necessarily true. An important example involves the wide class of newsvendor-like
models. In the literal newsvendor problem, we have to buy or make an amount of
items before observing uncertain demand on a limited time window. After the time
window (e.g., the day during which we may sell the newspaper) elapses, we have
to scrap unsold items or sell them at a markdown price. If the decision has to be
repeated several times, or for several independent items, a risk-neutral approach
whereby we maximize expected profit, may be warranted. However, in some do-
mains like fashion, the short term losses may motivate a more careful approach.
This is more and more relevant, given the pace of innovation and the rapid obso-
lescence of products. In fact, a considerable stream of literature involves mean–risk
models, where risk measures originally developed for financial applications make
their way into production models, like mean–variance models [8] or models involv-
ing quantile-based risk measures like conditional value-at-risk [7].

387



Risk Management from Finance to Production Planning 3

1.2 Optimizing conditional value-at-risk

Conditional value-at-risk (CV@R in the following) is a quantile-based risk mea-
sure meeting reasonable coherence properties [1]. It is the tail expectation of loss,
conditional on loss being larger than a quantile at a given probability level, which
is value-at-risk. Its application to simple ordering problems involving a single item
is not too complicated. When dealing with more complicated production planning
problems, whereby different items interact through shared capacity resources with
limited capacity, or the use of common components to assemble end items, we need
to develop full-fledged mathematical programming models. Fortunately, the coher-
ence of CV@R implies its convexity, and results originally described in [10] allow
the development of relatively simple linear programming models, based on sampling
risk factors, to minimize such a risk measure, subject to constraints on expected val-
ues.

The essential result is that, in order to minimize CV@R at level 1−α , we may
minimize the auxiliary objective function

H1−α(x,ζ ) = ζ +
1
α

∫
[L(x,z)−ζ ]+ fZ(z)dz, (1)

where: x is the vector of decision variables; ζ is an auxiliary variable, representing
value-at-risk at 1−α level; z is a vector of random risk factors with joint density
fZ(z); L a loss function depending on decisions and realized risk factors. We use
the standard notation [z] = max{z,0}. When dealing with a discrete set of scenarios,
the above integral boils down to a sum that can be easily dealt with within a linear
programming modeling approach.

2 Production planning and risk management in an
assembly-to-order environment

In this paper we consider a sort of multiproduct newsvendor problem, where a set of
end items is assembled using a set of components (modules). We consider flat bills
of materials, comprising only two levels corresponding to end items and compo-
nents, which are dealt with in radically different way, within an Assembly-to-Order
(ATO) manufacturing strategy. An ATO strategy is sensible when, on the one hand,
the long lead time to manufacture or procure components makes a pure Make-to-
Order approach not feasible and, on the other hand, a pure Make-to-Stock approach,
whereby end items are stocked, is ruled out by the the large number of end item con-
figurations that arise by combining even a relatively small number of components.

If final assembly is relatively fast, we may order components under demand un-
certainty, while delaying final assembly until customer orders are actually received.
Hence, the ATO strategy is a risk mitigation strategy, as it relies on a partial post-
ponement of decisions. Furthermore, the idea can also reduce risk by a pooling
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effect. Even though demand for end items is highly variable, demand for common
components (i.e., components that are used in multiple end items) may be less vari-
able. Hence, product design by emphasizing component commonality may be help-
ful in reducing risk [9]. Nevertheless, component commonality may increase cost,
and we have to pay attention to other problem features: the tightness of manufac-
turing capacity, the profit margin from selling end items, the correlation between
different end item demands, the demand variability, as well as its skewness and pos-
sible multimodality.

The bottom line is that we need a very flexible modeling framework. The ATO
strategy naturally fits within the framework of two-stage stochastic programming
models with recourse. The first-stage, here-and-now decisions concern the produc-
tion of components, and the second-stage, wait-and-see decisions concern the final
assembly of end items. Furthermore, the framework may deal with risk-neutral op-
timization of expected profits, as well as the introduction of a risk measure like
CV@R.

3 Two-stage stochastic programming models in the ATO
environment

In order to state the decision models describing the ATO production planning prob-
lem, let us introduce the following sets: the set of components C = {1, . . . , I}, the
set of end items E = {1, . . . ,J}, the set of production resources (machine groups)
M = {1, . . . ,M}, and the set S = {1, . . . ,S} of scenarios that we use to discretize
the distribution of random demand. We denote by ds

j the demand for end item j ∈ E
in scenario s ∈ S ; the probability of scenario s is denoted by πs. In the following,
we will consider Monte Carlo scenario sampling; hence, πs = 1/S and scenarios are
equiprobable, but this need not be the case.

Furthermore, let us introduce the following parameters: Ci, cost of component
i ∈ C , and Pj, selling price of end item j ∈ E ; Lm availability (in terms of time)
of machine group m ∈ M ; Tim processing time for component i ∈ C on machine
m ∈ M ; Gi j number of components of type i ∈ C needed to assemble one end item
of type j ∈ E ; in manufacturing parlance, these numbers are called gozinto factors.
Note that the limited capacity of machine groups refers only to the production of
components. In an ATO environment, final assembly should not be a bottleneck,
so we disregard resource constraints at the assembly level. Finally, we need to in-
troduce two sets of decision variables: the first-stage variables xi, the amount of
component i ∈ C that we produce; the second-stage variables ys

j, the amount of end
item j ∈ E assembled and sold in scenario s, after observing actual demand. Deci-
sion variables may be continuous or integer. The choice depends on demand volume.
Since integer linear programs (LP) are more difficult to solve, when demand volume
is large enough and rounding effects are negligible, a continuous LP framework is
preferred. Then, the resulting stochastic LP model is:
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max
ys

j ,xi≥0
− ∑

i∈C

Cixi + ∑
s∈S

πs

(

∑
j∈E

Pjys
j

)
(2)

s.t. ∑
i∈C

Timxi ≤ Lm ∀ m ∈ M (3)

ys
j ≤ ds

j j ∈ E , s ∈ S (4)

∑
j∈E

Gi jys
j ≤ xi i ∈ C , s ∈ S (5)

The objective function of the problem is the expected net profit, expressed in (2) as
expected revenue at the second stage minus cost at the first stage. Constraints (3)
limit the machine availability; constraints (4) state that it is not possible to sell more
than demand, and constraints (5) precludes assembling items for which we lack the
necessary components, thereby linking the two decision stages.

This risk-neutral model may be extended by introducing CV@R. We take advan-
tage of the natural discretization of Eq. (1), where loss is expressed by component
cost minus revenue and depends on first-stage variables x, second-stage variables
ys, and demand ds:

H1−α(x,y,d,ζ ) = ζ +
1
α ∑

s∈S

πs[L(x,ys,ds)−ζ ]+

where L(x,ys,ds) = ∑i∈C cixi −∑ j∈clJ p jys
j. Then, the linear model becomes

min
ys

j ,xi,zs≥0
ζ +

1
α ∑

s∈S

πszs (6)

s.t. zs ≥ ∑
i∈C

Cixi − ∑
j∈E

Pjys
j −ζ s ∈ S (7)

∑
s∈S

πs

[

∑
i∈C

Cixi − ∑
j∈E

Pjys
j

]
≥ β (8)

subject to (3), (4), and (5). Here, we also introduce auxiliary variables zs to linearize
expressions [z]+ and enforce a minimum target expected profit β in Eq. (8).

4 An outline of computational results

Space does not allow to include a detailed computational study. Figure 1 may give a
feeling for the different behavior of the risk-neutral and the risk-averse model. The
histogram is obtained by fixing the first-stage solution and then drawing a set of out-
of-sample scenarios on which we optimize final assembly. The preferred solution is
clearly a matter of taste: the tail of low profits is reduced, and we pay this in terms
of expected profit. The amount if reduction depends on the probability level and the
constraint on minimum expected profit.
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Fig. 1 Out-of-sample profit
performance with a risk-

Aneutral and risk-averse ATTO
planning model.

o Fadda and Alberto Gennaro

As a general observation, the risk-averse model is more challenging to solve,
especially when we insist on using integer variables, and a larger number of sce-
narios is needed in order to achieve a stable first-stage solution. The results are also

afheavily fffected by specific problem features. In particular, with a large number of
valuable common components, stochastic programming becomes less useful. On
the contrary, with skewed demand distributions, and more so with bimodal distri-
butions, taking uncertainty into account becomes necessary to avoid scenarios with
considerable loss.
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Some probability distortion functions in
behavioral portfolio selection
Alcune funzioni di distorsione di probabilità nella
selezione di portafoglio comportamentale

thors

Abstract In this paper we propose some portfolio selection models based on Cu-
mulative Prospect Theory. In particular, we consider two different probability dis-
tortion functions, respectively advanced by Tversky and Kahneman and by Prelec.
The resulting mathematical programming problem turn out to be highly non-linear
and non-differentiable. Then, we apply the portfolios selected under the behavioral
approach to the European equity market as represented by the STOXX Europe 600
Index and compare their performances.
Abstract In questo lavoro proponiamo alcuni modelli di selezione di portafoglio
basati sulla Teoria del Prospetto nella sua versione cumulativa. In particolare, con-
sideriamo due differenti funzioni di distorsione di probabilità, avanzate rispettiva-
mente da Tversky e Kahneman e da Prelec. Il problema di programmazione matema-
tica che ne deriva risulta fortemente non lineare e non differenziabile. Successiva-
mente, applichiamo i portafogli selezionati secondo l’approccio comportamentale
al mercato azionario europeo cosı̀ come rappresentato dallo STOXX Europe 600
Index e confrontiamo le loro performances.

Key words: Behavioral finance, Cumulative Prospect Theory, portfolio selection,
probability distorsion function.

1 Introduction

In this paper we apply Prospect Theory (PT) in the cumulative version (CPT) of [6]
to the portfolio selection problem, similarly to what done in [1], assessing two dif-
ferent probability distortion functions. Previously, [5] propose a behavioral portfolio
model under PT.

1
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[2] proposed PT as an alternative theory to Expected Utility (EU) in order to
explain actual behaviors. In PT, individuals do not always take their decisions con-
sistently with the maximization of EU; they display risk aversion with respect to
gains and risk proneness with respect to losses, and are more sensitive to losses than
gains of same magnitude. Investment choices are evaluated through a value func-
tion, v, in terms of potential gains and losses, instead of final wealth. The objective
is the maximization of the prospect value V = ∑n

i=−m πi ·v(zi), with decision weights
πi, where zi denotes negative outcomes for −m ≤ i < 0 and positive outcomes for
0 < i ≤ n, with zi ≤ z j for i < j. Outcomes are interpreted as deviations from a
reference point.

The value function is typically concave for gains and convex and steeper for
losses. A function which is largely used in the literature and also applied in this
work is

v(z) =
{

v+(z) = za z ≥ 0
v−(z) =−λ (−z)b z < 0 , (1)

with positive parameters that control risk attitude, 0 < a ≤ 1 and 0 < b ≤ 1, and
loss aversion, λ ≥ 1. Function (1) is continuous, strictly increasing, and has 0 as
reference point1.

Decision weights πi are biased with respect to objective probabilities: medium
and high probabilities tend to be underweighted and low probabilities of extreme
outcomes are overweighted. In CPT [6], the prospect value depends also on the rank
of the outcomes and the decision weights are differences in transformed counter-
cumulative probabilities of gains and cumulative probabilities of losses.

Hence, risk attitude and loss aversion are modeled through a value function v,
whereas a probability weighting function (or probability distortion)w models prob-
abilistic risk perception via a distortion of probabilities of ranked outcomes. Actual
investment decisions of a Prospect Investor (PI) depend on the shapes of these two
functions as well as their interaction.

In the present work, we focus on the effects on the portfolio choices and perfor-
mances of the shaped of two different probability distortion functions, respectively
proposed by Tversky and Kahneman (see [6]) and by Prelec (see [4]).

The remainder of this paper is organized as follows. Section 2 synthesizes the
main features of the probability weighting function. Section 3 presents the BP selec-
tion models. In Section 4, an application to the European equity market is discussed.

2 The probability weighting function

A probability weighting (or probability distortion) function w is a strictly increasing
function which maps the probability interval [0,1] into [0,1], with w(0) = 0 and

1 In the application, we use the parameters estimated by Tversky and Kahneman [6]: λ = 2.25 and
a = b = 0.88.
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w(1) = 1. Here we assume continuity of w on [0,1], even thought in the literature
discontinuous weighting functions are also considered.

Empirical evidence suggests a typical inverse-S shape: the function is initially
concave (probabilistic risk seeking or optimism) for probabilities in the interval
(0, p∗), and then convex (probabilistic risk aversion or pessimism) in the interval
(p∗,1), for a certain value of p∗. The curvature of the weighting function is related
to the risk attitude toward probabilities; a linear weighting function describes prob-
abilistic risk neutrality or objective sensitivity towards probabilities, which char-
acterizes EU. Moreover, individuals are more sensitive to changes in the probabil-
ity of extreme outcomes than mid outcomes: small probabilities of extreme events
are overweighted, w(p) > p, whereas medium and high probabilities are under-
weighted, w(p)< p.

Different parametric forms for the weighting function with the above mentioned
features have been proposed in the literature, and their parameters have been esti-
mated in many studies2.

[6] (TK) use function of the form

w(p) =
pγ

(pγ +(1− p)γ)1/γ , (2)

with γ > 0 (with some constraint in order to have an increasing function). The pa-
rameter γ captures the degree of sensitivity toward changes in probabilities from
impossibility (p = 0) to certainty (p = 1). When γ < 1, one obtains the typical
inverse-S shape form; the lower the parameter, the higher is the curvature of the
function.

[4] (PR) suggests a two parameter compound-invariant function3 of the form

w(p) = e−δ (− ln p)γ
, (3)

with δ ∈ (0, 1)1 which governs elevation of the weighting function relative to the
45o line, while γ > 0 governs curvature and the degree of sensitivity to extreme re-
sults relative to medium probability outcomes. When γ < 1, one obtains the inverse-
S shape function. In this model, the parameter δ influences the tendency of over- or
underweighting the probabilities.

As an alternative, we adopt the more parsimonious single parameter version of
Prelec’s function:

w(p) = e−(− ln p)γ
. (4)

Note that, the unique solution of equation w(p) = p for p ∈ (0,1) is p = 1/e and
elevation of the function does not depend on γ .

In the applications, we use the parameters estimated by [6]: γ+ = 0.61 and γ− =
0.69, for w+ and w−, which denote the weighting function for probabilities of gains
and losses, respectively. Fig. 1 compares the TK weighting function (2) and the

2 See [3] for a review.
3 In the same paper, two other probability weighting functions are derived: the conditionally-
invariant exponential-power and the projection-invariant hyperbolic-logarithm function.
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Fig. 1 A comparison between the TK (2) (solid line) and the PR (4) (dashed line) probability
weighting functions, with γ = 0.61. The grey line represents objective probability.

PR one (4) for γ = 0.61. It is worth noting that, for this choice of the paramter γ ,
the TK function displays higher curvature and lower elevation; moreover, extreme
sensitivity is slightly higher for the PR function.

3 A Behavioral CPT Portfolio Selection

Similarly to what done in [1], we assume that a PI selects the portfolio weights
in order to maximize her prospect value subject to the usual budget constraint and
short selling restrictions. Let us consider m possible scenarios, with ri j the return of
equity j in scenario i, and pi the probability of each i. In this work we considered
equally probable scenarios.

The portfolio returns, measured relative to a fixed reference point r0, are the
results subjectively evaluated by the PI with decision weights computed through the
probability weighing functions discussed in the previous section. Formally, the BP
selection model is defined as:

max
x

m

∑
i=1

πi · v
(

n

∑
j=1

(x jri j − r0)

)

s.t.
n

∑
j=1

x j = 1

x j ≥ 0, j = 1,2, . . . ,n.

(5)

where x = (x1, . . . ,xn) is the vector of portfolio weights.
The resulting optimization problem is highly non-linear and non-differentiable so

it cannot be solved applying traditional optimization techniques. For these reasons,
according to what already done in [1], we adopt a solution approach based on the
metaheuristic Particle Swarm Optimization.
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4 Case study

To asses the CPT portfolio selection model and especially the role of the here con-
sidered probability distorsion functions, we carry out an analysis based the European
equity market as represented by the ten sectorial indices in the STOXX Europe 600
Index. We compare in an out-of-sample analysis the performances and the risk pro-
files of four portfolios. In particular, for each specification of the weighting function
(TK and PR), we tried out two different values for the reference point, r0 = 0%
and r0 = 2.5%. The overall testing period goes from July, 2018 to June, 2019. The
out-of-sample analysis is carried out using a rolling window procedure with a 1-
year in-sample period used to select the optimal portfolios whose compositions are
then kept constant for the consecutive 3-month out-of-sample period. This scheme
is then repeated as follows: at each step the in-sample and out-of-sample testing pe-
riod slide 3-month forward until the entire 1-year out-of-sample evaluation period
is covered.

In Table 1 we give some statistics related to the out-of-sample returns achieved
by the optimal BPs, and in Fig. 2 we provide the relative frequencies of the same
returns.

In general, both kinds of BP, i.e. TK and PR, show to perform better than the
index (see the row “Mean” of the table), however having slightly better levels of
risk than the latter (see the row “Standard deviation” of the table). These findings
are highlighted by their Sharpe ratios which range about from 5.4 to 7.3 times that
of the index (see the last row of the table).

Then, the optimal BPs are also characterized by levels of skewness and of kur-
tosis evidently greater than those associated to the index (see the rows “Skewness”
and “Kurtosis” of the table). These evidences are the consequence of biasing the
objective probabilities of the various portfolios’ performances according to CPT.
In this regard, notice that the two probability distortion functions considered here,
i.e. (2) and (4), behave similarly, with equal r0 (see again the rows “Skewness” and
“Kurtosis” of the table, and Fig. (2)). In particular, when r0 = 2.5%, portfolio’s per-
formances in [0%, 2.5%) are assessed as losses, while they are not when r0 = 0%.
As PI is more sensitive to losses than gain of same magnitude, this explains why
skewness and kurtosis are lower in the case r0 = 2.5% than in the case r0 = 0%.

Lastly, we highlight that the selected BPs result enough diversified in all the
3-months out-of-sample periods. The determinants of such a finding will be inves-

Table 1 Statistics for the out-of-sample returns of the optimal BPs. (The pedix indicates the value
of the reference point.)

Index T K0.0 T K2.5 PR0.0 PR2.5
Mean 0.0002 0.0013 0.0013 0.0012 0.0010
Standard deviation 0.0176 0.0162 0.0173 0.0168 0.0167
Skewness −0.5630 −1.1612 −0.7257 −1.1560 −0.9898
Kurtosis 3.0943 5.1846 4.1753 5.6486 4.8756
Sharpe ratio 0.0114 0.0827 0.0726 0.0744 0.0620
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Fig. 2 Relative frequencies of the out-of-sample returns of the optimal BPs.

tigated in future experiments; in particular, we will perform sensitivity analysis on
the parameters involved both in the value function and in the probability weighting
ones.
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Multiple Systems Estimation in the Presence of
Censored Cells
Stima di sistemi multipli in presenza di celle censurate

Ruth King, Oscar Rodriguez de Rivera Ortega and Rachel McCrea

Abstract We consider multiple systems estimation for contingency table data,
where the observed cell entries may be censored and only presented to lie within
a given interval. We describe how we can analyse such data using log-linear mod-
els and obtain estimates of the corresponding total population size taking into ac-
count the interval censoring. We compare this approach to some form of bounded
approach, by setting the censored cell entries to the lower and upper limits of the in-
terval. For the dataset that we consider we demonstrate that even for relatively small
specified intervals, the estimate of the total population size, and selected log-linear
model, is sensitive to how these censored cells are dealt with in the analysis.

Abstract Il nostro lavoro si basa sulla stima di sistemi multipli con dati estratti da
tabelle di contingenza dove le osservazioni in ogni cella possono essere censurate e
solo presentate all’interno di un dato intervallo. Discutiamo come analizzare questi
dati utilizzando modelli log-lineari per ottenere stime della dimensione della popo-
lazione totale che tengono in considerazione l’intervallo di censura. Compariamo il
nostro metodo a un tipo di approccio con soglia settando le celle censurate ai valori
inferiori e superiori dell’intervallo. Con i dati analizzati in questo lavoro dimostri-
amo che, anche per intervalli relativamente piccoli, la stima della dimensione della
popolazione totale e il modello log-lineare selezionato sono influenzati dal modo in
cui le celle censurate sono specificate nell’analisi.

Key words: Incomplete contingency table; log-linear model; maximum likelihood
estimate
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1 Introduction

Multiple systems estimation focuses on the estimation of hidden population sizes1.
Applications range from the number of people who inject drugs in an area6, civilian
casualties within wars9, webpages on a given topic4 or modern day slaves11. Data
are collected on the given population via a series of lists that partially observe indi-
viduals in the population. Assuming that individuals are uniquely identifiable, lists
can be cross-classified and the corresponding data summarised via an incomplete
contingency table, providing the number of unique individuals observed by each
distinct combination of lists. The table is incomplete as the number of individuals
not observed by any of the lists is not observable. Multiple systems estimation in-
volves fitting statistical model(s) to the observed contingency table data, which in
turn permits estimation of the number of individuals not observed by any of the lists.

When dealing with sensitive individual cross-classified data it is important that
privacy issues are respected, and deductive disclosure risks are minimised. This is-
sue typically arises when observed cell counts are small. To address this issue, ap-
proaches include aggregating cells (for example providing only marginal counts)
or perturbing the data5. In this paper we consider contingency table data that are
interval censored, such that small cell counts are not provided exactly, but instead
presented to lie within a given interval. We focus on assessing the impact of cen-
sored cells within the statistical analysis, fitting log-linear models to the incomplete
contingency table, and subsequent estimation of the total population size. Further,
we describe how we can formally account for such censored cells within the analy-
sis, accounting for the additional uncertainty of these cell entries.

2 Log-linear Models

We consider the general case where we have I administrative data lists, labelled
S1, . . . ,SI . Each list has two levels, ji = 0,1, corresponding to whether an individual
is observed (=1) or unobserved (=0) by list Si, for i = 1, . . . , I. The set of possible
list combinations is given by K = {0,1}I ; and the set of observed combinations by
J = {0,1}I\{0, . . . ,0}, since we do not observe an individual not observed by any
of the lists. The data are presented via an incomplete 2I contingency table where
the cell entries correspond to the number of individuals observed by the given dis-
tinct combination of lists. Notationally, we let n j denote the number of individuals
observed by the list combination j ∈ J ; and n = {n j : j ∈ J } the observed data.
The number of individuals not observed by any list is denoted by n{0,...,0}; and we
let N = ∑ j∈J n j +n{0,...,0} = ∑ j∈K n j denote the total number of individuals.

We consider log-linear models3 so that for j ∈ K ,

n j|λ j
ind∼ Poisson(λ j) such that logλ j = X jθ ,

where X j denotes the associated jth row of the specified design matrix and θ the
column vector of parameters. The set of Poisson means is denoted by λ = {λ j : j ∈
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K }. The design matrix specifies the known relationship between each contingency
table cell and log-linear parameters corresponding, to an intercept (θ 0), main-effect
terms ({θ i : i = 1, . . . , I}) and k-way interactions ({θ i : i ⊂ {1, . . . , I}, |i| = k}), for
k = 2, . . . , I − 1, such that |i| denotes the number of elements in i. We specify the
standard corner-point constraints on the log-linear parameters to define the design
matrix. The corresponding likelihood function of the observed data is given by:

f (n;λ ) = ∏
j∈J

Poisson(n j;λ j)≡ ∏
j∈J

exp(−λ j)λ
n j
j

n j!
,

where Poisson(n j;λ j) denotes the probability mass function of a Poisson random
variable with mean λ j evaluated at n j.

Given the incomplete contingency table data we estimate the total population size
by (i) fitting a given log-linear model to the observed contingency cell entries n to
estimate the parameters θ (and hence λ ); and (ii) subsequently estimating the unob-
served cell entry, n{0,...,0}, given the fitted model, which is then combined with the
observed data to estimate the total population size. The parameters can be estimated,
for example, via maximum likelihood estimation, or using a Bayesian approach. The
estimate of the total population size is generally dependent on the given log-linear
model fitted to the data, in terms of the interactions present. Thus, a model selec-
tion process is usually applied and/or a model-averaging approach applied8. We will
consider a classical model-fitting approach.

3 Censored cells

The observed contingency table data are often imperfect or only partially available.
For example the lists may be “corrupted” permitting the inclusion of individuals who
are not members of the target population of interest, leading to cell(s) corresponding
to upper bounds rather than observed numbers10. Alternatively, the data may be
presented in “censored” form where the exact cell entries are not provided but an
interval is given which contains the observed value, such as a value ≤ 4 or in the
range 1-47. This may arise, for example, for data privacy issues to avoid potential
deductive disclosure of given individuals in the data.

We describe a formal statistical approach to analyse such contingency table data
with interval censored cells. Let J ′ ⊆ J denote the set of censored contingency
table cells; and J ∗ =J \J ′ the set of observed (non-censored) cells. For simplic-
ity we assume that the censoring applied to each of the censored cells is the same,
but in general this need not be the case. Further, that the censored cells are such that
the cell entry lies in the interval [a,b]. The corresponding likelihood contribution for
a given censored cell, j ∈ J ′ can be obtained by summing over the range of pos-
sible values in the interval of the corresponding Poisson probability mass function.
Mathematically, we have that for j ∈J ∗, the corresponding likelihood contribution
is given by,
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f (n j;λ j) =
b

∑
k=a

Poisson(k;λ j) =
b

∑
k=a

exp(−λ j)λ k
j

k!
.

The likelihood of the observed data is thus given by,

f (n;λ ) = ∏
j∈J ∗

exp(−λ j)λ
n j
j

n j!
+ ∏

j∈J ′

[
b

∑
k=a

exp(−λ j)λ k
j

k!

]
.

Maximising the likelihood using a numerical optimisation algorithm we obtain
the MLEs of the log-linear parameters, θ̂ , and hence λ̂0,...,0. The corresponding
MLE for the missing cell is n̂{0,...,0} = λ̂{0,...,0}. For the total population size we
also require the MLEs for the censored cells. For j ∈ J ′ the MLE is given by
n̂ j = max[min(λ̂ j,b),a]. In other words if λ̂ j ∈ [a,b], then n̂ j = λ̂ j; else if λ̂ j < a,
then n̂ j = a; finally if λ̂ j < b, then n̂ j = b. Finally,

N̂ = ∑
j∈J ∗

n j + ∑
j∈J ′

n̂ j + n̂{0,...,0}.

To obtain the corresponding 95% confidence interval (CI) for the total population
size (and the censored cells) we use a parametric bootstrap.

4 Application

We consider data relating to people who inject drugs in England in 2005-20067.
Four lists are used corresponding to:

• S1 - Probation
• S2 - Drug intervention programme (DIP) prison assessments
• S3 - Drug treatment
• S4 - DIP community assessments.

Data are further cross-classified across 9 geographical regions, gender and age
(young = 15-34; old = 35+). However, for potential deductive disclosure, cell en-
try values in the range 1-4 were not explicitly provided, but indicated by an *. We
consider the data for North East England for young females, presented in Table 1.

We consider the set of hierarchical log-linear models and implement a bottom-
up search algorithm, using the AIC/BIC criteria for the interval censoring modelling
approach. For comparison we consider two further approaches where we set all cen-
sored cells to either their minimum value (of 1) or maximum value (of 4). Table 2
summarises the results in terms of MLEs, 95% CI and AIC/BIC for the models
with largest support. We observe that the total population estimate is sensitive to the
given model fitted, a feature commonly observed within standard multiple systems
estimation2. As expected, for each individual model fitted, the MLE of the total pop-
ulation size using the interval censoring modelling approach, taking into account the
uncertainty of the cell entries, lies within those obtained when simply fixing each
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cell to be equal to the minimum or maximum possible value. However, the asso-
ciated variability of the MLE varies across models. For example, in some cases
broadly similar MLEs are obtained, as for model {12,13,14,34,134}; whereas for
other models, such as model {12,13,23,14,34} the MLEs are very different. Fur-
ther, we note that the model deemed optimal differs for the case where all cell values
are set to their maximum value, compared to the other two approaches.

Table 1 Contingency table for the number of injecting drug users for the North East region for
young females. An * indicates that the cell entry is interval censored and lies within the range 1-4.

S1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
S2 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
S3 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
S4 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

74 17 * 584 63 12 9 35 * * * 35 17 * *

Table 2 MLEs and 95% CIs of the total population size for the models identified; and associated
∆AIC (= AIC – min(AIC)) and ∆BIC (= BIC – min(BIC)) statistics for each of the different
methods applied to the censored contingency table data. The model is specified via the maximum
interaction terms present; and the model deemed optimal is highlighted in bold for each method.

Method Model MLE 95% CI ∆AIC ∆BIC
Cells = minimum value {12,13,14,34} 2107 (1496, 3567) 6.86 6.14

{12, 13, 23, 14, 34} 4541 (1998, 7126) 0 0
{12,13,14,34,134} 1648 (1238, 2319) 2.85 2.84

{12,13,23,14,34,134} 3179 (1232, 4981) 1.39 2.09
{12,13,23,14,34,123} 4206 (1662, 6592) 2.00 2.69

{12,13,23,14,34,123,134} 1390 (1071, 1692) 1.81 3.22
Cells = maximum value {12,13,14,34} 1642 (1236, 1801) 3.25 1.12

{12,13,23,14,34} 1794 (1180, 1814) 4.67 3.25
{12,13,14,34,134} 1417 (1071, 1560) 1.87 0.45

{12,13,23,14,34,134} 1331 (973, 1376) 3.79 3.07
{12,13,23,14,34,123} 1646 (1066, 1679) 6.30 5.59

{12, 13, 23, 14, 34, 123, 134} 1010 (908, 1084) 0 0
Cells = interval {12,13,14,34} 1933 (1379, 2636) 2.46 1.75

{12, 13, 23, 14, 34} 3060 (1583, 3858) 0 0
{12,13,14,34,134} 1597 (1178, 2273) 0.82 0.82

{12,13,23,14,34,134} 2293 (1104, 3456) 1.40 2.11
{12,13,23,14,34,123} 2970 (1417, 4073) 1.99 2.70

{12,13,23,14,34,123,134} 1113 (924, 1282) 1.32 2.73

5 Discussion

We have described an approach for dealing with general interval censored data
within a multiple systems estimation framework, taking into account the uncer-
tainty of the censored contingency table cells. Such data may arise, for example,
due to privacy issues, where small cell counts are not published exactly, but in-
stead an interval is given for the cell count. Further we have explored the sensitivity
of the population size estimates in relation to how these censored cells are dealt
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with in the corresponding associated statistical analysis of data relating to people
who inject drugs in North East England. In particular, the estimates are compared
with alternative approaches of replacing all censored values with the minimum or
maximum possible values to give some indication of potential bounds on the es-
timates. As expected, the estimates obtained using the approach that accounts for
the uncertainty in the censored cells lies between those obtained in the bounded
case replacing the censored cells with the lower or upper limits of the interval. Fur-
ther, different log-linear models, in terms of the interactions present in the model,
are identified dependent on the approach taken, which in turn further influences the
estimate of the total population size.

In some cases additional information on marginal totals may also be available
limiting the set of possible combinations of observed cell entries. In these circum-
stances the corresponding likelihood is now expressible as a summation over all
possible cell combinations, removing the independence across the interval censored
cells in terms of the unobserved entries. However, due to the number of possi-
ble combinations, the likelihood may quickly become computationally expensive
to calculate, even for a relatively moderate number of censored cells and interval
widths. Potential avenues in such situations include the use of an EM algorithm, or
a Bayesian data augmentation approach. These are the focus of current research.
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Bayesian population size estimation by repeated
identifications of units. A semi-parametric
mixture model approach.
Stima Bayesiana della numerosità di una popolazione
attraverso identificazione ripetuta delle unità. Un
approccio semi-parametrico basato sui modelli mistura

Tiziana Tuoto, Davide Di Cecco and Andrea Tancredi

Abstract The use of mixture models for estimating the size of an elusive pop-
ulation when capture rates vary among individuals has received strong attention
from researchers involved in multiple system estimation. In this paper we propose a
Bayesian semi-parametric approach by considering a truncated infinite dimensional
Poisson mixture model for capture recapture count data. An application in official
statistics regarding the estimate of the size of criminal populations is used to illus-
trate the proposed methodology.
Abstract I modelli mistura vengono spesso utilizzati per stimare la numerosità
di una popolazione elusiva quando i tassi di cattura variano da individuo a in-
dividuo. In questo lavoro le frequenze delle catture individuali verranno modellate
attraverso un approccio semi-parametrico bayesiano basato su una mistura infinito-
dimensionale troncata di distribuzioni di Poisson. Il modello verrà utilizzato per
stimare il numero di individui connessi a specifiche attività criminali

Key words: Criminal populations. Capture-recapture. Dirichlet process mixture.
Official statistics.

1 Introduction

The aim of the research is to estimate the size of a hidden criminal population, for
instance people working in markets of drug trafficking, prostitution exploitation and
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smuggling in Italy during a given reference time. The estimate of the size of people
involved in these kinds of illegal economic activities, is envisaged at European level:
according to European regulations, national accounts aggregates have to include
illegal activities covering exhaustively the economic transactions which occur in the
economic system.

In this paper, we aim at estimating the size of people involved in smuggling.
In Italy, smuggling activities mainly regards cigarettes, and it is related to the im-
portation and exportation of products that are legal in some other countries. Ille-
gal cigarettes arrive in Italy especially from Eastern European countries, China and
the United Arab Emirates. It is worthwhile nothing that there are other economic
aspects, such as organized crime and corruption of the legal economy by money
laundering that came from these activities to facilitate them.

Illegal activities for their nature are difficult to measure as people involved have
obvious reasons to hide these activities. For this purpose, in this study we exploit
administrative registers coming from the Ministry of Justice, which report alleged
crimes for which the judicial authority started a criminal proceeding. Crimes records
in the registers of the Public Prosecutor’s offices, contain soft identifiers of the de-
nounced subjects, namely date and place of birth and gender, as well as some char-
acteristics of the denounced subjects and the crime acts, like age at the moment of
the crime, nationality, the association with other subjects and previous crimes.

On the basis of the soft identifiers, crime authors can be identified and followed
in a specific time span. In this way, the administrative source can be considered as a
list of potential criminals with the count (i.e. the number of times) that they appear
in the Prosecutor’s offices registers. In the list we can observe individuals who are
charged 1,2,3, . . . , times, however we cannot observe units not caught by the Jus-
tice system. Hence, the registers can be considered as incomplete lists of potential
criminals, since only denounced crimes and suspected criminals are reported. We
want to estimate the hidden part of the population, i.e. the size of it not reported on
the registers of the Public Prosecutor’s offices.

Notice that the capture recapture data for the problem at hand are usually called
repeated counting data. To model individual heterogeneity in these kind of data the
use of mixture models has a long tradition, especially in the frequentist literature,
see for example [8, 1]. Here we follow a Bayesian approach based on the Dirichlet
process mixture model. In the next Section we specify the model and outline the
resulting simulation algorithm. In the last Section we briefly illustrate the resulting
posterior inference on the size of the smugglers in 2014.

2 The model

We assume that the population of potential criminals in a given year is a closed
population of unknown size N. To take account of criminals heterogeneity we as-
sume that the number of times Y that a criminal appears in the Prosecutor’s offices
registers is a mixture of Poisson distributions. In particular, we assume the trun-
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cated version of the Dirichlet process mixture, see [6], where the weights of a fixed
number Poisson components follow a finite stick breaking process.

Denote as k∗ the number of components. Moreover denote as p j = Prob(Y = j)
the probability of a unit being captured j times, and as pi

j the probability of being
captured j times in the i–th component, pi

j = λ j
i e−λi/ j!. Finally let π1, . . . ,πk∗ be

the mixing weights, so that

p j =
k∗

∑
i=1

πi pi
j. (1)

Denote as n j the number of observed units that have been captured j times, and as
D the set of all observed counts, D = {n j} j>0. We have ∑ j>0 n j = nobs. We want
to estimate the number of uncaptured units n0, or, equivalently, the total number of
units in the population N = nobs +n0.
We set a conjugate Gamma prior for each parameter λi, a truncated stick–breaking
process with parameter φ over the mixture weights, and a Gamma prior over φ .

λi ∼ Gamma(αi,βi), i = 1, ...,k∗

(π1, ...,πk∗)∼ SB(φ)
φ ∼ Gamma(αφ ,βφ )

A similar modeling approach was considered by [7] in the standard multiple system
framework with a fixed number of lists. In particular a Dirichlet process mixture was
proposed to model the heterogeneity in the capture histories. See also [4]. Moreover
note that a semi-parametric mixture of Poisson distributions driven by the Dirichlet
process with the censoring of zero counts was proposed also by [5] for modeling
gene expression sequence abundance distributions.

2.1 MCMC algorithm

In this section we detail the Gibbs–based MCMC algorithm to sample from the
posterior distribution of N. Let us denote as Θ all the parameters

{
πi
}

and
{

λi
}

.
Moreover let ni

j be the (latent) number of units in the i–th component that have
been captured j times. Let ni be the total number of population units (captured or
uncaptured) in component i: ni = ∑ j≥0 ni

j. Then, at iteration t we have the following
steps:

1. Sample all parameters λ (t)
i

λi ∼ Gamma

(

∑
j≥0

j ·ni
j +αi , ni +βi

)
for i = 1, . . . ,k∗

2. In order to sample all mixing weights π(t)
i , we first sample
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Vi ∼ Beta

(
1+ni,φ +

k∗

∑
h=i+1

nh

)
i = 1, . . . ,k∗ −1

then take
πi =Vi ∏

h,h<i
(1−Vh) for i = 1, ...,k∗

where Vk∗ = 1.
3. Sample φ (t), φ ∼ Gamma(αφ −1+ k∗ , βφ − logπk∗)

4. Sample N(t) from P(N |Θ (t),D). Note that

P(N |Θ ,D) = P(N |Θ ,nobs) ∝ P(N)P(nobs |N,Θ)

∝ P(N)

(
N

nobs

)
pN−nobs

0 (1− p0)
nobs , (2)

where the probability p0 of not being captured is calculated according to (1).
Then, if we choose the improper prior P(N) ∝ 1/N, we have

N(t) ∼ NegBin
(

nobs,1− p(t)0

)

5. Sample vector n(t)
j = (n1

j , ...,n
k∗
j ) from P(N j |Θ (t),N(t),D):

N j ∼ Mult
(
n j,(p1| j, ..., pk∗| j)

)
for j ≥ 0

where n0 = N(t)−nobs, and the probabilities pk| j of belonging to the k–th com-
ponent conditionally on the number of captures j and the current values of Θ
are updated as:

pk| j =
πk pk

j

∑k∗
i=1 πi pi

j
.

3 Results on smuggling data

The distribution of observed counts for smuggling captures in 2014 is reported in
Figure 1. We consider a data set with a total number of observed smugglers equal
to n = 3349. Note also the fat right tail of the capture distribution with a maximum
number of captures equal to 27.

Figure 2 (left panel) shows the estimated posterior distribution of the population
size obtained with the algorithm described in previous section. In the algorithm we
fixed k∗ = 7; the hyper-parameters of the Gamma prior for the λis are set equal to
αi = 1 and βi = 0.05 for i = 1, ...,k∗, to provide substantial probability for a large
range of yi values, as common in long tailed distributions; the hyper-parameters of
the Gamma prior for φ , i.e., the concentration parameter of the Dirichlet process,
are fixed as αφ = βφ = 1. Finally note that the number of replications of the MCMC
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algorithm is 106 and the starting values for n0 and α are respectively equal to 5000
and 1.

#$
#

#$
%

#$
&

#$
'

#$
(

#$
)

*+,-./!01 !234+/.5

6.
724

89.
!:
/.
;+

.<
!=

% ' ) > ? %% %' %) %> %? &% &' &>
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tained by the bootstrap procedure proposed in [2]. Figure 2 (right panel) shows the
observed and estimated frequency of counts for smuggling crimes in 2014. The esti-
mated frequencies (in light blue) which comprise also the estimate of the unobserved
individuals, correspond to the last 1000 simulations of the MCMC algorithm.
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Targeted random walk sampling
Campionamento random walk mirato

Li-Chun Zhang

Abstract We develop a novel strategy for estimating finite-order graph parameters
based on stationary successive sampling probabilities of the eligible sample motifs
under targeted random walk sampling. Illustration is given where the interest is the
relative transitivity in a given graph with a core-periphery structure.
Abstract Viene proposta una nuova strategia nel campionamento random walk mi-
rato per stimare i parametri di un grafo di ordine finito in base alle probabilità di
campionamento successive stazionarie. La procedura viene illustrata attraverso un
esempio in cui l’interesse è la transitività relativa in un dato grafo caratterizzato da
una struttura nucleo-periferia

Key words: Markov chain, graph sampling, multiplicity, incidence weight

1 Targeted walk sampling for 1st-order graph parameters

Random walk in a graph can be considered as a probabilistic depth-first search algo-
rithm, which can be attractive for real, large and often dynamic graphs, if the walk
is fast-moving. We show that it is possible to achieve consistent generalised ratio
type estimation of finite-order graph parameters based on the stationary successive
sampling probability under targeted random walk at equilibrium.

Let G = (U,A) be a simple undirected graph. Under random walk in G, let Xt = i
be the node (or state) at step time t. Let di be the number of edges incident node i,
or its degree. For time t + 1, one selects one of these edges randomly, (i j) ∈ Ai+,
which yields Xt+1 = j as the next state of the random walk. Thus, {X0,X1,X2, ...}
form a Markov chain, where X0 is the initial state, with transition probability

pi j := Pr(Xt+1 = j|Xt = i) = ai j/di .

Li-Chun Zhang
Univ. of Southampton, Statistics Norway, Univ. of Oslo. e-mail: L.Zhang@soton.ac.uk
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2 Li-Chun Zhang

Let P be the N×N matrix of transition probabilities, with elements pi j and N = |U |.
Let p0 be the row N-vector of initial node selection probabilities, the probabilities
of Xt are given by

pt = p0Pt .

If G consists of a single component, in which case every node can be reached
from any other node eventually, then the chain {Xt} is irreducible and its stationary
probabilities, denoted by πi = Pr(Xt = i) and π = (π1, ...,πN), for i ∈U , satisfy

π j = ∑
i∈U

πi pi j or π = πP .

where ∑ j∈U π j = 1, and π is the left eigenvector of P with eigenvalue 1. We have

πi ∝ di .

A walk may be said to be targeted if its stationary probability πi is subject
to one’s choice. Firstly, random jumps are generally needed in multi-component
graphs. The probability of taking a random jump at any given time step affects
π . Moreover, Metropolis-Hastings (MH) acceptance mechanism can be applied
(Thompson, 2006), by which one can e.g. achieve the πi ∝ di + 1 walk. However,
such a targeted MH walk with random jumps demands an observation procedure,
where one needs to observe d j of all the nodes adjacent to the current Xt = i, that is,
{d j : j ∈U,ai j = 1}, before one can make a move.

Avrachenkov et al. (2010) devise a more practical algorithm of targeted random
walk (TRW) , which requires only di at Xt = i. Let there be an imaginary node,
denoted by ⋆ ̸∈U , which is connected to all the nodes in G, such that a random jump
can be accomplished by two successive ‘adjacent moves’ via ⋆. Given Xt = i at time
step t, let the probability of moving to ⋆ be ri = r/(di + r) and, having moved to ⋆,
one then takes immediately another random move away from it, to reach Xt+1 = j
with probability 1/N, for some j ∈ U . Notice that the probability of random jump
varies with di under this scheme. The transition probability from Xt = i to Xt+1 = j
is then given by

pi j =

{
1

di+r
(
1+ r

N
)

if ai j = 1
r

di+r ·
1
N if ai j = 0 including i = j

(1)

and the resulting stationary probability for i ∈U is given by

πi ∝ di + r . (2)

Given constants yU = {yi : i ∈ U} associated with the nodes of the graph, let
µ = θ/N, where θ = ∑i∈U yi and N = |U |, which is called a 1st-order graph param-
eter (Zhang and Patone, 2017). Until recently, sampling theory for targeted walk in
graphs has only dealt with the estimation of such 1st-order graph parameters.

Let a targeted walk have stationary probabilities π ∝ c, where the values ci may
be unknown for the unobserved nodes. Uniform walk is the special case with ci ≡ 1;
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Targeted random walk sampling 3

indeed, πi ≡ 1/N, if N is known. Random walk in an undirected connected graph is
the special case with ci = di, where ci is unknown for any unvisited node. TRW is
another special case, with ci = di + r by (2) in undirected graphs.

Targeted walk sampling (TWS) is stationary draw-by-draw at equilibrium, where
π is the same for each draw whatever t. One can use an extraction of n states,

s = {Xt1 ,Xt2 , ...,Xtn} with t1 < t2 < · · ·< tn ,

which need not to be successive, and a generalised ratio estimator of µ given by

µ̂ =
(1

n ∑
i∈s

yi

ci

)
/
(1

n ∑
i∈s

1
ci

)
= ∑

i∈s

yi

ci
/∑

i∈s

1
ci

. (3)

This estimator is approximately unbiased for µ given sufficiently large n.
Within-walk auto-correlations do exist among the states in s. One can reduce the

correlations by extracting time steps that are far apart from each other, in order to
treat s approximately as an IID sample, when it comes to variance estimation. An
alternative is to administer multiple walks independently. It is then simple to average
the multiple estimators and use the between-walk variance as the basis for variance
estimation, regardless the within-walk auto-correlations of each walk.

2 A strategy for finite-order graph parameters

For a strategy to finite-order graph parameters under TWS from graphs generally,
we define below the sample graph, the stationary successive sampling probabilities
that can be used for inference and the corresponding condition of eligible sample
motifs eligible, which are the fundamental elements in any graph sampling situation
(Zhang, 2021). Without loss of generality, we shall assume TRW with the incident
forward observation procedure (Zhang and Patone, 2017) in the following, noting
that the development is valid for any TWS method.

Sample graph The definition of sample graph Gs by Zhang and Patone (2017) needs
a tweak of the node set Us, in order to accommodate the isolated nodes in G, which
are not incident to any edges and can only be visited by random jumps. Given sre f
and As = A∩ sre f by a T -step walk in G, let

Gs = (Us,As) where Us = s∪ Inc(As)

and s is the seed sample, to which the observation procedure of TWS is applied.
Under T -step TRW sampling (T -TRWS), we observe all the edges incident to node
i given Xt = i at t, including the last step T . The reference set is given by

sre f = s×U ∪U × s .
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4 Li-Chun Zhang

A subgraph motif [M] such as triangle or K-star is observed if M×M ⊆ sre f , where
M is the set of nodes of the motif. Let Ωs be all such observed motifs in Gs.

Stationary successive sampling probability (S3P) Let M = {Xt1 , ...,Xtq} be a set
of states given in the order by which the states are sampled, where t1 < · · ·< tq and
q = |M|. At equilibrium, we have

πM = Pr(Xt1 , ...,Xtq) = πXt1

q−1

∏
i=1

p(Xti ,Xti+1)

where πXt1
is the stationary probability of state Xt1 , and p(Xti ,Xti+1) is the transition

probability from Xti to Xti+1 over exactly ti+1 − ti time steps.
The stationary sampling probability πM includes πi as the 1st-order special case

with M = {i} and |M| ≡ 1. It is known if M consists of a set of successive states,
apart from an unknown proportionality constant in πXt . We shall refer to πM as the
stationary successive sampling probability (S3P) if tq − t1 = |M|.

Other S3P πM can be calculated, for any M ⊆ s, even though M is not a successive
set of states of the actual walk, because the sub-matrix of P corresponding to s× s
is known, even if the full matrix P is not. For instance, given the actual sequence
(Xt ,Xt+1,Xt+2) = (1,2,3), we can also calculate the transition probability p32 p21
had (Xt ,Xt+1,Xt+2) = (3,2,1) been the actual walk.

Given T -step walk with seed sample s, let the collection of such node sets be

Cs = {M : M ⊆ s}

We shall refer to Cs as the generating (sets of) states of a T -step walk. The subset
of generating states that are parts of the actual walk are given by

Cw = {{Xt , ...,Xt+q} : 0 ≤ t ≤ t +q ≤ T}

Eligible sample motifs Let the sample motif κ in Ωs be observed from the actual
sampling sequence of states (AS3) sκ = (Xt , ...,Xt+q), for some t and q = |sκ |− 1.
An equivalent sampling sequence of states (ES3) of sκ , denoted by s̃κ ∼ sκ , is any
possible sequence of states of the same length, |s̃κ | = |sκ |, such that the motif κ is
observed given (Xt ,Xt+1, ...,Xt+q) = s̃κ but not based on any subsequence of s̃κ .

Lemma 1 Under TWS at equilibrium, a motif κ ∈ Ωs observed from AS3 sκ is
eligible for estimation, iff all its ES3s belong to the generating states Cs.

Under TWS at equilibrium, a motif κ whose AS3 is of order greater than 1 can
be sampled sequence-by-sequence, for which its ES3s constitute the multiplicity
(of sampling). The motif is eligible for estimation if it satisfies the condition of
Lemma 1, as the S3P of any sequence s̃κ is known up to a proportionality constant
if s̃κ ∈ Cs. Thus, incidence weighting estimation (Patone and Zhang, 2020; Zhang
and Oguz-Alper, 2020; Zhang, 2021) of finite-order graph parameters based on
TWS sequence-by-sequence generalises estimation of 1st-order parameters based
on TWS draw-by-draw.
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Targeted random walk sampling 5

3 Illustrations

Let G = (U,A) be an undirected simple graph with 100 nodes, N = |U |= 100. Let
y = 1 be the value associated with the first 20 nodes i = 1, ...,20, or the cases; and
let y = 0 be the value for the rest 80 nodes, i = 21, ...,100, or the noncases.

Let the edges be generated randomly, with different probabilities for a given pair
of nodes: (i) if both have y = 1, (ii) if one of them has y = 1 and the other y = 0,
and (iii) if both have y = 0. In the resulting graph, there are altogether 299 edges,
|A|= 299; the cases have an average degree 13.5, and the noncases have an average
degree 4.1. The population graph G exhibits thus a core-periphery structure.

This valued graph will be held fixed for the illustrations below.

Estimation of case prevalence Let µ = ∑i∈U yi/N be the population case preva-
lence. Let s = {X0, ...,XT} be the states obtained by T -TRWS, where X0 is drawn
with p0,i = 1/N. Apply (3) to s yields µ̂ . The burn-in stage is between 8-16 steps
here. Using all the states is instructive for appreciating the convergence of µ̂ .

Table 1 Estimation of case prevalence µ = 0.2 under T -TRWS, 1000 simulations.

r = 1 r = 0.1
T Mean(µ̂) SD(µ̂) ψ Mean(µ̂) SD(µ̂) ψ
50 0.200 0.081 0.346 0.204 0.091 0.321

100 0.199 0.059 0.538 0.205 0.068 0.501
500 0.200 0.027 0.938 0.201 0.031 0.893

1000 0.199 0.019 0.987 0.201 0.022 0.959

Table 1 gives the results for T = 50,100,500,1000, r = 1 or 0.1, each based on
B = 1000 simulations of the T -TRWS. The consistency of µ̂ is already evident at
T = 50, even without removing the initial burn-in states. The last column shows the
average of the traverse ψ , which is the ratio between the number of distinct nodes
visited by the walk and N = |U |, indicating how extensively the walk has travelled
through the population graph. How quickly TRW traverses the graph is affected by
the isolated nodes that can only be visited by random jumps, the probabilities of
which are slightly reduced from r = 1 to r = 0.1, as is the convergence of µ̂ , which
can be seen by comparing the corresponding SD(µ̂).

Estimation of a 3rd-order graph parameter Let µ = θ/θ ′, where θ is the total
number of triangles among cases where all the nodes have y = 1, and θ ′ is the total
number of other triangles involving at least one noncase. The larger the value of µ ,
the higher is the transitivity among cases compared to the overall transitivity in the
graph. We have µ = 4.667 in this population graph.

Table 2 gives the results for T = 100,500,1000, r = 0.1 or 6, where X0 is selected
with p0,i = πi, to avoid any details of handling the burn-in states. TRW sampling
uses r = 0.1 for the results in the left part of Table 2, whereas r = 6 for the right
part of the table. Since the average degree is about 6 in the population graph here,
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6 Li-Chun Zhang

Table 2 Estimation of µ = θ/θ ′ = 4.667 under T -TRWS, 1000 simulations.

r = 0.1 r = 6
T Mean(µ̂) SD(µ̂) ψ Mean(µ̂) SD(µ̂) ψ
100 6.119 (0.142) 4.498 0.498 6.362 (0.160) 5.069 0.606
500 4.737 (0.028) 0.893 0.893 4.805 (0.034) 1.075 0.983
1000 4.669 (0.019) 0.593 0.958 4.704 (0.022) 0.702 0.999

setting r = 6 in (1) makes a random jump on average at least as probable as an
adjacent move at each time step. This raises the traverse of the walk, e.g. TRW of
length T = 1000 can be expected to cover almost the whole population graph.

Here, the convergence of µ̂ is not greatly affected by r, which seems to be at
least almost the case given T = 1000, where each value in the parentheses in Table
2 is the estimated simulation error of Mean(µ̂). Clearly, the walk needs to be longer
for estimating this 3rd-order graph parameter, compared to that for the 1st-order
parameter population case prevalence. This is not surprising because not every two
successive states (Xt ,Xt+1) correspond to an adjacent move, nor does one necessar-
ily observe any triangle based on every adjacent move. In contrast, every state Xt
contributes to the estimation of a 1st-order graph parameter.
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Estimation of poverty measures in
Respondent-driven sampling
Stima delle misure di povertà nel campionamento guidato
dai rispondenti

Marı́a del Mar Rueda, Ismael Sánchez-Borrego and Héctor Mullo

Abstract Poverty measures are important socio-economic indicators to assess the
economic situation of a region or a state. Respondent-driven sampling (RDS) is an
advanced snowball-type sampling method used to survey hard-to-reach populations.
We consider the problem of estimating poverty measures for RDS data by proposing
estimators of the distribution function and in particular, estimators of poverty mea-
sures. The performance of the proposed estimators is illustrated with a RDS survey
of ethnic minorities in Ecuador.
Abstract Le misure di povertà sono importanti indicatori socioeconomici per va-
lutare la situazione economica di una regione o di uno stato. Il campionamento
guidato dai rispondenti (RDS) è un metodo avanzato di campionamento a palla di
neve ulizzato per esaminare le popolazioni difficili da raggiungere. Consideriamo il
problema della stima delle misure di povertà per i dati RDS proponendo stimatori
della funzione di distribuzione e in particolare stimatori delle misure di povertà. La
performance degli stimatori proposti è illustrata attraverso un’indagine RDS sulle
minoranze etniche in Ecuador.
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Marı́a del Mar Rueda
Department of Statistics and Operations Research, University of Granada, 18071 Granada, Spain,
e-mail: mrueda@ugr.es

Ismael Sánchez-Borrego
Department of Statistics and Operations Research, University of Granada, 18071 Granada, Spain,
e-mail: ismasb@ugr.es
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1 Introduction

Economic indicators can assess economic characteristics of countries and regions
for analysis and prediction purposes. Poverty is one the most relevant indicators of
social wellfare and it has important implications in a person’s subjective well-being
and overall satisfaction. The study of economic indicators such as poverty measures
is becoming increasingly relevant to society and policy makers. Some well-known
poverty measures are the headcount index, the poverty line and the Gini coefficient,
among others. They are usually estimated from survey data, as information at the
population level is typically not available.

If we consider income as a variable of interest, estimating the distribution func-
tion is essential to estimate important poverty measures, especially those based on
quantiles. Estimators of the distribution function have been studied extensively in
the overall probabilistic context ([8, 10]). Nevertheless, collecting accurate infor-
mation on groups that represent only a small fraction of the population can become
challenging, as their members are often stigmatized and typically difficult to reach.
This generally results into a lack of a well-defined sampling frame for drawing a
random sample [6]. Therefore, using standard sampling for surveying such a group
is unfeasible in practice.

Respondent driven sampling (RDS) is a network-based method for sampling
hard-to-reach, stigmatized and/or elusive populations. It was first introduced by [6]
and was developed afterwards by [11] and [13]. Some examples includes injection
drug users, LGBTI communities, HIV at risk persons, commercial sex workers, mi-
grants and homeless.

RDS does not require an ordinary sampling frame and it enables privacy protec-
tion, which has been proven useful for those groups relunctant to be acknowledged
because of social prejudice or stigma. It also reduces the costs compared to classical
sampling, as the very same respondents recruit other participants.

We propose estimators of the distribution function and quantiles and particularly,
estimators of poverty measures. We illustrate the performance of these estimators
with a RDS survey conducted in Riobamba (Ecuador) ([9]) to study the living con-
ditions of Indigenous, Montubios and Afro-Ecuadorian young people.

We propose estimators of the distribution function and quantiles in Section 2. An
application to a RDS real data survey is carried out to illustrate their performance in
Section 3. Finally, Section 4 presents concluding remarks.

2 Estimation of poverty measures

We consider the target population consists of N people (nodes) with labels 1, ...,N.
We assume the target population is connected by a network of mutual relations with
N ×N adjacency matrix Z. This means that zk j = z jk = 1 if k and j are connected
and 0 otherwise. We define the nodal degree of a the person k, δk = ∑ j zk j, as the
number of network ties or alters of node k.
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The RDS selection process starts with a set of initial members of the target pop-
ulation called seeds, that represent the wave 0 of the sample. These respondents
are given recruitment coupons (typically three), so that they recruit the next wave
of participants, among their known contacts within the hidden group, usually with
incentives [6]. When these respondents return their coupons, they recruit the next
wave of participants. This process is repeated until the desired sample size n, is
attained [11].

Let yk be the value of the variable of interest for the respondent k in the sample
s. We propose an estimator of the distribution function Fy(t) as

F̂y(t) =
1
N ∑

k∈s
δ−1

k ∆(t − yk), (1)

where

∆(t − yk) =

{
0 if t < yk
1 if t ≥ yk

(2)

with δk the degree reported by respondent k. This estimator is similar to the Hájek
estimator of the distribution function and the degree plays a similar role in a RDS
setting to the role played by the first-order probability in a probabilistic survey sam-
pling context.

Then, the quantile Qy(α) can be estimated as

Q̂y(α) = in f{t : F̂y(t)≥ α}= F̂−1
y (α) (3)

Once we have estimators of the distribution function and the quantiles, we can
now estimate poverty measures, such as the Gini coefficient, the poverty risk HCI
and the interquantile and interdecile ratios.

The Gini coefficient is a measure of inequality of a distribution. Eurostat [5]
defined the Gini coefficient as the relationship of cumulative shares of the population
arranged according to the level of income, to the cumulative share of the income
received by them. The Gini coefficient [3] is estimated by

Ĝy =
∑k∈s δ−1

k (2F̂y(yk)−1)yk

∑k∈s δ−1
k yk

. (4)

The poverty risk HCI [7] is the proportion of individuals with a disposable in-
come below the at risk-of-poverty threshold, which is set at 60 % of the national
median equivalised disposable income. It is estimated as

ĤCI =
1
N ∑

k∈s
δ−1

k I(yk < 0.6Q̂y(0.5)). (5)

The interquartile and the interdecile ratios are measures of spread of a distribu-
tion. The first one is estimated as
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ÎQR =
Q̂y(0.75)
Q̂y(0.25)

, (6)

and the interdecile ratio is estimated as

ÎDR =
Q̂y(0.90)
Q̂y(0.10)

. (7)

3 Application to a real survey

In this section, the proposed estimators are applied to a RDS survey on ethnic mi-
norities conducted in the Canton of Riobamba, Ecuador [9]. The survey intended to
study the living conditions and socioeconomic issues of young Indigenous, Mon-
tubios and Afro-Ecuadorians. These ethnic groups have been studied in the some
national surveys (CPV, ECV, and ENEMDU), but people in these social groups find
it difficult to self-identify. Moreover, there are evidence of exclusion and under-
representation ([4, 2, 1, 12]) and therefore, this group lacks a reliable sampling
frame. Nevertheless, as the RDS methodology reduces privacy concerns and they
form a well-connected social network, RDS is a convenient method for sampling
this population [6].

A total of 814 people were recruited in six waves and questioned on their social
and economic background and living conditions using a dual system of incentives
to motivate recruitment. The reported income of the household is the variable of
interest and we consider the estimators of the distribution function and quantiles to
compute poverty measures of this group of young ethnic minorities in Ecuador.

Table 1 Estimated poverty measures for the RDS survey on ethnic minorities in Ecuador

Ĝy ĤCI ÎQR ÎDR

0.4241 0.2647 3.0722 12.7551

A Gini coefficient of 0 expresses equality, where all the incomes in a group are
the same. On the other hand, a Gini coefficient of 1 expresses maximal income
inequality. Here we have an intermediate distribution of income among young ethnic
minorities in Ecuador. The value of ĤCI shows that 26.47 % of the participants
receive an income below the at-risk-of-poverty threshold.

The closer the ÎQR value is to 1, the smaller the spread in the central 50% of the
distribution. Here it is 3.072, which represents a gap in incomes larger than three
times in the central part of the distribution. The ÎDR value is 12.7551, showing
important differences along the distribution of incomes.
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4 Discussion

The literature on survey sampling is mainly focused on the estimation of linear pa-
rameters. Nevertheless, estimation of the distribution function is crucial when we
consider income as a variable of interest, or when it comes to studying important
socio-economic indicators such as poverty measures. We have proposed estimators
of poverty measures for RDS data in a non probability survey sampling setting. To
the best of our knowledge, no such an approach has been considered so far. RDS has
been proven useful for sampling hard-to-reach populations, as it can collect infor-
mation on people who are reluctant to self-identify as part of a hidden population,
such as ethnic minorities. We have used the RDS survey on ethnic minorities as an
illustration of the application of the proposed estimators. Future lines of research
should be focused on extending the class of estimators of poverty measures, as well
as studying their practical properties in simulation studies.
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Sampling Networked Data for Semi-Supervised
Learning Algorithms
Campionamento di dati su rete per l’apprendimento
semi-supervisionato

Roberto Benedettia, Simone Di Ziob, Lara Fontanellac, Francesco Pantaloned,
Piersimoni Federicae

Abstract In this paper, focusing on classification for relational data represented
through graphs, we address the problem of sampling on networks and propose a
probabilistic design that produces well-spread samples over the networked data.
We assess the sampling impact on the classification obtained through label prop-
agation, a standard simple semi-supervised learning method. The proposed sam-
pling design’s performance is evaluated on a real-world network representing fol-
lower/friend relationships on Twitter
Abstract In questo articolo, concentrandoci sulla classificazione per dati relazion-
ali rappresentati attraverso grafi, affrontiamo il problema del campionamento su
rete e proponiamo un disegno probabilistico che produca campioni ben distribuiti
sul network. L’impatto del campionamento è valutato rispetto ai risultati della clas-
sificazione ottenuta attraverso la label propagation, un metodo di apprendimento
semi-supervisionato. La performance del disegno di campionamento proposto viene
valutata su una rete che rappresenta le relazioni di follower/friends su Twitter

Key words: Network sampling, Semi-supervised learning, Label propagation

1 Introduction

Network sampling is of interest to researchers from many distinct fields due to the
range of complex datasets that can be represented as graphs. In general, the accu-
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racy of sampling from large networks has been assessed in terms of robustness of
standard topological properties like degree distribution, diameter, centrality mea-
sures, or clustering [Leskovec and Faloutsos, 2006, Wagner et al., 2017, Ruggeri
and De Bacco, 2020]. Focusing on classification tasks, Ahmed et al. [2012] and
Espı̀n-Noboa et al. [2018] show how the accuracy of collective attribute inference
in networks depends on the strategy used to create the initial set of labelled nodes.
In particular, Espı̀n-Noboa et al. [2018] examine how network sampling strategy
and sample size affect the accuracy of classification considering different synthetic
networks where nodes have a binary attribute and a tunable level of homophily, i.e.
different tendency of similar nodes to be linked to each other [McPherson et al.,
2001]. A comprehensive analysis of classes and objectives of network sampling is
presented by Ahmed et al. [2013]. The first taxonomy of sampling methods de-
pends on the sampling units, and the algorithms can be categorised as node, edge,
and topology-based sampling. As for the goals, it is possible to distinguish between
estimation of network parameters (e.g. average degree of nodes), selection of a sub-
graphs whose representativeness is evaluated with respect to a set of topological
properties, and estimation of node/edge attributes. In this paper, we consider the es-
timation of nodes’ attributes and, in particular, we focus on a classification task for
relational data. In the typical classification setting, independent and identically dis-
tributed training instances are assumed, and the goal is to predict independent test
instances drawn from the same distribution. This independence assumption is vio-
lated in relational data, that encode dependencies among data instances. Relational
data are typically represented through graphs, where the nodes are instances, and the
edges between them imply dependence. This graph representation facilitates infer-
ences on the pre-defined categories by exploiting the relationships in the network. In
this context, researches have primarily focused on developing algorithms to sample
small(er) sub-graphs, which are used to learn models, evaluate and compare algo-
rithms’ performance, and study complex network processes. A variety of techniques
have been introduced for collectively classifying the nodes in a network [see Li and
Pi, 2020, and references therein]. The usual approach is to use a set of previously
labelled instances to learn a model, which can be used to classify new instances.
This supervised learning process requires an extensive collection of labelled exam-
ples which are often expensive and difficult to obtain. The semi-supervised approach
[see van Engelen and Hoos, 2020, for a comprehensive review], learning from both
labelled and unlabelled instances, addresses the classification problem reducing the
effort required to label training data. Semi-supervised learning methods are effec-
tive for classification in sparsely labelled networks, but, given that the classes of
unlabelled nodes are inferred from a small number of seed nodes, it is relevant to
assess the impact of seeds’ choice on inference error.
In this paper, we address the problem of node sampling and propose a probabilis-
tic design that produces samples that are well-spread over the networked data. We
assess the sampling impact on the classification obtained through label propagation
[Zhu and Ghahramani, 2002, Zhu et al., 2003], a standard simple semi-supervised
learning method, which tries to set the label probabilities of nodes so that connected
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nodes have similar probabilities. In the application, we consider a network of Twitter
users connected by follower/friend relationships.

2 A well-spread sampling design for networked data

In this work, we propose a sampling strategy aiming to obtain well-spread samples
over the graph structure, such that the number of selected nodes is close to what is
expected on average in every part of the network. These types of sampling designs
avoid the selection of neighbouring instances. Different spatially balanced sampling
designs have proposed for spatial and geo-referenced data, and an exhaustive review
can be found in Benedetti et al. [2017a,b].
Using a balanced sample on the graph, our goal is to partition the nodes into nodes
to be labelled (seeds) and nodes to be predicted only considering network informa-
tion. Let the network be represented by a simple undirected graph G= (V,E), where
V denotes the set of N nodes and E is the set of edges. The relational structure is
summarised by the N ×N adjacency matrix A. For unweighted graph, Ai j = 1 if the
node i connects to the node j, and Ai j = 0 otherwise. The adjacency matrix can be
exploited to derive a distance matrix D over the graph, which is the base for our
sampling procedure and is considered a sufficient synthesis of the relational infor-
mation. The distance between any two nodes can be defined as the shortest path’s
length, and this geodesic distance can be obtained computing powers of the adja-
cency matrix. The problem to select well-spread samples is to define a design with a
selection probability of each sample s proportional to some synthetic index M(Ds)
of the within sample distance matrix Ds. In this paper we use the product of the
within sample distances (PWD), M0(Ds) = ∏i∈s ∏ j∈s di j, where di j is the distance
between nodes i and j belonging to the sample s. We adapted the PWD iterative al-
gorithm [Benedetti and Piersimoni, 2017], to the network sampling context, where
the elements of s are nodes of the network. The PWD algorithm starts at iteration
t = 0, with an initial sample s(0), obtained through node random sampling with con-
stant inclusion probabilities and fixed size n. In a generic iteration t the elements of
s(t) are updated according to the following steps:

1. select at random one node (Vi) included in the sample in the previous iteration,
and another node (Vj) not included, and denote with s(t)e the sample where the
nodes Vi and Vj exchange their status;

2. randomly decide whether or not to update the sample s(t+1) = s(t)e with probabil-
ity:

p = min

⎡

⎣1,

(
M0(Ds(t)e

)

M0(Ds(t) )

)β
⎤

⎦

otherwise retain the previous configuration s(t+1) = s(t);
3. repeat steps (1) and (2) q×N times, where q is the maximum number of iterations

each consisting of N attempts.
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The acceptance rate within the N attempts in any of the q iterations is a natural
candidate as a stopping criterion. In particular we stop the algorithm when within
an iteration no attempt was accepted. A detailed discussion of the properties of this
sampling scheme in a spatial context is provided in Benedetti and Piersimoni [2017].

3 Sampling design performance

The PWD sampling design’s performance was assessed considering a network rep-
resenting the follower/friend relationships between N = 902 Twitter’s users, manu-
ally labelled according to their pro-Brexit or anti-Brexit stance. The labelling pro-
cedure was based on users’ account profile and the textual content of the tweets
containing the term “Brexit” that they posted between 1 January 2019 and 1 Febru-
ary 2020. A detailed description of the data collection can be found in del Gobbo
et al. [2020]. The whole network is represented in Figure 1.

Fig. 1 Brexit stance network:
blue nodes represent pro-
Brexit users, yellow nodes
represent anti-Brexit ones.
Node size represents user’
degree

We considered three different values for the PWD algorithm’s tuning parameter,
namely β = {1,5,10}, indicated as a suffix after the design’s acronym in Table 1.
Furthermore, we standardized the distance matrix to unit row and column products.
As pointed out in Benedetti and Piersimoni [2017], this expedient allows to obtain
a set of probabilities of inclusion πi, i = 1, . . . ,N, approximately constant and equal
to n/N. Finally, the sample size was fixed to n = {10,20,30,40,50}. We assess
the sampling impact on the classification obtained through label propagation. To
evaluate how well the not-sampled nodes’ labels are recovered, we use the accuracy
index derived from the two-class confusion matrix. We used simple random node
sampling (RNS) as a benchmark for comparison. Besides, as possible alternatives
to the suggested design, we considered the spatially correlated Poisson sampling
(SCPS) [Grafström, 2012] and the local pivotal method (LPM2) [Grafström et al.,
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2012]. To be comparable with the suggested design, for all these alternative designs,
we set πi = n/N for all the nodes in the networks. For each design, we run 10000
replications and the mean of the accuracy measures across the replications, along
with their variance, are provided in Table 1. As it can be noted, the PWD sampling
design provides samples which yield to a higher classification accuracy, and the gain
is larger for smaller sample sizes. It is worth noting how the accuracy increases with
the increase of the tuning parameter β which controls the spreading of the sample
on the network.

n=10 n=20 n=30 n=40 n=50
Mean Var Mean Var Mean Var Mean Var Mean Var

RNS 0.65 0.03 0.76 0.03 0.84 0.02 0.90 0.01 0.94 0.01
LPM2 0.67 0.02 0.78 0.03 0.86 0.02 0.92 0.01 0.96 0.00
SCPS 0.68 0.02 0.78 0.02 0.87 0.02 0.93 0.01 0.96 0.00
PWD1 0.68 0.03 0.79 0.03 0.89 0.02 0.94 0.01 0.97 0.00
PWD5 0.81 0.03 0.94 0.01 0.96 0.00 0.97 0.00 0.98 0.00
PWD10 0.84 0.02 0.93 0.01 0.96 0.00 0.97 0.00 0.98 0.00

Table 1 Means and corresponding variances of the accuracy index for the different sampling de-
signs and different sample sizes.

4 Conclusion

In this work, we present a probabilistic sampling procedure for networked data that,
based on the within-sample distance, helps spread the sampled nodes on the graph.
Moreover, the choice of the tuning parameter β allows to adjusts the design for
the amount of spread required. The well-spread samples enable us to achieve more
accurate classification results in a semi-supervised learning framework.
The proposed sampling procedure can be exploited to select the training set for
a supervised task where node features are taken into account, in addition to the
relational information enclosed in the graph. In this setting, the sampling design’s
probabilistic inherent nature can also be proved useful in splitting a sub-graph into
training set and validation set, for cross-validation purposes. Finally, scalability of
the sampling procedure to large networks can be achieved by using the algorithm
proposed by Piersimoni and Benedetti [2017] which allows a fast selection of well-
spread samples.
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A sequential adaptive sampling scheme for rare
populations with a network structure
Uno schema di campionamento adattivo sequenziale per
popolazioni rare con una struttura di rete

Emilia Rocco

Abstract The design of an efficient sample for surveying rare-trait populations still
continues to be a challenging task. This contribution discusses a sampling strategy,
which, integrating an adaptive component into a sequential selection, aims to inten-
sify the detection of positive cases both by exploiting the links among population
units and by spreading the sample over the whole population. Obviously, if a sep-
arate frame for a rare population exists the sample may be selected using standard
methods as well as if adequate auxiliary information are available. The suggested
approach refers to situations in which neither of these two conditions happen. Many
factors related to the structure more or less clustered of the population and to the
characteristics of the sampling design may be decisive in such a situation.
Abstract La definizione di un disegno di campionamento efficiente per lo studio
di popolazioni con tratti rari continua a essere un compito impegnativo. In questo
contributo viene discusso un disegno di campionamento che, integrando una compo-
nente adattativa in uno schema sequenziale, mira ad intensificare l’individuazione
di casi positivi sia sfruttando i legami tra le unità della popolazione sia distribuendo
il campione sull’intera popolazione. Ovviamente, se sono disponibili una lista sepa-
rata delle unità rare, o adeguate informazioni ausiliarie si può utilizzare un disegno
tradizionale. L’approccio suggerito riguarda casi in cui nessuna di queste due con-
dizioni si verifica. In essi, molti fattori legati alla struttura più o meno raggruppata
della popolazione e a scelte relative al disegno campionario sono rilevanti.

Key words: adaptive web sampling, graph setting, link tracing, Markov chain
Monte Carlo methods, natural groups, sequential selection
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1 Introduction

Often, rare populations, such as endangered species, drug users and individuals in-
fected by rare genetic or contagious diseases, tend to be highly clumped with clumps
widely separated. For surveying these populations, when neither separate frames of
adequate coverage exist, nor information correlated to the rare trait are available in
advance, adaptive link-tracing designs provide the only practical way to obtain a
large enough sample. The basic idea behind these designs is to start with an initial
sample of units and then to follow links among units for adding more members of
the rare population to the sample. The decision whether to follow a link from a spe-
cific units may depend on the value of the variable of interest or on values of any
other variable observed during the survey. In some of these designs , the link-tracing
procedure goes on as long as relevant values of the variable of interest continue to
be found, i.e. as long as the encountered clusters or natural aggregations of units are
completely sampled. This happens in ordinary adaptive cluster sampling (Thomp-
son 1990), in some types of network sampling (Birnbaum and Sirken 1965) and in
some snowball designs (Frank and Snijders 1994), just to name a few examples. It is
evident that in these cases the final sample size is unknown and can be quite variable
depending on the patchiness of the population. This is a limit for the practical use of
these sampling designs, above all in case of social phenomena with population units
connected in networks of huge size. Our interest is in an adaptive sampling design
with the following features:

1. the final sample size is fixed in advance;
2. the initial sample is a probabilistic one;
3. the selection procedure cares for intensifying both the detection of positive cases

and the spread of the sample over the whole population;
4. the selection procedure may exploit auxiliary information, when available, but it

is usable in spite of them.

We consider an extension of the adaptive web sampling introduced in Thompson
(2006). In adaptive web sampling firstly, an initial sample is selected by means
of a conventional sampling design and then the remaining units - until the desired
sample size is reached - are sequentially selected in order to concentrate most of
the remaining sampling effort in the areas that appear to be of the greatest interest
based on previously observed survey values. Rocco (2016) has examined the use
of adaptive web sampling for surveying finite populations that are distributed over
space, showing the advantages of selecting the initial sample through a spatially
balanced sampling, i.e. through a design that produces an initial well spread sample.
When a population has not a spatial distribution but auxiliary variables are available,
we can use a similar approach for selecting an initial sample that is well spread
in the auxiliary space, i.e. a sample that is balanced, or approximately balanced,
on the auxiliary variables. On the other hand, when we have only a list of labels
for selecting a sample, we can only try to use the information observed during the
survey for both to concentrate a large portion of the sampling effort in the areas that
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appear to be of the greatest interest and to spread the other sampling units as much
as possible over the whole population.

2 Sampling scheme and estimation

Let us consider a population U of N units labelled i = 1, ....,N and a study variable
y associated to each unit. The variable y may be a dichotomous one with yi = 1
if unit i is a case (a member of the rare population) and yi = 0 otherwise, or may
be a quantitative variable that designates a characteristic/trait of the rare units. In
addition, we assume that the value wi j of an indicator variable is associated to each
pair of units i and j with wi j = 1 if there is a link from unit i to unit j, and wi j = 0
otherwise. The link variable, like the study variable y, is observed only through the
sample.
In order to select a sample of fixed size n that is as spread as possible among the
whole population and at the same time includes as many as possible relevant units,
we suggest the following sequential scheme in K ≤ n steps. In the first step, an
initial sample s0, of n0 ≤ n units is selected by simple random sampling. More
generally, the initial sample may be selected with any conventional sampling design,
but designs different from the simple random one assume some knowledge of the
population distribution. For each unit in s0 the value yi and all the link values out
from i are observed. If the unit i is a case, i.e. yi = 1 or, more in general, yi satisfies a
condition of interest specified in advance, then the unit i together with any associated
variable of interest is enclosed in a subset of the sample so far selected. This subset
is called active set. In particular, all the links out from i are considered variables of
interest associated to unit i and enclosed in the active set. If the unit i is not a case,
the positive link values out from i going to other units not already in the sample are
used to partition the set of the total units not already in the sample in two subsets:
all the units having a positive link with at least one selected negative case (yi = 0)
and, all the other units. Both the active set and the partition in two subsets of units
not already in the sample are then updated after each of the subsequent selection
steps. At each step after the initial sample, the selection is made unit by unit. At the
kth (k = 1, ...,n− n0) step, one unit, i.e. a sample sk of size 1, is selected from a
mixture distribution, so that with high probability p, one of the links in the current
active set is selected at random and followed to bring a new unit into the sample,
and with low probability (1− p), a new unit is randomly selected from one of the
two partitions of units not already in the sample. It is selected from the set of units
not linked to the selected negative case with probability (1− p)q, with q close to
1, and from the other set with probability (1− p)(1−q). Therefore, the probability
that unit i is selected in the kth step is defined as:

qki = p
wαki

wαk+

+(1− p)
(

q
1

N −nsck −Nl
− (1−q)

1
Nl

)
(1)
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where sck =
⋃k−1

i=0 si and αk (αk ⊂ sck) denote the current sample and the current
active set at step k, Nl is the number of not sampled units that have at least a link with
the negative cases in the current sample, nsck is the number of units in the current
sample, wαk+ = ∑i∈αk, j∈s̄ck wi j is the total number of links out, from the active set to
units not in the current sample and wαki = ∑ j∈αk wi j is the number of the links out,
from the active set to unit i.
Moreover, at each step, if there are no links out from the current active set to any
unsampled unit, the next unit is randomly selected from the collection of unsampled
units. In these cases, then:

qki =

(
q

1
N −nsck −Nl

− (1−q)
1
Nl

)
(2)

If there are no links from the current active set and no unsampled units that have at
least a link with the negative cases in the current sample, then:

qki =
1

N −nsck

(3)

If there are links from the current active set but there are no unsampled units that
have at least a link with the negative cases in the current sample, then:

qki = p
wαki

wαk+

+(1− p)
1

N −nsck

(4)

The sampling continues step by step until the desired sample size n is reached and
the ordered sample s = {s0,s1, ...,sn−n0} of fixed size n is obtained.
The probabilities p and q may themselves depend on the current sample, active set
or partition of the units not earlier selected.

2.1 Estimation

For adaptive web sampling Thompson (2006) suggests more possible estimators of
the population mean that can be used also in our case. Among these, the simplest and
most accurate one is obtained by finding, via the Rao-Blackwell approach, the con-
ditional expectation of sample mean of the initial sample, ȳ0(s), given the reduced
set of data dr = {(i,yi,wi+,wi j), i ∈ s, j ∈ s}. Its expression is:

µ̂ = ∑
s:r(s)=s

ȳ0(s)p(s|dr) (5)

For the expression of its variance we refer to Thompson (2006) and Rocco (2016).
Computation of the estimator µ̂ and of its variance estimator requires the enumer-
ation of all the reorderings of the sample units. For each reordering the probability
of that reordering needs to be computed along with the value of the mean estimator
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and of its variance estimator. Enumerative calculus is prohibitive even for relatively
small values of n. The Markov chain resampling procedure based on the Markov
chain accept/reject procedure of Hasting (1970), suggested in Thompson (2006) for
making inference computationally feasible, can be extended to our case. Therefore,
by denoting with nr the number of selected resampled permutations and with ȳ0 j the
sample mean of the initial sample for the permutation j, the resampling estimator
used to replace µ̂ is:

µ̃ =
1
nr

nr−1

∑
j=0

ȳ0 j (6)

3 A simulation study and final consideration

In this section the properties of the suggested approach were investigated through
sampling simulations carried out from four simulated populations. Figure 1 shows
the network structure of these populations for which the parameter of interest is the
proportion of units with a rare trait (black nodes in the figure). In all populations,
of 200 units, the relevant units tend to be aggregated: they are included in a single
network in the populations A and D and in two networks in the populations B and
C; have an average of links between them equal to 5 in the populations A, C and D
and to 3.6 in the population B; each of them is linked only to 1 or 2 non-relevant
units in the populations A, C and D and to zero non-relevant units in the population
B. Moreover, for each population a general natural clustering structure is assumed
even for the non-relevant units. For each population a Monte Carlo experiment has

Pop A Pop B

Pop C Pop D

Fig. 1 Four different simulated population having a clustering structure and a rare trait. The black
nodes represent the units with the rare trait.
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been carried on. The number of simulation runs for each experiment is fixed at 500
and the number of Markov chain resamplings used in the estimation procedure is
set to 10,000. The condition that activates the adaptive selection is yi = 1, the size of
initial sample is n0 = 15 and the final sample size is n = 20. The design used for the
initial sample s0 is the simple random one and the value of the mixing probabilities
p and q are chosen as follows: q is constant equal to 0.9; while p varies depending
on the current sample: if the number of relevant units in it is less or equal to a fixed
threshold (15% of n) it is equal to 0.9 otherwise it is equal to 0.01. This because a
high value of p increases the probability of observing more relevant units, but when
these are rare in the the population, the inclusion in the sample of a too large num-
ber of them can produce very large estimation with certain samples having small
conditional selection probabilities.

Table 1 Reative efficiency of µ̃

Populations A B C D
e f f (µ̃) 0.87 0.95 0.87 0.96

Table 1 shows for each experiment the efficiency of µ̃ relative to that of the mean of
a simple random sample of equal size. The basic idea behind the suggested approach
is that units close to observed negative cases are less likely to be positive cases as
well as those close to positive cases are more likely to be positive too. For all the
considered populations, that simulate such a situation, the suggested approach pro-
duces a moderate gain in efficiency respect to the simple random sampling. Many
factors affect the effectiveness of the proposed strategy. Some are characteristics of
the population like the portion of positive cases, the number of units to which each
unit is linked (while in the case of units in space and spatial proximity relationship
the number of contiguous units is limited, for other types of relationships, such as
social, the number of links can be very high) and how many of those linked to a
positive case are in turn positive. Other factors depend on the sampling design like
the final sample size, the size and the type of initial sample and its consequent abil-
ity to capture positive cases in order to activate the subsequent adaptive selection.
Prospective research endeavors will consider an in depth investigation of all them.

References

1. Birnbaum, Z.W., Sirken M.G.: Design of sample surveys to estimate the prevalence of rare
Diseases: Three unbiased estimates. Vital and Health Statistics, Series 2, Vol. 6, Washington
DC: Government Printing Office (1965)

2. Frank, O., Snijders, T.: Estimating the size of hidden populations using snowball sampling. J
Off Stat 10, 53–67 (1994)

3. Hastings, W.K.: Monte-Carlo sampling methods using MarKov chains and their applications.
Biometrika. 57, 97-109 (1970)

4. Rocco, E.: Spatially-balanced adaptive web sampling. Environ Ecol Stat 23, 219–231 (2016)
5. Thompson, S.K.: Adaptive cluster sampling. J Am Stat Assoc 85, 1050–1059 (1990)
6. Thompson, S.K.: Adaptive web sampling. Biometrics. 62, 1224–1234 (2006)

434

http://M.G.:
http://W.K.:
http://S.K.:
http://S.K.:


435

3.14 New perspectives on 
multidimensional child poverty



Estimating uncertainty for child poverty
indicators: The Case of Mediterranean
Countries
La stima dell’incertezza negli indicatori di povertà
infantile: il caso dei paesi Mediterranei

Benedetti Ilaria, Crescenzi Federico, De Santis Riccardo

Abstract Over the last few years, there has been increased interest in compiling
poverty indicators for children, as well as in providing uncertainty measures asso-
ciated with point estimates. In this paper, we provide child point and bootstrapped
relative standard error estimates for the At-risk-of-poverty Rate and Gini coefficient
for Mediterranean countries. Using the 2018 EU-SILC survey, our results show that
for these categories, poverty tends to be higher when compared to the national esti-
mates for most of the analysed countries.
Abstract Negli ultimi anni, c’è stato un crescente interesse nella compilazione di
indicatori di povertà infantile e giovanile, nonché nel fornire misure di incertezza
associate a stime puntuali. In questo lavoro, forniamo stime puntuali e degli er-
rori standard del tasso di rischio di povertà e indicatore di disuguaglianza di Gini
infantile per i paesi mediterranei. A questo scopo, abbiamo adottato il metodo di
replicazione Bootstrap grazie alle sue proprietà convenienti. Utilizzando l’indagine
EU-SILC 2018, i nostri risultati rivelano che le stime puntuali e gli errori standard
per la povertà infantile sono più elevati rispetto alle stime nazionali per la maggior
parte dei paesi analizzati.
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1 Introduction

In the context of poverty and social exclusion indicators, measuring child poverty
is a key topic in social science research, due to its importance for national gov-
ernments and international organizations. The first of the Sustainable Development
Goals (SDGs) has brought out the need to ensure successful outcomes for today’s
children by building the foundations of our societies’ future well-being [2]. The
persistence of child poverty at rather high levels compared to national poverty rates
explains why reducing child poverty is now high on the social policy agenda of
many OECD countries [3].

Despite the fact that several initiatives have been carried out for measuring and
monitoring children’s poverty over time and European countries, to the authors’
knowledge the issues of uncertainty measurements have not yet been fully explored.
Given the key role played by poverty indicators in designing and monitoring social
progress in the EU, it is essential that the indicators used for measuring poverty are
of sufficient high quality, especially in terms of their accuracy and reliability.

During the last years, several statistical authorities and organisations have started
investing in identifying ways to measure and communicate data uncertainty. From
a methodological point of view the formulae for calculating standard errors also
depend on the statistics to be computed and the sampling design included in the
survey adopted by each country [5]. A first contribution of this paper provide up-
dated figures regarding child poverty of the population in the Mediterranean coun-
tries. Among the income-poverty measures, we selected the at-risk-of-poverty rate
(AROP) while among the income-inequality indicators, we selected the Gini co-
efficient. In order to provide standard error estimations we provide an empirical
application using the Bootstrap replication method.

The rest of this paper is organized as follows: Section 2 focuses on the child
economic and inequality situation in the Mediterranean countries, in addition it ad-
dresses the issue of measuring uncertainty for poverty indicators. Section 3 dis-
cussed the Bootstrap approach for variance estimation, while Section 4 illustrates
the main characteristics of the EU-SILC data and the main results obtained for the
Mediterranean countries. Section 5 reports conclusions and suggestions for further
research.

2 Child poverty in Mediterranean countries and the issue of
uncertainty measurement

Around 23.4% of European children live in income poverty, 8.5% live in severe ma-
terial deprivation and 9.3% in workless households. Child poverty is a problem for
all Member States though prevalence and intensity is highest in some of the Central
Eastern European, Baltic and Mediterranean states. Moreover, children and young
people were some of the main victims of the 2008 financial crisis. In particular,
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some Mediterranean countries such as Italy and Greece suffered from the economic
crisis more than other European countries [1].

In the Mediterranean countries, in 2015 more than a third of children were at risk
of poverty or social exclusion. The highest rate was observed in Greece (37.8%),
Spain (34.4%) and Italy (33.5%). Moreover, in approximately half the EU mem-
ber states, the at-risk-of-poverty or social exclusion rate grew from 2010 to 2015,
with the highest increases recorded in Greece (from 28.7% in 2010 to 37.8% in
2015), Cyprus (+7.1 percent points) and Italy (+4.0 percent points). The persistence
of child poverty at rather high levels compared to national poverty rates and its re-
bound with the economic crisis explains why reducing child poverty is now high on
the social policy agenda of many OECD countries [3]. Several factors could affect
child poverty and inequality [13]. Since children’s circumstances almost always de-
pend on their parents’ and family backgrounds, a lack of education can be a major
risk factor for child poverty or social exclusion. Lower educational levels can often
mean that parents have less disposable income from wages or salaries. Moreover,
children’s likelihood of being AROP is also determined by their parents’ country of
birth. Household composition is a further factor influencing the probability to be at
risk of poverty or social exclusion. The study of children’s well-being is character-
ized by a plurality of approaches and measures [1], [6]. Although a wide stream of
literature addressed the multidimensional aspect of child poverty, relative monetary
measures of poverty are crucial for evaluating children’s well-being over time and
represent the main indicator to measure child poverty.

This paper contributes to this stream of literature by providing a detailed picture
of the current economic and inequality situation in the Mediterranean countries. We
used data collected on a regular basis through the EU-SILC survey. To this aim, we
focus on the EU-SILC Laeken indicators which comprise both income-poverty and
income-inequality measures. In this paper we selected one income-poverty mea-
sures, the AROP, which belong to the class of the Foster-Greer-Thorbecke (FGT)
measures, and one income-inequality measures: the Gini coefficient. AROP is com-
puted by Eurostat as the share of people with an equivalised disposable income
below the at-risk-of-poverty threshold (ARPT), which is set at 60% of the national
median equivalised disposable income after social transfers. While, the Gini coef-
ficient measures the extent (0 to 100) to which the distribution of income deviates
from a perfectly equal distribution. Given the key role played by poverty indicators
in designing and monitoring social progress in the EU, it is paramount to produce
and communicate to the public measures of the associated inherent and unavoidable
uncertainty of point estimates. Indeed, measuring uncertainty around point estimates
is a complex and challenging task, which may involve the use of sophisticated sta-
tistical methods as well as the adoption of econometric techniques and subjective
judgement [4]. Regarding the issue of uncertainty measurement, numerous variance
estimation approaches have been developed for measuring uncertainty of poverty
indicators, such as linearization and re-sampling methods. Focusing on re-sampling
methods, bootstrap tests based on the FGT poverty measure perform very well as
soon as sample sizes are large enough for there to be more than around 10 observa-
tions below the poverty line [8].
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3 Bootstrap replication method for estimating uncertainty
uncertainty

To obtain a variance estimate for the nonlinear statistics considered in this paper
we followed an approach based on the bootstrap. In particular, we make use of the
so-called naive bootstrap approach to estimate confidence intervals as implemented
in [9]. Let X = (X1; ...;Xn)

′
denote a survey sample of n observations. The algorithm

is implemented as follows:

1. Draw R independent samples X∗
1 , ...,X

∗
R from X , where each one contains n ob-

servations drawn with replacement;
2. Compute the bootstrap replicate estimates λ̂ ∗

r = λ̂ (X∗
r ) for each X∗

r r = 1, ...,R
where λ̂ denotes an estimator of the poverty indicator of interest.

3. Estimate the variance V
(

λ̂
)

by using the variance of the R bootstrap replicate

estimates: V̂
(

λ̂
)
= (R−1)−1 ∑R

r=1(λ̂ (Xr)−R−1 ∑R
j=1 λ̂ (X j))2

4. The confidence interval at confidence level (1−α) is then calculated as:
[
2λ̂ − λ̂ ∗

((R+1)(1− α
2 ))

,2λ̂ − λ̂ ∗

((R+1)( α
2 ))

]

where λ̂ ∗
(1) ≤ λ̂ ∗

(2) ≤ ...≤ λ̂ ∗
(R). In the case of sampling designs that involve different

strata, the observations are re-sampled independently within each stratum.

4 Data and results

We use cross-sectional data from the EU-SILC survey collecting timely and compa-
rable cross-sectional and longitudinal microdata on income, poverty, social exclu-
sion and living conditions.

In this paper, we have selected the following Mediterranean countries: Italy
(IT),France (FR), Malta (MT), Spain (ES), Portugal (PT), Cyprus (CY), Greece
(EL), Croatia (HR) according to their sampling design by using cross-sectional data
for years 2018, corresponding to the income year 2017. Point estimates and relative
standard error estimates are reported in Table 1.

It is evident that the most significant discrepancies existing between the group of
children (0-15) and youngsters (16-24) are to be found in Greece and Cyprus. On
the contrary, very little differences exist in these two strata for Italy and Portugal. On
average, we are able to obtain satisfactory estimates of variability for each country -
either for the Gini index and at-risk-of-poverty - suggesting a good level of accuracy
for the point estimates.

Focusing on (relative) standard error estimates at the national level, it is essential
to note that our results show a satisfactory level of reliability, since the estimated
relative standard errors are lower than 5%, as emphasized in [12]. Indeed, even
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if precision thresholds are generally survey specific and depend on the required
reliability and resource-related political decision, specifying the degree of precision
is an important step when planning a sample survey.

Table 1 Arop and Gini estimates for mediterranean countries
Gini Arop

Country stratum Est. RSE Est. RSE

PT
child 32.230 2.29% 18.189 5.94%
young 33.717 2.52% 18.174 4.34%

national 33.577 1.23% 17.506 2.72%

MT
child 25.646 2.69% 10.419 11.46%
young 27.982 3.82% 11.159 10.95%

national 27.468 1.16% 11.807 3.76%

IT
child 33.511 1.63% 24.064 2.95%
young 35.086 1.95% 24.299 2.98%

national 33.336 0.97% 19.906 1.63%

FR
child 28.585 6.12% 18.107 6.35%
young 27.105 3.24% 16.472 5.57%

national 28.706 3.02% 13.091 3.23%

HR
child 31.305 3.08% 20.923 7.70%
young 29.476 2.19% 22.267 6.71%

national 30.800 1.36% 21.894 3.03%

ES
child 32.647 2.13% 22.377 4.85%
young 34.048 1.77% 24.833 3.71%

national 32.843 1.22% 20.576 3.22%

EL
child 32.749 3.67% 20.546 4.12%
young 32.900 1.96% 25.579 2.54%

national 31.249 1.62% 16.897 2.44%

CY
child 31.089 4.23% 20.866 19.75%
young 28.317 4.29% 16.635 10.34%

national 30.052 1.90% 17.683 5.58%

5 Conclusion

In this paper we computed measures of uncertainty in children’s AROP and Gini
indicators based on Mediterranean European countries. Information about the sam-
pling variability of point estimates is essential when comparing poverty rates in
different geographical areas or socio-economic groups. The bootstrap method is
implemented in order to obtain relative standard error estimates for the AROP and
Gini indicators. The computation of standard errors for the main official poverty
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measures is a complex task due to the characteristics of these indicators, which are
often expressed as non-linear statistics.

The bootstrap turned out to be an easy and effective approach to compare coun-
tries that adopt different sampling designs. In fact, there are not particular con-
straints on the design such as a minimum number of units inside PSUs. The re-
sults emerged from this study suggest the existence of relevant differences among
mediterranean countries in terms of child AROP and Gini indicators. However, there
exist significant differences in the percentage of at-risk-of-poverty children and
youngsters when compared to the national values. An integrated and child rights-
based approach should be a priority for the EU approach on child poverty. Thus, it
is necessary to monitor the effectiveness of the already implemented policies and
possibly to propose ad-hoc policies to combat and eradicate poverty and exclusion
halving education.
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A comparison of student mobility flows in
Eramus and Erasmus+ among countries
Un’analisi comparativa dei flussi di mobilità studentesca
tra nazioni nei programmi Erasmus

Kristijan Breznik, Giancarlo Ragozini and Marialuisa Restaino

Abstract The internationalization of higher education has become a priority for
the university system. It is crucial for institutions to analyse student mobility flows
across countries to identify factors pulling and pushing students in a foreign country.
In line with related works, the present contribution aims at comparing the charac-
teristics of the student mobility trajectories involved in both Erasmus and Erasmus+
programmes by means of a network analysis approach. Starting from the European
Union Open Data Portal, information are extracted and used to define network data
structures for the two periods. The role and position covered by each country over
time is explored by defining centrality scores and by assessing the sensibility of
results in presence of data normalization procedures.
Abstract L’internazionalizzazione è diventata un obiettivo strategico da perseguire
per il sistema universitario. È quindi fondamentale analizzare i flussi di mobilità
studentesca tra i paesi, identificando i fattori che spingono gli studenti ad andare
in un’università straniera per completare il proprio percorso di studi. Il presente
contributo ha come obiettivo lo studio delle caratteristiche delle traiettorie di mo-
bilità studentesca nell’ambito dei programmi Erasmus e Erasmus+ a partire da
un approccio di analisi di rete. Le informazioni estratte dal Portale Open Data
dell’Unione Europea hanno consentito di definire delle strutture di dati di rete per
entrambi i periodi. Il ruolo svolto da ciascun paese nel tempo nella rete è analiz-
zato attraverso misure di centralità e valutando la sensibilità dei risultati rispetto a
procedure di normalizzazione dei dati di rete.
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2 Kristijan Breznik, Giancarlo Ragozini and Marialuisa Restaino

1 Introduction
Higher education institutions are progressively drawing attention to the internation-
alization during the last decades, in order to increase international collaborations
and cooperation, and to enhance the quality of their research and teaching activi-
ties. In particular, they are encouraging students and/or academic staff to participate
in international mobility exchanges. Thus, it becomes essential to study mobility
flows across different European and non-European countries, and identify the fac-
tors pulling and pushing students and academic staff in a foreign country thanks to
which it will be possible to implement policies devoted to increasing of the degree
of internalization.

In line with related papers [1, 2, 6, 7], the present contribution focuses on the
student mobility for studies and aims at analyzing the characteristics of the student
mobility trajectories involved in both Erasmus and Erasmus+ programmes by a net-
work analysis approach. Starting from this theoretical and analytical perspective, the
main purpose is to discover the role played by each country by computing central-
ity measures [8], revealing the presence of hubs (i.e. good exporting countries) and
authorities (i.e. good importing countries) [4, 9, 10] during the two programmes.

Thanks to the European Union Open Data Portal (EU ODP), a statistical overview
of Erasmus and Erasmus+ student mobility for studies from 2007–08 to 2013–14
and from 2014–15 to 2018–19 is obtained.1 Temporal network data structures, i.e.
weighted and directed one-mode network data structures, are defined. In these net-
works, actors are countries (vertices) and relation is defined as student mobility
exchange between them (represented by links/arcs) with weights proportional to the
number of students involved in the exchange’s flow between countries. In addition,
as the countries are very different in size (and then, in in-degree and out-degree
scores), the arcs’ weights are normalized by considering the procedure described
in [11]. The main descriptive findings show the presence of some relevant changes
between the two periods, exploiting the role played by each country.

The remaining of the contribution is organized as follows. Section 2 reports the
network data definition and the methodological approaches for exploring student
mobility data in the two Erasmus programmes. In Section 3, the main descriptive
results are shown along with suggestions for future lines of research.

2 Erasmus student network data definition
The data used in this study are gathered from the European Union Open Data Por-
tal. Network data structures are applied in order to describe changes in the interna-
tional student flows among countries in Erasmus and Erasmus+ programmes. For
Erasmus+ only Key Action 1 (KA1), and in particular the line KA103, is consid-
ered. Then, although mobilities in Erasmus+ programme were under KA1, the idea
of student mobility and positive experiences is transferred from the Erasmus pro-
gramme. Table 1 shows the trend of student mobility for studies (SMS) and for
placement (SMP) in both programmes. It is particularly evident the increasing trend

1 For details see https://data.europa.eu/euodp/en/data/publisher/eac.
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for both SMS and SMP. In 2018-2019 the exchange flow is related to the period
October – December 2018.

Table 1 Distribution of students mobility in Erasmus and ErasmusPlus programmes.

Total number # of exchanges Total number # of exchanges
Year of exchanges SMS SMP Year of exchanges SMS SMP

Erasmus Programme Erasmus+ Programme

2007–2008 182,697 162,694 20,003 2014–2015 269,025 199,551 69,474
2008–2009 198,523 168,193 30,330 2015–2016 287,902 210,021 77,881
2009–2010 213,266 177,705 35,561 2016–2017 297,239 212,837 84,402
2010–2011 231,408 190,495 40,913 2017–2018 310,269 219,295 90,974
2011–2012 252,827 204,744 48,083 2018–20191 186,219 155,937 30,282
2012–2013 268,143 212,522 55,621
2013–2014 272,497 212,208 60,289

1 Only first 3 months in 2018 – 2019.

2.1 Network definition and data treatment
In order to analyze and compare the global structure of the international relation-
ships established through the student mobility flow over the two periods, we model
such a mobility through a proper network structure, and we use the network method-
ological perspective as instrument for capturing the patterns of students’ mobility.

The network established by the Erasmus programme at a time t is a directed
weighted one-mode network that can be described as a graph Gt , where countries
are vertices (Vt ), and (directed) edges (Et ) are given by the presence of students
moving by one country towards another in year t. The number of students involved
in this exchange represents the weight (Wt ) of each edge. For the sake of simplic-
ity, we assume that the set of countries is constant along the considered period, i.e.,
Vt ≡ Vt ′ ≡ V ∀t ̸= t ′. There are 31 countries that are part of this study. We re-
moved countries that were not participating the Erasmus programme in at least one
of both periods (Switzerland has been suspended as a participant in the Erasmus
programme and North Macedonia joined later; therefore it was impossible to com-
pare the participation of any of them in both periods). Thus, the weighted directed
graphs are {Gt(V ,Et ,Wt)}(t=1,...,T ), where V = (v1,v2, . . . ,vg) is the set of g coun-
tries, Et ⊆ V ×V is the set of edges at time t, Wt is the set of weights at time t,
w : Et → ℜ, and w [(vi,v j)t ] = wi jt is the number of students moving from a coun-
try vi towards another country v j (with i ̸= j) at time t. It is possible to consider
the corresponding adjacency matrices At with elements ai jt = 0 if (vi,v j)t /∈ Et , and
ai jt = wi jt otherwise.

The derived network structures are quite dense, well linked and unbalanced as
the weights are strongly affected by the different country population (and conse-
quently student population) sizes (ranging from 38,700 inhabitants of Liechtenstein
to 83,166,700 of Germany). These features make the analysis of such networks not
easy to interpret and call for specific normalization procedures to disentangle such
complex structure. Among the different proposals available in literature, we opt for
that proposed in [11] and already used by [4, 5] to analyze the Erasmus networks.
All elements in adjacency matrix are normalized by dividing them by the root square
of the product of the row and column total marginals, i.e., given ai jt ̸= 0, the nor-
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malized version ãi jt =
ai jt√ai·t a· jt

, where ai·t and a· jt are the number of outgoing stu-
dents from the i-th country and the number of incoming students in the j-th country,
respectively. Note that this kind of normalization resembles the independence hy-
pothesis of the χ2 test or the system of weights given by a random graph.

In case of weighted directed network, the hub and authority scores [8] are central-
ity measures able to identify the most attractive and active countries in the network.
By definition, a good authority is a country that is pointed to by many good coun-
tries, that is good importer, whereas a good hub is one that points to many good
authorities, that is good exporter.

The Kleinberg’s algorithm solution converges to the dominant eigenvectors of
the cross-product of the adjacency matrix and its transposed one. In particular, the
authority scores authit are determined by the values of the dominant eigenvector of
the authority matrix A′

tAt , and the hub scores hubit are given by the entries of the
dominant eigenvector the hub matrix AtA′

t . Finally, by considering the normalized
adjacency matrices Ãt, ˜authit and ˜hubit are the corresponding authority and hub
scores.

3 First findings and concluding remarks
In a first step, we evaluate the correlations among the authority (and hub) scores
along the time, i.e. corr(autht ,autht ′), for both original adjacency matrices and the
normalized adjacency matrices. Looking at the heatmaps in Figure 1, it appears
that in both cases the higher correlations are inside both periods, i.e. Erasmus and
Erasmus+ programmes. It is worth to note that also the correlations among the nor-
malized and not normalized values are very high, denoting a substantial stability
of the hub and authority measures with respect to the this kind of normalization.
On the contrary, the inter-programme correlations are generally less than 0.5. These
first results denote that there was a deep change in the network structure passing to
the Erasmus+ programme. This means that some countries that in the first edition
of the Erasmus programme were not central, have gained centrality in the mobility
network, and vice versa. These changes could derive by some socio-political events
that shaped differently the country reputation, such as the terroristic attack, the eco-
nomic and/or political crisis, etc..

In order to gain insights in such a change, we report the ranking of the authority
and hub scores referred to 2010 and to 2016. In Figure 2, we notice that the first five
authorities in 2010 were the five largest European countries (Spain, France, Ger-
many, United Kingdom and Italy). In particular, Spain, France, Germany and Italy
were also the first four hubs which reveals their double central role in the network.
With small changes these four countries are central along all the years of the first
Erasmus programme. After six years, in the Erasmus+ programme, Finland and
Greece gained centrality as both authorities and hubs, while France and Spain lost
their leading roles. Italy and Germany, but also United Kingdom, Poland, Portu-
gal and The Netherlands, remain almost stable as authorities of the network. These
changes are confirmed on Dumbell Charts in Figure 3 that show, for each coun-
try, the variations between the authority (hub) scores averaged over the first Eras-
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mus programme (red dots) and the Erasmus+ programme (blue dots). Spain and
France had the largest negative variations, while Finland and Greece experimented
the largest positive variations. Also Poland, Czech Republic and Croatia, with dif-
ferent positions in the networks, had large positive variations, gaining centrality in
the network.

All these results confirm that the new rules of the Erasmus+ programme and
some socio-political changes over the last ten years have changed the macro mo-
bility patterns of university students. Further analysis should be performed taken
into account shifts that happened in the countries analyzed. In addition, research at
university level by considering other types of mobilities allowed by the Erasmus
programme can explain these changes.

(a) (b)

Fig. 1 Correlation of Authority and Hub scores measured at country level (normalized and not
normalized) between the two Erasmus programmes.
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(a) Authority 2010 (b) Authority 2016

(c) Hub 2010 (d) Hub 2016

Fig. 2 Ranking of countries according to Hub and Authority standardized scores. Bar color: green
above average; pink below average.

(a) (b)
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Network-based approach for the analysis of
LexisNexis news database
Analisi del database LexisNexis mediante un approccio
basato sulle reti

Carla Galluccio and Alessandra Petrucci

Abstract The recent COVID-19 sanitary emergency has contributed to the increase
of public attention towards several issues of social interest, such as educational in-
equality, primarily due to the introduction of the government’s protective measures.
In this vein, we aimed to study the journal narratives on educational inequality in
Italy from September 2019 to May 2020, namely before and during the first wave
of the COVID-19 pandemic (started in Italy at the end of February 2020). To do
this, we carried out a study on four of the most important Italian journals included
in the LexisNexis news database. In particular, we exploited network analysis and
text mining methods to extract information from this unstructured textual data so as
to examine and infer the structure of the semantic relationships regarding this topic.
Abstract La pandemia da Covid-19 ha comportato l’incremento dell’attenzione da
parte dell’opinione pubblica verso numerose tematiche di interesse sociale, come il
tema della disuguaglianza nell’accesso all’istruzione, determinato principalmente
dall’introduzione delle misure protettive da parte dal governo. A tal proposito,
questo lavoro si propone di studiare la narrazione della disuguaglianza educativa
trasmessa attraverso i giornali in Italia da settembre 2019 a maggio 2020, ovvero
nel periodo precedente e durante la prima ondata della pandemia da COVID-19
(iniziata in Italia alla fine di febbrario 2020). Per fare ciò, abbiamo condotto uno
studio su quattro dei principali giornali italiani contenuti nel database LexisNexis,
utilizzando metodi di text mining e network analysis per estrarre informazioni ed
esaminare la struttura delle relazioni semantiche presenti nelle notizie pubblicate
su questo argomento.

Key words: multilayer network analysis, text mining, educational inequality, Lex-
isNexis news database, COVID-19
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1 Introduction

Educational inequality can be defined as objective and systematic intergroup dispar-
ities in terms of academic achievement opportunities. These disparities may relate to
various educational and social factors, such as resources, treatment, access, and/or
results [3]. During the last decades, the literature on educational inequality in Italy
has been focused mainly on the socioeconomic determinants of inequality, gender,
ethnic minorities, and geographical differences (for instance, between Northern and
Southern Italy or between suburbs and city centres [4]).

In this vein, the recent COVID-19 pandemic has represented a breaking point,
bringing to light several issues of social interest, such as educational inequality.
Indeed, school closures and distance learning have revealed significant disparities,
especially for children of families with low socioeconomic status or sociocultural
barriers [9]. In this regard, news media data can be employed to inquire into the
transmission and perception of events with respect to which the attention and sensi-
tivity of public opinion have increased due to the sanitary emergency.

In order to study the journal narratives on educational inequality in Italy over
the last year, we carried out a study on four of the most important Italian journals,
namely the Corriere della Sera, il Resto del Carlino, Il Giorno, and La Nazione,
included in the LexisNexis news database. LexisNexis is an online platform that
collects European and worldwide newspaper articles regarding different fields.
More specifically, we focused on news about educational inequality published from
September 2019 to May 2020, namely before and during the first wave of the
COVID-19 pandemic (started in Italy at the end of February 2020). To this end,
we exploited network analysis and text mining methods to extract information from
this unstructured textual data so as to examine and infer the structure of semantic re-
lationships regarding educational inequality. In particular, we extracted news about
educational inequality from the Italian journals filtering news headlines and bodies
through selected keywords; then, we pre-processed news body text by means of text
mining methods. Afterwards, we obtained a multiplex network, a particular case of
multilayer network where each layer describes a different type of links between the
same set of nodes [7]. Herein, the multiplex data structure consists of different jour-
nals representing the layers, the nodes are the words, and the links are given by the
semantic relationship between the words.

2 Statistical methods

Network analysis and text mining methods were carried out in order to extract in-
formation from Italian news included in the LexisNexis news database about edu-
cational inequality. In particular, the analysis is made up of two steps.

The first step of the analysis regarded the extraction of news of interest and the
selection of words. To do this, we firstly filtered news by means of selected keywords
on both news headlines and bodies. More specifically, we considered articles with
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one or more keywords in the headline or articles that included at the same time two
or more words of interest in their body.1

Afterwards, we pre-processed news body text by means of text mining methods
[1]. Firstly, we removed numbers and non-alphanumeric characters; then, we re-
moved proper nouns identified using the NER algorithm and conversed the text to
the lower case. After removing the Italian “stop words”, we divided the text into
tokens and lemmatised it. Finally, the analysis was restricted to words common all
over the journals, which were used to create co-occurrence matrices within a win-
dow of two concepts for statistical analysis [6].

Regarding the second step of our analysis, many complex systems can be rep-
resented as multilayer networks [8]. In this case, the word co-occurrence matri-
ces obtained from different journals and transformed into networks can represent a
complex system of multiple documents written about the same topic. So, in order
to extract information about the topic of interest and similarities between docu-
ments, we exploited a multiplex network analysis in which each journal represents a
layer, nodes are the words, and edges are given by the semantic relationship between
the words [11]. So, let M a multiplex network consisting of a sequence of graphs
{Gk}k=1,...,K = {(V,Ekk)}k=1,...,K , with V = (v1, . . . ,vn) the set of n nodes of each
network, and Ekk ⊆V ×V the set of edges [5]. From each network Gk we can define
the adjacency matrices of the K layers Ak = (ai jk) with ai jk = 1 if (vi,v j) ∈ Ekk, and
ai jk = 0 otherwise, so that each layer is an unweighted network.

The degree of a node i on a layer k can be expressed as dik = ∑ j ai jk, with 0 ≤
dik ≤ n−1 ∀i,∀k. Besides, in according to [2], we defined the aggregated topological
adjacency matrix A = {ai j}, where ai j = 1 if ∃ k : ai jk = 1, and 0 otherwise. The
degree of node i on A can be computed as:

di = ∑
j

ai j (1)

However, the aggregated topological adjacency matrix disregards the possible
existence of multi-ties between nodes in different layers. In this case, it is possible to
define the aggregated overlapping adjacency matrix O = {oi j}, where oi j = ∑k ai jk
is the edge overlap of the edge between node i and node j. The total number of
connections of node i can be defined as overlapping degree of node i:

oi = ∑
j

oi j = ∑
k

dik (2)

with oi ≥ di.
When the connections among nodes are weighted, the multiplex network can be

fully described by the vector of its weighted adjacency matrices, with the generic
Wk = (wi jk). In analogy with the unweighted case, it is possible to define both the
aggregated topological adjacency matrix Aw = {ai j}, where ai j = 1 if ∃ k : wi jk >

1 For example, we considered articles in which there were the “disuguaglianza educativa” or “dis-
uguaglianza nell’accesso all’istruzione” keywords in the headline or articles in whose body there
were words such as “disuguaglianza” and “educativa” at the same time.
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0, and 0 otherwise, and the aggregated overlapping adjacency matrix Ow = {ow
i j}.

In this case, the degree of node i on the aggregated topological network can be
expressed as si = ∑ j wi j, whereas the weighted overlapping degree of node i can be
computed as ow

i = ∑ j ow
i j = ∑k sik [2].

Besides, we computed the Kendall rank correlation coefficient to quantify the
correlation between the aggregated degree sequences and the degree of the nodes at
each layer [2].

Finally, the participation of node i to the different layers can be computed as:

Pi =
K

1−K

[
1−

K

∑
k=1

(
dik

oi

)2]
(3)

where Pi is the participation coefficient, which takes value in [1,0]. Pi measures if
the links of node i are uniformly distributed among the K layers. In the case of node
i presents the same number of links in all layers, Pi is equal to 1. Conversely Pi = 0
if all the links of node i are concentrated in one layer [2].

3 Results and discussion

The total number of articles about educational inequality published before and dur-
ing the first wave of the COVID-19 pandemic is 34 in il Resto del Carlino (on a
total of 244287 articles), 54 in the Corriere della Sera (on a total of 76044 articles),
15 in Il Giorno (on a total of 96050 articles), and 45 in La Nazione (on a total of
246023 articles). After the text pre-processed stage, il Resto del Carlino presented a
total of 5850 words, the Corriere della Sera 21124, Il Giorno 2768, and La Nazione
8682. Among all the words, we found 839 common words used to create four co-
occurrence matrices, one for each journal, within a window of two concepts.

These co-occurrence matrices were used to create four undirected weighted net-
works, from which a multiplex network was defined. Hence, the resulted multiplex
network presented as many layers as journals analysed and consisted of a fixed set
of nodes, namely the 839 common words. The edges represented the semantic rela-
tionship between words, weighted based on the frequency of their connection in a
given layer.

Afterwards, we focused on basic node properties, in particular the degree of
nodes at each layer and across layers. For this reason, we computed the aggregated
topological degree si, the aggregated overlapping degree ow

i , and the degree of the
nodes in each layer (see Table 1). Looking at the degree of nodes in different layers
and in the aggregated matrices, we noticed that the words with the highest degree
were “disuguaglianza”, “scuola”, and “scolastico”, but also “sociale”, “potere”, and
“politico”, namely words that outline the role of the government in addressing edu-
cational inequality. This finding is consistent with findings discussed in [10], where
it is supposed that distance learning does not create disparities but turns the spotlight
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on them. Hence, inequalities need to be addressed both in the case of face-to-face
and distance learning equally.

Table 1 Top 10 words with highest degree at each layer (il Resto del Carlino siCa, the Corriere
della Sera siCo, Il Giorno siG, and La Nazione siN ) and across layers (si and ow

i ).

siCa siCo siG siN si ow
i

lavorare 178 politico 502 scuola 104 lavorare 410 politico 380 lavorare 958
sociale 176 potere 502 economico 84 scuola 354 scuola 378 scuola 946
disuguaglianza 172 sociale 386 lavorare 84 disuguaglianza 212 potere 377 sociale 830
scuola 170 disuguaglianza 340 disuguaglianza 79 sociale 212 lavorare 376 disuguaglianza 803
economico 124 volere 322 famiglia 74 economico 188 sociale 338 potere 782
famiglia 96 scuola 318 sociale 56 potere 170 disuguaglianza 330 politico 770
potere 90 dovere 304 aumentare 44 educativo 164 dovere 283 economico 624
parlare 82 lavorare 286 politico 40 politico 162 economico 275 dovere 536
bambino 80 venire 246 studente 40 famiglia 150 famiglia 264 volere 454
scolastico 78 pensare 231 dovere 36 dovere 144 venire 241 famiglia 446

Besides, in order to quantify the correlation between all the degree sequences,
we computed the Kendall rank correlation coefficient. Results reported in Table 2
showed that the highest correlation is between si and ow

i , whereas there is a mod-
erate correlation between other degree sequences. However, due to the moderate
correlation observed between degree sequences, we decided to compute the partic-
ipation coefficient Pi, in order to quantify the richness of the connectivity patterns
across layers. The 5 words with the highest Pi are: “adozione”, “afflitto”, “agricolo”,
“altamente”, and “analogo”, with Pi = 0.94. Regarding this result, we speculate that
the journal narratives might change in relation to their political orientation and au-
dience. Indeed, we observed that the most significant differences were between Il
Corriere della Sera, leftist and national journal, and the other three journals, right-
ist and local. In particular, the former is more focused on the political aspects of
educational inequality, whereas the attention of the latter was on its social and re-
gional aspects. The participation coefficient results could support this finding since
the words with the highest degree and those with the highest Pi are not the same,
showing that journals used the most significant words about educational inequality
in a different way.

Table 2 Kendall rank correlation coefficient between all the degree sequences.

si ow
i siCa siCo siG siN

si 1
ow

i 0.91 1
siCa 0.64 0.68 1
siCo 0.80 0.80 0.54 1
siG 0.48 0.53 0.50 0.40 1
siN 0.67 0.71 0.59 0.52 0.51 1
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4 Conclusion

The present study aimed to investigate the Italian journal narratives about educa-
tional inequality before and during the first wave of the COVID-19 pandemic, ex-
ploiting multiplex network analysis and text mining methods.

Undoubtedly, the COVID-19 pandemic and the government’s protective mea-
sures have increased the attention of public opinion towards educational inequality.
Indeed, the primary question is if the introduction of distance learning has amplified
the disparities, particularly for students of families with low socioeconomic status.

However, our results showed that there are not particularly differences in the
journal narratives on educational inequality throughout the period considered, un-
derlying the need to address educational inequality both in face-to-face and distance
learning equally.

In conclusion, we believe that the approach we proposed could represent a useful
tool to extract novel and non-trivial information about the journal narratives regard-
ing topics of interest. Indeed, newspapers articles that deal with the same topic trans-
formed into informative word-pairs networks can be seen as a multilayer network
that allows us to compare the texts.

In the future, we plan to use factorial methods in order to analyse and visually
explore the obtained multilayer networks.
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A multiplex network approach to study Italian
Students’ Mobility
Un approccio multiplex per lo studio delle reti di mobilità
studentesca in Italia

Ilaria Primerano, Francesco Santelli and Cristian Usala

Abstract The aim of this contribution is to explore the main patterns of Italian
students’ mobility network in the transition from bachelor’s to master’s degree by
relying upon administrative data regarding students’ careers. To explore these flows,
we define a multiplex network structure, where the disciplinary groups represent the
layers, each university is a node, and the weighted and directed links are defined as
the number of students moving between nodes. This empirical strategy allows us to
highlight the presence of the universities that play a fundamental role within each
field, and to verify if the same central structure is observed in different layers.
Abstract L’obiettivo del presente contributo è quello di esplorare i flussi di mobilità
degli studenti nel passaggio dalla laurea triennale alla magistrale considerando i
dati amministrativi sulla carriera degli studenti. Sulla base dei flussi di mobilità
osservati, le singole reti di mobilità studentesca sono state organizzate in una strut-
tura di tipo multiplex, dove ogni layer consiste in uno specifico gruppo disciplinare,
ogni università è un nodo, e i legami (direzionati e pesati) sono dati dal numero
di studenti in mobilità tra i nodi. In questo modo è stato possibile evidenziare il
ruolo delle università nei diversi gruppi di studio e confrontare i differenti gruppi
disciplinari.
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1 Introduction

Understanding the Italian internal migration patterns of students in the transition
from bachelor’s to master’s degree programmes is a key factor in the analysis of
students’ mobility pathways. The Italian Student mobility has been studied by fol-
lowing different approaches of analysis, depending both on the the kind of data and
the statistical methods used. In the last decade, in order to detect the determinants of
student mobility, the literature has been mainly focused on first level mobility (i.e.
from diploma to bachelor), whose main route has been traced from the Southern to
Central and Northern regions of Italy [1] [9]. Indeed, only few recent contributions
have dealt with second level mobility (i.e. from bachelor to master), by perform-
ing longitudinal analysis [11] and by focusing mainly on Southern Italian students’
flows [2]. In this framework, other studies have used micro-data to explore the main
patterns of the incoming and outgoing flows of Italian studies by means of Network
Analysis, taking into account also some aggregate data referred to macro-areas, such
as provinces, regions and marco-regions [7] [12], and the specific field of study cho-
sen by students [6].

In this scenario, we addresses second level mobility by considering students with
a bachelor degree enrolling in a master’s programme, with an emphasis on the
choice of the field of study. We focus on the flows of students who change uni-
versity for the master’s degree, regardless of the distance from their residence. We
propose a network perspective that considers the university where students achieved
the bachelor’s degree as the origin and the university where students enrolled for the
master’s degree as the destination. Moreover, we also consider those students who
choose to complete their university career enrolling at a telematic university since
we do not account for the geographical aspect of mobility. Even if previous studies
have already specified the network structure of the student mobility flows, to the
best of our knowledge, no studies have been conducted to explore the second level
mobility taking into account, at the same time, several aspects: including telematic
universities, considering the field of study, and neglecting the geographical settings.
In this framework, multiplex network approaches [14] represent a valid opportunity
to consider the role played by the field of study in students’ choice process in sec-
ond level mobility. Specifically, each disciplinary field is a layer of the network, the
Italian universities are the nodes, and the flows of students between them are the
links.

The paper is structured as follows. The micro-data we use are described in section
2, the methodological approach is addressed in section 3, main results and conclud-
ing remarks are presented in section 4.

2 Data description

Our analysis relies upon the micro-data extracted from the database MOBYSU.IT
[10] which includes information on students university careers provided by the Ital-
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ian National Student Archive (NSA).1 We consider all the Italian students who
started their university career in a bachelor’s programme between a.y. 2011-12 and
a.y. 2015-16, and have enrolled in a master’s degree between a.y. 2014-15 and a.y.
2018-19. More specifically, starting from the population of 1,171,006 Italian bach-
elor students, we keep the information regarding the 621,075 (53%) students that
have graduated in the time frame considered. Secondly, we retain in our data only
those students that have enrolled in a master’s programme after graduation. Follow-
ing this strategy, our data consists of 367,725 students belonging to 92 universities
(of which 11 are exclusively on-line universities, usually called telematic). We clas-
sify the degree programmes provided by universities into 10 disciplinary groups
according to the ISCED-F 2013 classification [17]. Table 1 presents, for each dis-
ciplinary group, the number of students observed in bachelor’s degree along with
information on students in mobility and their field choices. The two most chosen
groups are ‘Engineering’ and ‘Social sciences’ while the least chosen is ‘ICTs’.
Concerning the second level mobility, we observe that at least 14% of students in
each group has changed university after graduation with a maximum of 38.2% in
‘Health’. Moreover, the tendency to change field of study seems to vary depending
on the field considered. For example, 94.26% of ‘Engineering’ graduates decided
to stay in the same field after graduation, whereas more than one-half (62.98%) of
students from ‘Services’ decided to enroll in a different field.

Table 1 Distribution of students in mobility according to disciplinary groups
Graduated Students Same Different

Code ISCED - F 2013 students in mobility field field

L1 Agriculture, forestry, fisheries and veterinary 10,959 2,631 (24.0%) 65.79% 34.21%
L2 Arts and humanities 63,756 19,440 (30.4%) 72.38% 27.62%
L3 Business, administration and law 59,949 15,849 (26.4%) 78.06% 21.94%
L4 Education 12,728 3,245 (25.4%) 83.39% 16.61%
L5 Engineering, manufacturing and construction 82,753 12,319 (14.8%) 94.26% 5.74%
L6 Health and welfare 11,258 4,309 (38.2%) 61.06% 38.94%
L7 Information and Communication Technologies (ICTs) 4,339 816 (18.8%) 80.64% 19.36%
L8 Natural sciences, mathematics and statistics 41,195 10,945 (26.5%) 93.15% 6.85%
L9 Services 12,484 3,979 (31.8%) 37.02% 62.98%
L10 Social sciences, journalism and information 68,304 23,713 (34.7%) 75.41% 24.59%

3 Multiplex data definition and analysis

We describe students mobility flows as a Multiplex network where a common set of
nodes is connected through multiple types of relationships represented by different
layers [14] [8]. Formally, a multiplex network M is a set of K graphs G(V,Ek), with
k = 1, . . . ,K where V is the set of common nodes and Ek is the set of both intra-layer

1 Data drawn from the Italian ‘Anagrafe Nazionale della Formazione Superiore’ has been processed
according to the research project ‘From high school to the job market: analysis of the university
careers and the university North-South mobility’ carried out by the University of Palermo (head of
the research program), the Italian ‘Ministero Università e Ricerca’, and INVALSI.
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edges (Ekk) and inter-layers edges (Ekh). For each layer k the corresponding adja-
cency matrix is Ak = (ai jk), with ai jk = 1 if (vi,v j) ∈ Ek, and ai jk = 0 otherwise. In
our case, the layers of the network are the disciplinary groups. Each of these lay-
ers holds a set of common nodes represented by Italian universities that are linked
according to students flows. Intra-layer connections are observed if the edges links
pairs of universities in the same field, while inter-layer connections are observed
if the edges links pairs of universities in different disciplinary groups. Since Italian
institutions are very different in size (and then in both out and in degree), we normal-
ize the observed matrix applying the Multidimensional Iterative Proportional Fitting
[3], already used for applications on migration flows [16]. This procedure accounts
for both the attractiveness effect (columns marginal) and the loss of students (rows
marginal) of universities by allowing a value ranging from 0 to 1 for each observed
edge. Since the normalized network is very dense, we dichotomize the obtained re-
sults by setting a cut-off threshold at the median value of the non-zero entries in
order to remove the less important links. On the resulting network, we propose a
layer-by-layer comparison [5] aiming to i) identify the core universities and com-
pare the results obtained for each layer ii) highlight the disciplinary fields that deter-
mine the largest mobility flows by applying layer similarity measures. In particular,
we compute the Pearson Degree Similarity coefficient [4] and the Jaccard Layer
Correlation Coefficient. The Pearson coefficient allows us to quantify the similarity
between nodes’ degree across layers to assess universities’ centrality across differ-
ent disciplinary fields. The Jaccard Layer Correlation Coefficient allows to measure
the overlap between pairs of layers. This coefficient takes values between 0 and 1,
with 0 indicating no overlap and 1 perfect overlap between the layers. It highlights
the presence of edges among the same actors on different layers, i.e. the presence
of edges linking the same group of universities on different disciplinary fields. This
allow us to determine the turnover that takes place between the layers.

4 Main results and concluding remarks

Our dataset consists of 10 layers (disciplinary groups) and a set of 92 nodes (Ital-
ian universities) linked by 5,689 total intra-layer directed links of students flows.
To compare the results obtained for each layer, and to highlight their main struc-
tural characteristics some network indexes, such as the density and the clustering
coefficient, have been computed. Results show that the density is always pretty
low, with maximum values of 0.13 for both ‘Health’ and ‘Social Sciences’ and a
minimum value of 0.06 for ‘Agriculture’. Global clustering coefficient [5] is homo-
geneous across layers, ranging from 0.31 to 0.46. We compute the in-degree and
the out-degree centrality indexes for both the flattened network, when all the layers
are considered jointly, and the single-layer ones. These measures are computed to
identify, in both cases, the most attractive universities (i.e. high in-degree central-
ity) and those losing students (i.e. high out-degree centrality). As regards the results
obtained for the flattened network, the top five universities attracting students are
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Pisa, Bologna, Florence, Milan, and Turin, while the top five exporters are Parma,
Catania, Pisa, Florence and Modena. Considering the difference among in-degree
and out-degree in the flattened network, the pattern shows in the last positions many
universities of the South (e.g. Magna Grecia and Kore). It is remarkable that in the
top 10 position we find several telematic univeristies (UNITEL, Niccolò Cusano, Pe-
gaso, and UniNettuno), together with universities located in metropolitan areas (e.g.
Turin, Milan, and Rome). As regards single-layer networks, the in-degree centrality
results show that the top five universities differ among the 10 layers considered. This
element indicates that each field has its own structure, with few universities present
in more than one layer (e.g. Pisa ranks in the top positions in five different layers).
A similar heterogeneity in layers’ structures also appears from the out-degree re-
sults, but involving different groups of universities. The results indicate that many
of the outgoing flows originate from Southern Italy to Central and Northern univer-
sities. For example, considering the two most chosen groups, we notice that the top
five universities reached by incoming flows in the ‘Social Sciences’ field are IULM,
Carlo Bo, Perugia, Pisa and Siena, while the top five exporters are Bologna, Brescia,
Modena, Parma and Pavia. As concerns the exchanging flows in the ‘Engineering’
field, the top five importing universities are La Sapienza, Bologna, Milan, Pisa, and
Turin, while those losing students are Bicocca, Padua, Salerno, Trento and Udine.
Another dynamic shown by the results is related to intra-region and intra-city mo-
bility (main cities in Italy have more than one university). Overall, the pattern shows
that it is almost impossible for a university, even if big, historical and prestigious,
to be in a leading position in every different field. Indeed, it is more likely to ob-
serve some peculiar ‘departments of excellence’ that are able to consistently attract
students, making that university in that specific layer a central node. Interestingly,
the results show that telematic universities are central in different layers and appears
mainly as importers rather than exporters.

Results are also confirmed by the multiplex networks layer similarity measures
that allow us to compare layers properties. The Pearson coefficients computed on
the student mobility multiplex network results show positive values for each pair of
layers. In particular, the higher values involves the ‘ICTs’ disciplinary field whose
nodes degree distributions are strongly correlated with those in the ‘Agriculture’
(0.74), ‘Business’, and ‘Social Sciences’ (0.60). Other positive correlations con-
cerns the ‘Services’ disciplinary field with ‘Arts’ (0.63) and ‘Social sciences’ (0.63).
The results show very low values of the Jaccard coefficients (close to 0) indicat-
ing that students flows among universities have not defined a common and stable
network of universities for all the disciplinary fields here considered and that the
relations linking them define groups of universities which are typical of each spe-
cific field. This is consistent with the previous findings; actors at the center of the
network vary across layers.

In conclusion, in this contribution we have introduced the study of second level
student mobility into the framework of multiplex network analysis. Several aspects
of the statistical analysis to be used when dealing with students mobility data or-
ganized into multilayer structures have yet to be explored, such as Community de-
tection methods [15]. Future lines of research will also concern the possibility of
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applying these procedures to deepen the analysis on our student mobility multiplex
network, without considering the telematic universities, and including also the inter-
layer connections.
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Ego-centered Support Networks:
a Cross-national European Comparison
Reti egocentrate di supporto sociale: confronto tra Paesi
Europei

Emanuela Furfaro, Elvira Pelle, Giulia Rivellini and Susanna Zaccarin

Abstract This contribution aims at comparing patterns of social support -provided
and received- among the elderly population in European countries. Adopting an ego-
centered network perspective, by means of multivariate techniques for categorical
data, we intend to map the ego-support network structures of the elderly, as well
as ego-network functional content of provided and received support in the differ-
ent countries. Individual and country socio-demographic characteristics will be also
considered in interpreting results.
Abstract Questo contributo intende confrontare i profili di supporto sociale -fornito
e ricevuto- della popolazione anziana nei paesi europei, secondo la prospettiva
delle reti egocentrate. Mediante l’utilizzo di tecniche multivariate per dati cate-
goriali, si propone una mappatura delle reti di supporto, considerando per ciascun
Paese la struttura di tali reti-egocentrate e il tipo di supporto scambiato. Le carat-
teristiche socio-demografiche individuali e dei singoli Paesi verrano considerate
nell’interpretazione dei risultati.
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1 Introduction

Population aging has been a predominant phenomenon in twentieth century Europe
and it is going to most likely intensify throughout the current century [12]. Accord-
ing to the latest data published by the European Institute of Statistics (Eurostat), the
percentage of people aged ≥ 65 years in European Union -27 countries- represents
the 20.3% of the total population in 2019, with an increase of more than 16 per-
centage points compared with 10 years earlier. This is due to consistently low birth
rates, coupled with higher life expectancy in all of the EU Member States [10].

In order for societies to face the severe aging of population, it is crucial to ensure
a healthy and active aging. Remaining active means to prevent mental and physical
decline, to sustain health and well-being, and to enhance quality of life as people age
[15]. In this context, active aging has been defined as the propensity to be engaged
in activities for oneself or for others in later life. This definition also gives relevance
to social support, that is considered a specific characterization of social participa-
tion. In particular, social support is defined as a set of helpful functions performed
for an individual by significant others, for instance by family, friends, relatives and
neighbours [1]. Received support, regardless the type (emotional, informational and
instrumental), has been largely studied, highlighting the positive influence of social
support on various health outcomes and well-being. However, minor attention has
been devoted to support provided to others by the elderly. Indeed, providing sup-
port, especially to members outside of the household, instead of receiving it, can be
considered a sign of an active lifestyle and participation in social life.

The network perspective in describing social support is widely suggested [8]. In
particular, it is often investigated through ego-centered support networks. These are
composed by the focal person (ego), and the persons or institutions - usually referred
as “alters” - to which ego is related by some support tie of interest.

Drawing from the considerations mentioned above, this contribution aims to
analyse patterns of social support among elderly population in European countries
adopting an ego-centered perspective. We use Wave 7 data release [5] from the
largest European survey on elderly, the “Survey of Health, Aging and Retirement
in Europe” (SHARE, [4]). By means of multidimensional analysis techniques, we
synthesize the support provided and received, providing cross-national comparisons
in order to highlight specificities of the European countries in ego-support networks
and in the type of support exchanged between ego and alters. Since ego-centered
data on social support in SHARE are built from information on alter categories pro-
viding (receiving) support and type of support exchanged, Multiple Correspondence
Analysis (MCA) [11] is an appropriate method to analyse the different ego-centered
network characteristics, and to compare countries’ patterns.
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2 Data description and related literature

Covering 28 European countries and Israel, SHARE is the data source for most
European studies on aging [4]. It is a multidisciplinary and cross-national panel
database of micro data that includes information on health, socio-economic status
and on social and family networks. It is a large project comprising about 140,000
individuals aged 50 or older. The first wave was carried out in 2004 with only 11
European countries, while with the last wave (Wave 7) completed in 2017 a full
coverage of the EU was achieved by including 8 new countries (Finland, Lithuania,
Latvia, Slovakia, Romania, Bulgaria, Malta and Cyprus). Moreover, in June 2020,
a sub-sample of SHARE’s panel respondents was interviewed via a Computer As-
sisted Telephone Interview (CATI) to collect data targeted to the COVID-19 living
situation of people who are 50 years and older.

Given its richness on social networks, SHARE data have been largely used to
study the social participation domain in the active ageing framework with different
approaches.

More specifically, from SHARE data [3] identified clusters of elderly people with
similar patterns of social participation, considering also the type of activities and
their frequency. [6] investigated the level of values and personal orientations, as well
as relational networks among Italian active young elders, underlining the existence
of a relationship between the magnitude of the social network and the propensity to
exchange with other generations.

A recent study based on the fourth wave of the SHARE analysed the effect
of structural social capital on the health (measured through self-perceived health)
of individuals aged 60 and above living in European countries [2]. In accordance
with previous studies, results underlined that self-perceived health generally wors-
ens with age. However, the physical health of an individual is only one of several
factors influencing the perception of their own health: social capital in the form
of networking, volunteering, and attending clubs appeared to be preventive against
poor self-perceived health, stressing the beneficial effect of support networks in el-
derly people. These results were in line with previous SHARE-based evidence: not
only socialising is highly beneficial for one’s health, but the effect intensifies with
increasing frequency and heterogeneity of social contacts.

While these studies underlined the association between social participation and
health, or analyzed specific types of interaction (such as the intergenerational) the
elderly entertain with others (family or non family members), we focus on a cross-
national comparison of social support network structures.

3 Ego-centered support network definition in SHARE data

We consider the Wave 7 [5] release of the SHARE data, carried out in 2017. In
this wave, information on received/provided support are contained in two specific
modules. The “social support” module (SP) contains information about help the
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respondents might receive from or give to family or non family members. Four types
of received or provided support are investigated: personal care, practical household
help and help with paperwork. Information on the intensity of the support -expressed
as the frequency of each type of help- are also collected as well as specific questions
are devoted to deepen children’s care.

The second module on “financial transfers” (FT) collects information on any
financial transfers and payments given or received from others.

Both modules are part of the “regular panel” questionnaire administered to a sub-
sample of 13,959 respondents (among which 11,390 are aged 65+) living in Austria,
Germany, Sweden, Spain, Italy, France, Denmark, Greece, Switzerland, Belgium,
Czech Republic and Poland (the countries involved in SP and FT modules).

The set of support information allows to build ego-centered support networks
[14]. The ego-centered network is composed by a focal person, ego, and a set of
alters, i.e. people to whom ego is related through given or received support. The re-
lation of interest (the different types of given or received support) existing between
ego and alters is considered as “a tie” between them. In SHARE Wave 7, respon-
dents are allowed to indicate up to three alters –family members from outside the
household, friends, neighbours and others– who helped them or they have helped
in the last twelve months prior to the interview. For each alter, the role relation
with ego is selected from a list of 28 role relations. In particular, the first twenty
(20) categories are devoted to family and kinship roles (i.e. partner/spouse, mother,
father, brother, sister, child and step-child, etc.), while the four (4) next entries
are devoted, respectively, to friends, (ex-)colleagues/co-workers, neighbour and ex-
spouse/partner. The last entries comprise religious (minister, priest, or other clergy)
and “professional” (therapist or other professional helper; housekeeper/home health
care provider) roles, plus a residual category if the alter role does not fit no one in
the proposed list (see Figure 1).

Fig. 1 Example of ego-centered support network from SHARE data.
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4 Preliminary results

Table 1 provides the frequency distribution of the elders that have provided/received
support outside their household. Some significant country-level differences can be
noted: Southern European countries less often provide and receive support outside
their household, possibly suggesting a lower propensity to seek support outside their
family circle.

Table 1 Percentage of respondents who provided or received support to/from outside their house-
hold in the 12 months prior to the interview.

Country Provided support (%) Received Support (%)
Austria 27.6 38.6
Germany 32.9 31.8
Sweden 32.9 23.5
Spain 7.3 18.7
Italy 11.2 17.1
France 32.1 30.1
Denmark 47.5 38.8
Greece 8.6 22.7
Belgium 26.2 26.5
Czech Republic 28.0 44.0
Poland 11.3 17.5

We build the ego-centered networks of all respondent units and also consider
ego’s structural characteristics (gender and age), the alters’ role, and the type of
support. Gender and birth generation of alters can be inferred in most cases, al-
lowing to deepen mechanisms driven by intergenerational support and/or by peer
homophily support, that is the preference to be related to alters in the same birth
generation.

Following [13], by using MCA [11] we map the relationship among egos, the
network structure, and the type of provided/received support. MCA is suitable to
deal with categorical information expressing social support, and it allows to detect
and visualize underlying structures in the data. Among others, we expect to highlight
patterns of inter-generational support [7].

As a final result, ego’s and alters’ characteristics, and type of support, will be rep-
resented as points in a bi-dimensional Euclidean space which will allow to highlight
patterns of social support networks across European countries.

In interpreting results, we refer to socio-demographic and welfare system [9]
characteristics of the analyzed countries. For instance - with respect to Northern
European countries - Southern European countries are characterized by a “familis-
tic” regime where people rely more on support from their family and personal social
network rather than on public welfare state. We expect the detected social support
patterns to reflect on such differences across countries.
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Machine learning models for electricity price
forecasting
Modelli machine learning per la previsione dei prezzi
elettrici

Silvia Golia, Luigi Grossi, Matteo Pelagatti

Abstract In this paper machine learning models are estimated to predict electricity
prices. As it is well known, these models are extremely flexible, can be used to in-
clude exogenous variables and allow to account for possible non-linear behavior of
observed time series. Random forests (RF) and Support Vector Machines (SVM) are
considered and their performances are compared with those of linear AutoRegres-
sive (AR) models, with and without LASSO penalization. The application to Italian
electricity spot prices (day-ahead market) with the inclusion of exogenous variables
like forecast demand and wind generation and intra-day prices, has revealed that
the prediction performance of the simple AR model is mostly better than the ma-
chine learning models. Only the SVM model seems to be a good competitor of the
AR model, but even when its loss function is lower, the performance gain is hardly
statistically significant.
Abstract In questo lavoro vengono analizzate le performance predittive di alcuni
modelli machine learning con riferimento ai prezzi del mercato osservati sul mer-
cato elettrico all’ingrosso. I modelli machine learning si sono spesso rivelati ef-
ficaci nella previsione dei valori futuri delle serie storiche per la loro flessibilità
che li rende capaci di includere regressori esogeni e di catturare l’eventuale non-
linearità delle serie. Random Forests (RF) a Support Vector Machines (SVM)
sono confrontati, dal punto di vista previsivo, con modelli AutoRegressivi lineari.
L’applicazione di tali modelli ai prezzi elettrici ha rivelato che spesso i modelli AR
sono preferibili rispetto ai modelli machine learning. Solo i SVM sono in grado di
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reggere il confronto con i modelli AR, ma anche quando le loro funzioni di perdita
sono inferiori, raramente tale vantaggio può essere considerato statisticamente sig-
nificativo.

Key words: Electricity spot prices, Forecasting, Intra-day electricity prices, Ran-
dom Forests, Support Vector Machines.

1 Introduction

Electricity price forecasting is one of the most important topic in the analysis of
wholesale energy markets. Many market operators are interested in future values
of electricity prices: regulators, generators, traders and final users. Many models
have been applied in the literature and a plethora of exogenous regressors has been
considered in order to explain the dynamics of prices and thus improve the abil-
ity to predict future values. Very recently, machine learning models have received
special attention. However, it is not clear whether the application of very sophisti-
cated black-box models is really motivated by clear best forecasting performance
with respect to very simple and easy to interpret linear models. The present paper
try to fill this gap by comparing the performance of two machine learning models,
Random Forests (RF) and Support Vector Machines (SVM), with that of linear Au-
toRegressive (AR) models with and without LASSO penalization. The application
to the Italian electricity market is of great interest for two main reasons. First, the
Italian market is one of the most transparent electricity market in the world. Second,
the zonal structure allows researchers and practitioners to explore the main pros and
cons of markets integration, which is a hot topic in view of the European energy
markets integration pursued by the European Union. Another original contribution
of the present paper is represented by the inclusion of intra-day prices among the
set of regressors which, to the best of our knowledge, has not been explored yet.

2 Methods

This section contains a brief recall to the theory underlying the models used in this
paper to the prediction of the electricity prices in Italy.

The first model, which can be interpreted as the benchmark model, is the Au-
toRegressive model with exogenous variables (ARX). The general formulation of
an ARX(p) with k exogenous variables is the following:

yt = c+
p

∑
i=1

φiyt−i +
k

∑
i=1

Λ i(B)vi
t +at (1)
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where at is a white noise with zero mean and Λ i(B) = λ i
0 + λ i

1B + · · ·+ λ i
ri

Bri ,
with B the backshift operator. This is a general formulation which allows the ex-
ogenous variables to be delayed. Nevertheless, in the present work only one time
span for each exogenous variable is used. Equation (1) implies a linear model in
which the regressors are the set of delayed yt and the exogenous variables. They
can be arranged in a (T − p+ 1)× (p+ k) matrix, whose columns are the p de-
layed yt and the k exogenous variables, so that, for the generic time span t, with
t = p+ 1, p+ 2, . . . ,T (T is the length of the time series), the record of the regres-
sors is xxxt = {yt−1,yt−2, . . . ,yt−p,z1t ,z2t , . . . ,zkt}.

A first modification of the ARX model is denoted as ARX-Lasso model and it im-
plements a selection of explanatory variables through the LASSO-regularized linear
least-squares regression [6]. The coefficient estimates are obtained by minimizing:

1
2

T

∑
t=p+1

(
yt − xxx⊤t βββ +β0

)2
+λ ||βββ ||1.

The second modification of the ARX model is called ARX-Lasso Int. and it takes
into account not only the regressors but also the interactions between each couple of
them and then it performs a selection of explanatory variables through the LASSO-
regularized linear least-squares regression.

Support Vector Machines (SVM; [6], [7]) are machine learning models born for
classification and then adapted to regression. The regularized loss function for SVM
is

T

∑
t=p+1

Vε(yt − f (xxxt))+
λ
2
||βββ ||22,

with loss

Vε(r) =

{
0 if |r|< ε
|r|− ε otherwise.

When f (·) is linear, it can be shown that the regressors xxxi enter the solution of the
minimization only through the inner products ⟨xxxi,xxx j⟩= xxx⊤i xxx j and this allow the use
of the so-called kernel trick for expanding the class of functions that approximate
f (·). Indeed, we can approximate the unknown expectation function using a basis
expansion:

f (xxx)≈
M

∑
m=1

βmhm(xxx)+β0,

where hm(·) are basis functions. Since only inner products are relevant for the so-
lution, one does not need to explicitly compute this expansion, but one can simply
substitute the inner products with the kernel function k(xxxi,xxx j)=∑M

m=1 hm(xxxi)hm(xxx j).
In our application we used the radial-basis function: k(xxxi,xxx j)= exp

(
−γ||xxxi − xxx j||22

)
.

The last model considered is the Random Forests (RF; [3]). RF belong to the
family of ensemble learning models, with the decision tree as base learner. Deci-
sion trees were also applied in the time series context, as shown in [1] and [8]. RF
is a modification of the bagging algorithm [2] by means of introducing a random
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selection of input features which causes a collection of de-correlated trees. The pa-
rameters involved in a RF specification are the number of trees forming the forest
(NT ), the number of covariates that are randomly selected at each split step (mtry)
and the minimum number of observations presented into a leaf node (minu). When
the target variable is continuous, a typical choice for mtry is ⌊r/3⌋, where r is the
number of the considered explanatory variables, whereas 5 is the choice for minu.
When using RF, the well interpretable structure of the tree is lost, but it is possible
to retrieve some information regarding the explicative role played by the regressors
via variable importance measurement [4].

3 Results

The available time series concern the hourly electricity prices from the Italian Power
Exchange (IPEX) market for the six zones of the Italian market: North (NOR),
Center-North (CNOR), Center-South (CSOU), South (SOU), Sicily (SIC), Sardinia
(SAR). The covered period goes from January 1st, 2015 to 31st August 2019. The
data related to the first four years are used to train all the models described in Sect. 2,
whereas the 8 months of year 2019 were destined for out-of-sample forecasting. The
data have an hourly frequency; therefore, each day consists of 24 load periods with
00:00-01:00am defined as period 1. In this study, following a widespread practice
in literature, each hourly time series is modeled separately, thereby eliminating the
problem of modeling intra-daily periodicity. Moreover, the models were estimated
separately for each zone of the Italian market.

The exogenous regressors considered [9] are: the day of the year, the day of the
week (categorical variable with 7 classes), a calendar dummy for the festivities, the
intraday market prices (MI1, MI2, MI3, MI4) at time t −1, the day-ahead predicted
demand of electricity (source: Italian Electricity Market Manager, GME) and the
day-ahead predicted wind generation (source, TERNA SpA). The day of the year as
a discrete variable with values from 1 to 365 was used only for the RF, whereas it
was replaced by the first 16 harmonics with base period 365 for all the other models.

The tuning of the hyper-parameters involved in the analyzed methods was done
as follows. For the ARX-Lasso and ARX-Lasso Int. the hyper-parameter for L1 pe-
nalization, λ , was fixed zone by zone and hour by hour by 10-fold cross-validation.
For SVM ε and γ , were determined by 10-fold cross-validation whereas for Rf, mtry
and minu were set equal to the typical choices, and NT = 10000.

One-day ahead predictions were computed for a rolling window of the 8 months
of 2019 and the evaluation of the forecasting performance of each estimator was
carried out by means of the Root Mean Squared Error (RMSE) and Mean Absolute
Error (MAE). Moreover, the significance of prediction differences was evaluated
with the one-tailed Diebold and Mariano test [5], with the null hypothesis declared
as “prediction performance of model A is equal or lower than model B”.

Table 1 reports the mean value and the standard deviation of RMSE over peak
(14 hours) and off peak (10 hours) hours. It is of interest to distinguish between
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these two types of hours because companies adopt different strategies when de-
mand is high or low. All the models perform better during the off peak hours, since
when demand is low the supply curve is rather flat and the elasticity of the price
rather low (i.e., unexpected changes in demand have small effect on the equilibrium
price). Moreover, the predictive performances seems equivalent for the North and
the Center-North of Italy, whereas they become worse moving from the North to the
South and islands. Electricity prices for Sicily appear quite difficult to accurately
predict due to the frequent and scarcely predictable switch between two regimes: as
a separate market with a higher price and as part of the Italian market with a com-
mon (lower) price. Looking at the average values of the RMSE, in the peak hours
SVM seems to outperform the other models in the North whereas the ARX seems to
show better predictive capacities in the remaining areas. In the off peak hours ARX
seems to outperform the other models in all the areas except for Sardinia where RF
seems to predict slightly better the spot prices.

Table 1 Mean value of RMSE over peak and off peak hours. In parenthesis the standard deviation
Area ARX ARX-Lasso ARX-Lasso Int. RF SVM
NOR 6.795 (0.707) 7.282 (0.886) 7.220 (0.859) 7.080 (0.738) 6.775 (0.747)

CNOR 6.971 (0.613) 7.353 (0.765) 7.311 (0.757) 7.344 (0.671) 7.043 (0.679)
Peak CSOU 7.481 (0.903) 7.805 (1.172) 7.790 (1.156) 7.720 (0.936) 7.590 (0.998)

hours SOU 9.909 (2.771) 10.332 (2.885) 10.254 (2.773) 10.134 (2.664) 9.932 (2.728)
SIC 21.311 (2.372) 22.108 (2.680) 22.108 (2.607) 21.675 (2.349) 21.662 (2.354)

SAR 8.705 (1.519) 8.953 (1.772) 8.905 (1.746) 8.830 (1.768) 8.693 (1.656)
NOR 5.216 (0.608) 5.459 (0.722) 5.382 (0.696) 5.399 (0.771) 5.293 (0.672)

CNOR 5.951 (0.507) 6.100 (0.508) 6.115 (0.510) 6.117 (0.513) 6.061 (0.511)
Off peak CSOU 7.360 (1.177) 7.414 (1.326) 7.481 (1.362) 7.374 (1.257) 7.403 (1.303)

hours SOU 7.793 (1.327) 7.907 (1.437) 7.981 (1.446) 7.846 (1.389) 7.872 (1.387)
SIC 14.769 (4.350) 15.096 (5.030) 15.010 (4.774) 14.752 (4.277) 14.806 (4.310)

SAR 7.620 (0.939) 7.649 (1.019) 7.751 (1.021) 7.520 (1.022) 7.601 (1.070)

In order to inspect more deeply the predictive performances of the models, the
performances on the single hours were considered. Table 2 reports the number of
hours for which a given model has the lowest RMSE and in parentheses the number
of times the RMSE is significantly lower according to the Diebold and Mariano test.

The results show that for the majority of the hours the ARX has a lowest RMSE
in all the areas, with the exception of North and peak hours, where the SVM outper-
forms for most of the hours, and Sardinia and off peak hours, where RF outperforms
for most of the hours. Nevertheless, in very few cases there is a significant Diebold
and Mariano test.

These results have shown that the size of the prediction errors is very similar
among all the models and higher in Sicily than in the other zones, especially during
the peak hours. Moreover, looking at all zones, ARX (with and without LASSO and
interactions) seems to perform better than nonlinear models.
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Table 2 Number of times a model is the best predictor according to RMSE. In parenthesis the
number of significant Diebold and Mariano tests

Model NOR CNOR CSOU SOU SIC SAR
ARX 5 (0) 11 (0) 12 (1) 8 (1) 12 (1) 9 (0)
ARX-Lasso 0 1 (0) 2 (2) 1 (1) 0 0

Peak ARX-Lasso Int. 0 1 (1) 0 0 0 1 (1)
hours RF 0 0 0 1 (0) 2 (0) 3 (1)

SVM 9 (0) 1 (0) 0 4 (0) 0 1 (0)
ARX 7 (3) 8 (5) 5 (0) 6 (1) 1 (0) 3 (0)
ARX-Lasso 0 0 2 (1) 1 (0) 1 (0) 0

Off peak ARX-Lasso Int. 0 1 (0) 0 0 1 (0) 1 (0)
hours RF 3 (3) 0 2 (1) 3 (0) 3 (0) 5 (0)

SVM 0 1 (0) 1 (0) 0 4 (0) 1 (0)

4 Conclusions

The conclusions achieved in the paper can be summarized as follows. First, intra-
day prices have revealed to be effective in the prediction of spot prices. Second,
AR models seem to perform better than the other models in most of the zones and
hours. SVM seem to be slightly better than AR in case of peak hours at least in
the North zone. This result can be explained by the highest volatility of peak-hour
prices which is better captured by more complex non-linear models.
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The impact of hydroelectric storage in the
Italian power market
L’impatto del pompaggio da idroelettrico nel mercato
elettrico Italiano

Filippo Beltrami

Abstract The literature highlights ambiguity in the effect of storage from hydro-
electric power production over the levels of carbon emissions. This paper examines
the external benefit related to charge and discharge operations of hydroelectric stor-
age power plants, applied to the case of the Northern area of the Italian wholesale
electricity market. The OLS estimations based on data for year 2018 indicate that
storage generation reduces carbon emissions in aggregate terms, being the estimated
storage marginal emission factor (MEF) equal to 0.13 tCO2/MWh. This finding is
largely explained by the value of the MEF during off-peak hours (0.17 tCO2/MWh),
thus showing effectiveness of storage in the displacement of the carbon-intensive
baseload generation acting on the margin during night-hours. However, the calcula-
tion of the MEF for peak-demand hours indicates that storage generation, individu-
ally taken, is not able to affect the structure of marginal generation in the considered
area. Finally, the use of a simulation approach indicates that pumped hydroelectric
storage (PHS) contributed to reduce carbon emissions into the atmosphere by 471
ktCO2. The obtained result is consistent with the typical coefficient of round-trip
efficiency of PHS documented in the literature, which amounts to 74%.

Abstract La letteratura riporta risultati discordanti riguardo agli effetti ambientali
derivanti dall’accumulazione di energia da parte degli impianti idroelettrici sui liv-
elli di emissione di CO2 nell’atmosfera. Il presente articolo analizza il beneficio es-
terno netto risultante dalle operazioni di accumulazione e rilascio di energia, tipico
degli impianti di produzione idroelettrica di media-larga taglia (e, in particolare,
degli impianti di pompaggio), con un focus sulla zona Nord del mercato elettrico
Italiano. Le stime OLS basate sui dati relativi all’anno 2018 indicano che la pro-
duzione di energia da fonte idroelettrica è legata ad una diminuzione media delle
emissioni di anidride carbonica pari a 0.13 tCO2/MWh (MEF, fattore marginale
di emissione). Tale valore è influenzato in misura maggiore dal MEF stimato per
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le ore fuori-picco (pari a 0.17 tCO2/MWh), evidenziando un effetto significativo
di sostituzione della produzione idroelettrica a discapito degli impianti termoelet-
trici ad alta intensità di carbonio, che tipicamente operano durante le ore notturne
(baseload generation) in assenza di produzione da fonti rinnovabili. Al contrario,
il calcolo del MEF per le ore di picco della domanda indica che la produzione di
energia da fonte idroelettrica, considerata individualmente, non è in grado di in-
fluenzare in maniera significativa la struttura dell’ordine di merito degli impianti
per l’area analizzata. Infine, l’utilizzo di un algoritmo di simulazione ha permesso
di computare il risparmio netto di emissioni di CO2 legato alle operazioni di accu-
mulazione e rilascio degli impianti di pompaggio (PHS), pari ad un totale di 471
ktCO2 evitate. Il risultato ottenuto è in linea con il coefficiente di efficienza media
degli impianti di pompaggio tipicamente riportato in letteratura, pari al 74%.

Key words: CO2 emissions; electricity markets; renewable energy sources; pumped
hydroelectric storage

1 Introduction and data

The present article contributes to the literature on the role of storage within elec-
tricity markets by applying an OLS model with fixed effects to calculate the envi-
ronmental benefit connected to hydrostorage production for the case of the Italian
day-ahead (DA) power market. On top of this, this study introduces a novel simula-
tion methodology that builds counterfactual scenarios to compute the net balance of
carbon emissions connected to charge and discharge operations of pumped hydro-
electric storage (PHS) power plants.
The Italian wholesale power market has been explored by many authors (Clò et al.,
2015; Graf et al., 2020) for its high level of data transparency, spatial heterogene-
ity across market zones and for the increasing penetration of Renewable Energy
Sources (RES),1 which progressively substitute conventional polluting sources for
electricity generation and become relevant to the determination of the structure of
the marginal power generation mix. For the whole study, hourly data for year 2018
are explored for the zone North of the Italian market, given the large diffusion of
modulable hydroelectric power plants in the area and their relevant contribution to
the power generation mix.2

1 From now onwards, RES are referred as renewable energy sources including bioenergies
(biomass, biogas and waste), hydroelectric, photovoltaic, geothermic and eolic. This group can
be further divided into programmable (such as hydropower) and non-programmable (such as wind
and solar) renewable energy sources.
2 The main source of data is the list of public offers (in Italian Offerte Pubbliche) provided by
the GME - Gestore del Mercato Elettrico, the independent Market Operator (MO) - which allows
to collect the full list of electricity supply and demand bids submitted on the day-ahead power
market (Mercato del Giorno Prima, MGP), the marketplace where producers and buyers exchange
power in Italy. Crucially, the preliminary technical codification of power plants and, in particular,
of hydroelectric units (further distinguished in run-of-river, large hydro reservoirs and pumped
hydroelectric storage) is at the origin of this article.
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ofin Equation (1), which is then replicated for fff-peak and peak sub-samples, to dis-

criminate between relevant periods in the analysis (Carson and Novan, 2013).3

Ehh,z = β0 +β1Sh,z +β2intRESh,z +β3netloadh,z + γ44Dh,z + εh,z (1)

In detail, Ehh,z is the amount of hourly carbon emissions from thermoelectric
power plants, Sh,z measures the amount of hourly generation from storage power
plants (large reservoirs and PHS units), intRESh,z is the hourly generation from in-
termittent RES (large and small-scale wind and solar); netl dhh,z is the net hourly
demand of electricity from the grid, i.e. the total load at the net of the demand
coming from PHS units;4 lastly, Dh,z is a set of dummies that control for low-scale

coefefseasonality, i.e. hourly and day-of-week fixed fffects. The estimated ffificient β1
represents the marginal CO2 effffect arising from a 1 MWh increase of hydrostorage
generation.5

3 ed-efThis methodology for the estimation of MEFs is defined as ”US fix fffects” approach (Beltrami
et al., 2020).
4 As stated by Clò et al. (2015), the consumption of electricity is mainly price insensitive and
inelastic due to the cyclical request of power from the grid. Thus, the inclusion of this component
assures exogeneity in the model.
5 coefefIn terms of characterisation of the marginal fffect, the estimated ffificient β1 is depurated
from the increased emissions produced by the consumption of electricity of PHS units for their

ofaccumulation of energy, which tipically takes place during fff-peak hours.
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2.2 Simulating the effect of PHS

As argued by Staffell (2017), ”pumped hydro storage does not create CO2 emissions
by itself; however, the electricity it stores is not carbon-free, and it only redelivers
this electricity with 73.6% round-trip efficiency [...]”. Moreover, ”with round-trip
losses, these plants deliver electricity with a carbon intensity 31±9% above the sys-
tem average [...]. Here these emissions are accounted for when the electricity was
first generated, and are attributed to the technologies which produce that electric-
ity”. McKenna et al. (2017) indicate that ”the overall storage emissions factor is
dependent on the marginal emissions factors during charging and discharging, and
the storage round-trip efficiency”.6
In this paper, the identification of the amount of net carbon emissions due to charge
and discharge operations of PHS power plants is modelled in Equation (2).

∆EPHS = ∆ES −∆EP (2)

∆EPHS accounts for two components. The first component is the quantity ∆EP,
which represents the extra CO2 produced due to charging operations of PHS power
plants. The request of electricity from PHS plants typically takes place during off-
peak hours and needs to be fulfilled by other power generators, thus increasing po-
tential carbon leakages. To simulate the effect of the demand from PHS on the lev-
els of emissions, it is assumed that the demand curve is shifted under the scenario
S = PHS of omitting the demand bids from PHS plants in the market. This results
in the creation of a new type of counterfactual equilibrium, which is characterised
by lower quantities, lower price and less emissions. Thus, the comparison between
the levels of CO2 emissions under the status-quo and the counterfactual scenarios,
i.e. ∆EP = E∗ −Escenario,D, enables to compute the amount of extra CO2 produced
due to charging operations of PHS power plants.
The second component is the quantity ∆ES, which represents the amount of CO2
saved due to discharging operations of PHS. In this second case, where ∆ES =
Escenario,S −E∗, the reasoning is opposite. In particular, E∗ is the amount of emis-
sions under the status-quo scenario whereas Escenario,S is the amount of emissions
that would happen by simulating the removal of supply bids from PHS on the actual
supply curve. In this situation, the shift of the supply curve would result in higher
emissions, lower equilibrium quantities and higher equilibrium price. Hence, ∆ES

computes the CO2 avoided from PHS generation for the crowding-out of polluting
fossil fuel generators.
Eventually, Equation (2) identifies the net environmental benefit from charge and
discharge operations of PHS power plants from the outcomes of the negotiations
within the day-ahead wholesale power market.

6 This is formalised by McKenna et al. (2017) with the following equation: εstorage = εcharge −
εdischargeηstorage where the letter ε stands for emission factor and η for the assumed round-trip
efficiency.
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3 Results

3.1 The MEF from storage generation

Table 1 reports the resulting estimated storage marginal emission factor (MEF) in
Column (4), based on the specification of Equation (1).
The calculations show that generation from storage is found to have a decreasing
effect on carbon emissions. When fixed effects are included, the storage marginal
emission factor is equal to 0.13 tCO2/MWh. This evidence is opposite to the one
reported by Carson and Novan (2013), who documented that storage generation has
an adverse impact on carbon emissions in the Texas electricity market, reporting
that each MWh of electricity stored causes an average increase of 0.19 tons of CO2
into the environment. Arguably, the result shown in Table 1 suggests that there is
a sufficiently high level of integration between RES and hydroelectric storage in
the Northern area of Italy, which indicates an effective displacement of baseload
carbon-intensive generation.

Table 1 OLS results - Full sample 2018. Physical market zone: North.

Dependent variable:
hourly emissions

(1) (2) (3) (4)

storage generation 0.764∗∗∗ 0.925∗∗∗ -0.195∗∗∗ -0.138∗∗∗
(0.026) (0.027) (0.016) (0.020)

hourly generation intRES -0.230∗∗∗ -0.488∗∗∗ -0.587∗∗∗
(0.014) (0.008) (0.012)

net load 0.331∗∗∗ 0.293∗∗∗
(0.002) (0.003)

Constant 3,557.156∗∗∗ 4,144.441∗∗∗ -347.439∗∗∗ 391.771∗∗∗
(25.805) (44.716) (37.944) (64.834)

Observations 8,760 8,760 8,760 8,760
Fixed effects No No No Yes
R2 0.091 0.117 0.755 0.767
Adjusted R2 0.091 0.117 0.755 0.766
Residual Std. Error 1,401.222 (df = 8758) 1,381.331 (df = 8757) 727.656 (df = 8756) 711.025 (df = 8727)
F Statistic 881.139∗∗∗ (df = 1; 8758) 580.865∗∗∗ (df = 2; 8757) 8,995.911∗∗∗ (df = 3; 8756) 897.136∗∗∗ (df = 32; 8727)

Note: hourly and day-of-week fixed effects. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

3.2 Net carbon balance of PHS

Table 2 reports the resulting net carbon balance from the impact of PHS charge and
discharge operations in the market zone North in 2018.

The total amount of saved carbon emissions from generation of PHS power plants
for North in 2018 results in 631 ktCO2. This figure represents only 5.74% of the
total yearly amount of saved CO2 from hydroelectric power plants in the North, as
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Table 2 Reduced CO2 emissions from PHS generation, extra CO2 emissions from charge of PHS,
net carbon balance for North in 2018. Values in tCO2.

∆ES ∆EP ∆EPHS

North 631,044.9 159,273.1 471,771.8

calculated by Beltrami et al. (2021). The total CO2 emitted by thermoelectric power
plants to serve the demand of power coming from PHS power plants during charging
times was equal to nearly 159 ktCO2. Hence, the net balance of carbon emissions
from PHS operations was positive and equal to 471,771.8 tCO2.
This result is consistent with the argument by Staffell (2017), who specified 73.6%
as the coefficient of round-trip efficiency of PHS power plants. Reassuringly, the
empirical round-trip efficiency ratio derived for PHS plants for North, based on the
results of Table 2, results in 74.8%. This value is in line with the coefficient found in
the literature, thus confirming the value of round-trip efficiency for a typical modern
PHS facility.
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Jumps and cojumps in electricity price
forecasting

Peru Muniain1, Aitor Ciarreta2 and Ainhoa Zarraga3

Abstract This paper analyzes the potential for including jumps and cojumps in elec-
tricity price forecasting models. The study is carried out on the German-Austrian
day-ahead electricity market. Two price series are considered: The original price
series and the Probability Integral Transformation with normal distribution (N-PIT)
price series. First, the ARX model is estimated, then the residuals of the estimated
ARX model are used to detect jumps and cojumps. Next, the ARX models with
jumps and cojumps are estimated. To prevent over fitting, we estimate the models
using elastic net. Finally, the forecasting performances of the models are compared.
Results show that overall, the ARX model using the transformed price series is the
best-performing model.

Key words: Forecasting, Jumps, Cojumps, ARX model, Elastic net, N-PIT trans-
formation
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2 Peru Muniain1, Aitor Ciarreta2 and Ainhoa Zarraga3

1 Introduction

The modeling of price spikes plays a crucial role in electricity price modeling
and forecasting. Many research papers have tackled the modeling and forecast-
ing of volatility in electricity prices. Examples include [Chan et al., 2008] and
[Ciarreta et al., 2017]. In both cases, volatility is modeled and predicted by includ-
ing jumps in the models. Both these papers conclude that jumps add relevant in-
formation to the modeling and forecasting of volatility. [Ciarreta et al., 2020] con-
sider jumps detected using different tests and prove that volatility forecasting per-
formance is better when the jump test proposed by [Lee and Mykland, 2007] (LM)
is used than when other jump tests are used. Moreover, [Dumitru and Urga, 2012]
conclude that the LM jump test performs quite well using financial data.

Recent literature has also proven that including cojumps as well as jumps adds
relevant information to time series modeling. Cojumps are jumps that occur at the
same time in different time series. One of the pioneering papers in cojump analysis
is [Gilder et al., 2014], where the predictive power of the models is improved by
including cojumps as regressors.

Electricity prices may be transformed to improve forecasting performance.For in-
stance, [Uniejewski et al., 2018] compare electricity price forecasting performance
for several variance stabilizing transformations in different electricity markets. They
conclude that the probability integral transformation with a normal distribution (N-
PIT) is the best transformation overall in terms of forecasting accuracy.

In the literature, many approaches have been applied to model electricity prices.
Recent research focuses on autoregressive models with exogenous variables: ARX
models. In [Ziel and Weron, 2018], univariate and multivariate models are com-
pared. They conclude that there is a slight gain in forecasting performance when
multivariate models are considered. Computation time is also lower for multivariate
models. However, ARX models are usually over-parameterized, which makes them
difficult to estimate using OLS. Estimation methods with a shrinkage property have
therefore been applied in the literature. See [Tibshirani, 1996] and [Zou and Hastie, 2005]
for for lasso and elastic net estimation methods, respectively. [Uniejewski et al., 2016]
apply different estimation methods with a variable selection property in electricity
price forecasting, and conclude that the best performing method is the elastic net.

Finally, the most common criteria used in the literature to assess the forecasting
performance of different models are the root mean squared error (RMSE) and the
mean absolute error (MAE) . Examples can be found in [Uniejewski et al., 2018]
and [Uniejewski et al., 2016].

The research seeks to forecast German-Austrian day-ahead electricity prices as
accurately as possible. The day-ahead market is the market with the highest liquidity
in Germany and Austria, so many agents participate in it. The participating agents
need signposts to decide what bidding strategy will maximize their profits optimally.
Those signposts are the forecasts made for the following days’ prices. This article
analyzes whether jumps and cojumps add useful information to electricity price
modeling and forecasting.
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In the analysis, two price series are considered: (i) the original price series; and
(ii) the transformed price series applying the N-PIT. Both time series are separated
into 24 time series, each corresponding to one hour of the day. Thus, there are two
multivariate time series, the original and the transformed price series, and each has
24 individual price series. We analyze the forecasting performance of both the orig-
inal and the N-PIT transformed price series when jump and cojump information is
added. The benchmark model (ARX) estimated is an ARX-type model similar to
the so-called fARX (full ARX) model by [Ziel and Weron, 2018]. The residuals of
the ARX model are analyzed to detect jumps and cojumps.

Jumps are detected as proposed by [Lee and Mykland, 2007]. We use the LM
jump test because the test needs to be applicable for daily data, and of the most pop-
ular jump tests applied in the literature only the LM works with daily observations.
See for example [Ciarreta et al., 2020] and [Dumitru and Urga, 2012]. Cojumps are
constructed following [Gilder et al., 2014]. Cojumps are considered as jumps that
occur on the same day at different hours which takes into account the correlation
between jumps at different hours.

After jumps and cojumps are detected, ARX-type models with jump and cojump
variables (the so-called ARX-J and ARX-J-CJ models) are estimated. All three mod-
els (ARX, ARX-J and ARX-J-CJ) are estimated by applying the elastic net estima-
tion method and using both the original and the N-PIT transformed prices. Then
forecasting is carried out, with the following seven days being predicted for all 24
hours of the day. Finally, MAE and RMSE criteria are used to assess the forecasting
performance.

2 Methodology

The modeling of the prices follows several steps. In the first step the price series is
transformed using the N-PIT transformation proposed by [Uniejewski et al., 2018].
Then we separate original and N-PIT transformed price series, one for each hour,
so as to reduce forecast errors. The ARX model specified below is estimated us-
ing elastic net estimation. The next step is to detect the jumps in the residuals of
the ARX model; to that end the jump test proposed by [Lee and Mykland, 2007] is
applied. After all the jumps in each of the 24 time series have been detected, co-
jumps are detected as per [Gilder et al., 2014]. Finally, the two models proposed in
Subsection 2.1 are estimated, i.e. the ARX-J and ARX-J-CJ.

After the models are estimated, forecasting is carried out. MAE and RMSE cri-
teria assess the accuracy of the predicted values.
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2.1 Models

Three different ARX-type models are estimated. The first is the ARX model, based
on the fARX model proposed by [Ziel and Weron, 2018],

pd,h = β︸︷︷︸
Constant

+
24

∑
h=1

8

∑
i=1

βi,h pd−i,h

︸ ︷︷ ︸
Autoregressive effects

+
8

∑
i=1

βmin,i pd−i,min +
8

∑
i=1

βmax,i pd−i,max

︸ ︷︷ ︸
Non-linear effects

+
6

∑
j=1

[(
γ0, j + γ1, j pd−1,h + γ24, j pd−1,24

)
W j

d

]

︸ ︷︷ ︸
Day-of-the-week effects

+ εd,h (1)

where pd,min and pd,max are the minimum and maximum prices throughout the 24
hours on day d, pd−1,24 is the price on day d-1 and at hour 24, W j

d is a dummy
variable for day j of the week, and εd,h is the error term with mean 0 by construction.
The second term accounts for up to eighth order autoregressive and cross-period
effects (effects of each hour from up to 8 days ago). The third term accounts for
non-linear effects. The fourth term accounts for seasonality. In the ARX model there
are 227 parameters in total to estimate for each hour.

In the second case, jumps are included in model (1), resulting in the ARX-J
model. The jumps are detected in the residuals of the ARX model. Because the
sign of the jumps might be different depending on the hour of the day, this model
considers both positive and negative jumps. The ARX-J model is expected to capture
the behavior of prices more accurately at the tails of the distribution.

The last model proposed is the ARX model with jumps and cojumps. The ARX-
J-CJ model accounts for correlation between jumps by considering cojumps, which
are jumps that occur on the same day across different hours. The ARX-J-CJ model
not only accounts for correlation by cross-period effects; it also takes into account
correlation in the tails, through the cojump variable.

2.2 Forecast

A window of D observations is considered for estimating the models and the prices
for the following H days are predicted for each hour. The window is then moved
one day forward and the estimation and forecasting procedure is repeated. In total,
there are N different windows of equal size.

The RMSE and MAE criteria are used to assess forecasting performance over
the N rolling windows and the H horizons. By construction, the MAE criterion is
optimal for median forecasts while the RMSE is optimal for mean forecasts.
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3 Data description

The data used in this paper are day-ahead prices from the German-Austrian elec-
tricity market. The data run from 1st January 2014 to 30th September 2018. In total,
there are 1727 days. 30th September 2018 was the last day on which the German-
Austrian day ahead market operated.

difThe data consists of 24 ffferent time series, one for each hour of the day. The
length of each estimation window is D = 730, the initial rolling window starts on
1st January 2014 and ends on 31st December 2015, H = 7 horizons are predicted in
each window, and N = dif997 ffferent rolling windows are considered. Note that the
first 730 observations of the sample are used to forecast the first price.

Fig. 1 TTrransformed price series and histograms (hours 4 and 19)
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Figure 1 shows the price series and its histogram after applying the N-PIT trans-
conformation. This transformation nvverts the original data into normally distributed
infdata, and after foorecasting the nvverse transformation is applied to the predicted

values. The histograms show that the distributions of both series are closer to the
normal distribution. After the transformation, all 24 time series follow a close-to-
normal distribution. In these transformed time series, the tails are thinner, so the LM
test should detect only a few jumps.

According to the LM test, there are significant jumps in both original and trans-
formed prices in most of the 24 hours. Figure 2 shows the total number of positive
and negative jumps detected in the residuals of the ARX model in each rolling win-
dow for hours 4 and 19, and both the original and transformed prices. In hour 4 there
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Fig. 2 Number of jumps detected in each rolling window
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are fewer jumps in the transformed price series than in the original price series and
more negative jumps than positive jumps. By contrast, in hour 19, the number of

difjumps is similar for both price series but the ffference between the number of pos-
itive and negative jumps is less clear in most of the rolling windows for the original
prices.

Figure 3 shows the number of cojumps detected in the residuals of the ARX
model in each rolling window for both the original and transformed prices. As ex-
pected, the number of cojumps detected is lower in the N-PIT transformed price
series than in the original time series. Observe that in the latter the number of co-
jumps detected increases to almost 70 at the end of the period in which the market
was in place. This seems to be particularly so in early 2017 and late 2018.
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Fig. 3 Number of cojumps detected in each rolling window
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4 Empirical results

Regarding the estimation results in the elastic net estimation jump and cojump vari-
ables are often included in the ARX-J-CJ model which suggests that they might
add relevant information to the models. Hence, the ARX-J-CJ model is expected to
outperform the ARX-J and ARX models in price forecasts.

difThe forecasting performance of the ffferent models is measured using MAE
and RMSE criteria. As expected, the performance of each model varies depending
on the hour of the day and the horizon.

TTaables 1 and 2 show the forecasting performance in each horizon (H1 to H7)
ofaccording to the RMSE criterion, taking the mean of fff-peak hours and peak hours,

respectively, as explained in Section 2.2. In general, the ARX model for N-PIT
oftransformed prices provides the most accurate forecasts for fff-peak hours, while

jumps and cojumps should be included in the models when original prices are used.
For peak hours, models that use the original prices and include jumps or jumps
and cojumps are the best in terms of forecasting performance. Furthermore, the N-
PIT transformation can be seen not to perform well with the ARX-J and ARX-J-CJ
models. The poor performance of these models with the transformed prices may be

efindue to the vverse transformation fffect, where the size of the jumps might not be
inadequately accounted for when the nvverse of the transformation is applied.

Overall, it can be observed that the errors according to the RMSE criterion are
oflarger for peak hours than for fff-peak hours. This may be because the volatility of

ofthe time series in peak hours is greater than in fff-peak hours, which makes it more
difffificult to forecast prices accurately (see, for example, Figures 1 and 2)1.

1 Results using MAE criterion mostly choose the ARX model with N-PIT transformed prices. The
table is available on request.
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Table 1 RMSE off-peak hours
Model Transf. H1 H2 H3 H4 H5 H6 H7

ARX Original 9.231 12.561 13.592 13.767 13.528 13.721 14.338
N-PIT 8.993 12.208 12.97 13.331 13.648 13.883 13.716

ARX-J Original 9.271 12.406 13.361 13.788 13.743 14.161 14.248
N-PIT 11.148 13.324 13.943 13.958 14.303 13.733 14.075

ARX-J-CJ Original 9.26 12.628 13.225 13.75 13.973 14.121 14.039
N-PIT 10.096 12.62 13.447 13.552 13.786 13.814 14.125

Table 2 RMSE peak hours
Model Transf. H1 H2 H3 H4 H5 H6 H7

ARX Original 13.374 15.967 16.97 16.947 17.029 17.138 17.469
N-PIT 13.544 16.294 16.397 17.124 17.343 18.119 17.726

ARX-J Original 13.581 15.465 16.585 17.229 16.808 17.923 17.793
N-PIT 16.126 18.072 18.187 18.428 19.18 18.2 18.948

ARX-J-CJ Original 13.345 16.087 16.447 17.398 17.132 17.634 17.534
N-PIT 15.457 17.124 17.957 18.134 18.128 18.449 18.321

5 Conclusions

Forecasting results differ for peak and off-peak hours. On the one hand, the forecast-
ing performance of the ARX-J and ARX-J-CJ models using the original price series
is better than that of the ARX model for peak hours. This emphasizes the importance
of including jumps and cojumps in forecasting models. Indeed, the ARX-J-CJ using
the original price series is the best model for the first horizon predicted. The fore-
casting performance of the ARX-J and ARX-J-CJ models using the original price
series becomes weaker when the forecasting horizon increases. The poor forecast-
ing performance of these models with longer horizons indicates that they do not
adequately capture the jump and cojump effects.

On the other hand, in off-peak hours, the relevance of jumps seems to be lower
as the ARX model using the transformed prices outperforms the other models. The
ARX-J and ARX-J-CJ models using transformed price series perform quite poorly
in all cases. As may happen with any transformation, at the tails of the transformed
price distribution the difference between predicted and observed values, even if the
two are close together, may be large when the inverse of the transformation is ap-
plied.

At off-peak hours we recommend using the ARX model with the transformed
prices, while at peak hours we suggest applying the ARX-J-CJ model with the orig-
inal price series. These forecasts are also of interest to participants in the futures
market. Electricity markets around the world are encouraging market agents to par-
ticipate in futures markets, and the decision is taken after profitability analyses. For
instance, Phelix futures are traded on the EPEX market. In such futures it is possible
to trade base and peak prices, which are the mean of all hours of the day and the
mean of peak hours, respectively. Hence, day-ahead price forecasting helps partici-
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pants to optimize their bidding strategies for the following days and decide whether
to participate in the futures market or not.

Finally, due to the differences in price formation for peak and off-peak hours,
research needs different models to be estimated for each hour of the day in order to
reduce forecast errors significantly. These differences emerge because the different
technologies are marginal at different hours of the day.
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Football analytics: a Higher-Order PLS-SEM
approach to evaluate players’ performance
Analisi statistica nel calcio: un approccio Higher-Order
PLS-SEM per valutare la performance dei calciatori

Mattia Cefis and Maurizio Carpita

Abstract Nowdays, data science is applied in several area of our life, and also many
applications in sports fields are increasing. In this context, we are focusing on foot-
ball (e.g. soccer); thanks to this work we have the aim to give a new approach in the
evaluation of football players’ performance given from the EA Sports experts and
available on Kaggle in the KES dataset. For this purpose, we adopt a Higher-Order
PLS-SEM approach to the sofifa KPIs (e.g. Key Performance Indicators) in order to
compute a composite indicator and compare it with the well-known overall index
from EA Sports. The final goal is to suggest a new performance index for helping
coaches and scouting staff of professional teams to take strategic decisions, in order
to evaluate impartially players’ performance.
Abstract Oggi la data science è applicata in diversi contesti della nostra vita e
anche in ambito sportivo le sue applicazioni sono in crescita. Nel nostro contesto
ci siamo focalizzati sul calcio e con questo lavoro proponiamo un approccio inno-
vativo all’analisi della performance dei calciatori partendo da quella già offerta
dagli esperti di EA Sports e disponibile sulla piattaforma Kaggle grazie al KES
dataset. A tale scopo adottiamo un approccio Higher-Ordered PLS-SEM agli indici
di performance di sofifa per calcolare un nuovo indice composito, confrontandolo
con quello di EA Sports. L’obiettivo finale è quello di proporre un nuovo indice
di performance per aiutare allenatori e l’area scouting di una società calcistica a
prendere decisioni strategiche e a valutare oggettivamente i calciatori.

Key words: football performance indicators, PLS-SEM, composite indicators.
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1 Introduction

The latest developments in sports research, especially in football, are driven from a
sort of a new “data-culture” approach. Players’ performance evaluation is becom-
ing a strategic key for football coaches and for the management of a football team.
We know that players’ performance on the soccer field has been extensively mea-
sured and described by soccer experts: in literature, very important are the detailed
classification by the experts from Electronic Arts (EA)1. In their opinion, players’
performance can be thought as a multidimensional construct made up of 6 perfor-
mance composite indicators (e.g. defending), each of which consists of several, more
specific skills (e.g. marking, standing tackle and sliding tackle as elements for the
defending dimension), which combined form an overall index that sums up the per-
formance; here the main problem is that experts’ opinions are not statistically sup-
ported [2, 3].

In this paper, our goal is to propose the use of the Higher Order PLS-SEM ap-
proach, starting from the data a relevant Data Science platform (e.g. Kaggle) in
order to build a new composite index and to compare it with the well-known overall
index from EA Sports experts, in order to give a significant statistics support to the
experts’ opinion.

2 Literature overview and data employed

In order to give an overview about literature, we can say that there are two main
approaches in football analytics: an explorative method oriented on analysis and
classification of the KPIs (e.g., Key Performance Indicators) with the aim to evalu-
ate players’ performance [2, 3] and another one oriented in the prediction of football
match results [4]. Furthermore, in order to evaluate the single player’s performance
there exist different methods: for example Pappalardo [8] adopted a SVM observing
match outcome, Schultze and Wellbrock [10] created a rating performance index
thanks to a plus-minus metric, Carpita [1] adopted an unsupervised method to clas-
sify different area of performance. We will focalize our attention on this last issue
(e.g. evaluation of single player’s performance), in fact our goal is to explore play-
ers’ performance variables (e.g. KPIs), in order to evaluate some different strategic
skills of each one; it can be useful for understanding any key choice of coaches, as
well as to guide player transfer decisions, transfer fees and contract negotiations or
to improve future predictive modelling.

In the European framework, the Kaggle European Soccer (KES) database is the
biggest open one devoted to the soccer leagues of European countries: it contains
data about 10000 players and 21000 matches of the championship leagues of 10
countries and 7 seasons from 2009/2010 to 2015/2016. It is composed mainly by
two big tables:

1 Link to the website: https://www.easports.com/
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• The Match table contains the date, the positions (X and Y coordinates) on the
pitch for the 22 players of the two teams and the final result of each match.

• The Player Attributes table contains other 29 variables (e.g. KPIs), with periodic
player’s performance on a 0–100 scale with respect to different abilities.

For our work we are interest just in the Player table and in particular we will take
into account just midfielder’s players from Italian Serie A 2015/2016, with stats
relying the beginning of the season, in order to have a toy dataset of 106 players
and 29 KPIs for each one. As said in the introduction, for what concerns attributes’
description, experts of Electronic Arts (EA/sofifa) Sports are considered the main
authority: players’ performance is defined as a multidimensional entity made up of
6 latent traits (e.g. attacking, skill, movement, power, mentality, defending), but they
are not statistically supported [2, 3]. Our goal is to apply to these KPIs a Higher-
Order PLS-SEM model, in order to create a new synthetic composite indicator and
compare it with the overall index of EA Sports experts.

2.1 The proposed Higher-Order PLS-SEM approach

PLS-SEM [11], also called PLS Path-Model, is a very interesting tool that offers
us a valid alternative to the well-known covariance-based model [6]. Its goal is to
measure causality relation between concepts (e.g. latent variables, the 6 sofifa latent
traits in our case), starting from some manifest variables (e.g. MVs, in our case
the sofifa KPIs), thanks to an explorative approach: the explained variance of the
endogenous latent variables (e.g. LVs, variables that we see as a sort of outcome,
the performance in our case) is maximized by estimating partial model relationships
in an iterative sequence of ordinary least squares regression [7]. Another essential
point of PLS-SEM is that does not require any preliminary assumptions for the
data, so it’s called a soft-modelling technique. PLS-SEM estimates simultaneously
two model:

• Measurement (or outer) model ⇒ links MVs (e.g. KPIs in our case) to their
LVs (e.g. the 6 sofifa dimensions). Each block of MVs Xg, g = 1, ...,G (with
G = 6) must contain at least one MV and this relation can be treated in two
ways: reflective (where the MVs are the effects of their own LV) and formative
(where the MVs are the causes of their own LV). In our work we will assume
a formative structure for the outer model where each LV ξg is considered to be
formed by its KPIs following a multiple regression:

ξg = Xgwg +δg (1)

and
E[δg|Xg] = 0 (2)

where wg is the vector of the outer regression weights and δ g is the vector of
error terms. So, the vector of the outer weights for the g-th LV is estimated by
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least squares:
wg = (XT

g Xg)
−1XT

g ξg (3)

• Structural (or inner) model ⇒ thanks to this model LVs are divided into two
groups: exogenous and endogenous. The first one does not have any predecessor
in the path diagram, the rest are endogenous. For the j-th endogenous variable in
the model, the linear equation of its own structural model is:

ξ j = β0 +
R

∑
r=1

βr jξr +ζ j (4)

where R is the number of exogenous LVs that affect the endogenous one and βr j
is so called path coefficient, a sort of linkage between the r-th exogenous LV and
the j-th endogenous LV and ζ j is the error term.

Moreover, for our work we will assume a PLS-SEM with Higher-Order Constructs,
also known as Hierarchical Models [9]. In this framework we can include LVs that
represent an “higher-order” of abstraction. In fact, for our purpose, we will assume
players’ performance as extra-latent construct of higher (second) order. Since this
LV is virtual, and so without any apparent MVs, literature suggested us an interest-
ing technique in order to modelling this framework: a two-step or patch approach
[9]. In the first step of this approach, we can compute thanks to PCA (e.g. Princi-
pal Component Analysis) the scores of the lower-order LVs (e.g. the first principal
component -I PC- of each one), while in the second one we can apply the clas-
sical PLS-SEM using the computed scores as MVs for the endogenous (e.g. the
performance) LV. In our work, we will build two different frameworks, following
the experts’ suggestion2 , in order to replicate the EA Sports overall:

• In the first framework, with the classical sofifa LVs classification (6 groups of
LVs), we assume a conceptual structure behind the performance [9] with the
presence of 3 endogenous LVs: attacking, defending, and the player’s perfor-
mance (e.g. PLS Path in Fig. 1). Note that for the performance (the only II order
construct), we used the I PCs of movement, defending and attacking as MVs.

• In the second framework we take in consideration the EA FIFA cards ability
classification (a little bit different classification of the same 29 MVs into others 6
LVs); here we assume just one endogenous Higher-Order LV (e.g. performance)
influenced directly from the others 5 exogenous (Fig. 1).

For the work we used the R package plspm [9] and bootstrap for the validation of
the models. In the next section we will share our results and a brief discussion.

2 For details see the website: https://www.fifauteam.com/fifa-19-attributes-guide/
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Fig. 1 PLS Path sofifa FIFmodel vs FAA cards model

3 Results and discussion

Preliminary results are showed in Fig. 2, where we can see
(in a formative way) for the defending LLVV in both sofifa an
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TIn Taable 1 instead we can see a comparison regards s
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goodness of fit index (e.g. GoF) is good (e.g. > 0.7, [9]) an
framework is a bit better than the first one. Then we comp
the correlation) between our Higher-Ordered PLS-SEM pe
true vero raall index computed from EA experts. It shows us
(rho > 0.9) between our index and the EA index, in both fr

e an example of loadings
WFIFd FAA cards model. Wee

tions (3 KPIs for the first
but are very high in both

some assessments index
th frameworks, while the

nd reveals that the second
puted the rho index (e.g.
erformance index and the
a very high concordance
rameworks.

Fig. 2 Loadings comparison for

TIn Taable 2 we can see the
and how both models have a

defending LLVV between sofifa FIFvs FAA

e output of the bootstrap valida
a significative R2 index for the

A cards model

ation (with 200 samples)
Lir own endogenous LVVs.

LLVVs are significative forInteresting to note how in the second model all MVs and
their respectively outer and inner model.
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Table 1 The two models goodness index comparison

Model Unidim. LVs GoF Corr. with the EA overall index

sofifa OK 0.71 0.94
FIFA cards OK 0.82 0.93

Table 2 The two models validation comparison

Model Non-sign. MVs Non-sign. LVs CI 95% for R2 of the endogenous LVs

sofifa 1 1
A. : [0.89;0.95]
D. : [0.67;0.83]
P. : [0.95;0.98]

FIFA cards 0 0 P. : [0.98;0.99]

In summary, we have seen how both models are good and so we reapplied them
across data of others European leagues and players’ roles, discovering some little
differences between the path coeffiecients: because of this, for future research it
could be interesting, as in-depth analysis, to focus on the problem of observed and
unobserved heterogeneity for players’ performance (e.g. roles, leagues, teams...),
maybe thanks the REBUS-PLS algorithm [5].
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Bayesian regularized regression of football
tracking data through structured factor models
Regressione bayesiana di dati di tracking nel calcio con
regolarizzazione via modelli fattoriali strutturali

Lorenzo Schiavon and Antonio Canale

Abstract The recent spread of football tracking data motivates the development of
statistical tools able to extract and summarize valuable knowledge from the large
amount of information available. Factor analysis is routinely used in statistics to
reduce dimensionality and when it is applied to a set of regressors it induces regu-
larization that can improve the out-of-sample prediction performances of the linear
model. In this article, we propose to use a structured infinite factor model on a set
of tracking performance indicators used as covariates of a model for dangerousness
of football actions. Such factor model is able to induce a flexible penalty structure
on the linear regression model which can be, on the other hand, easily interpreted,
providing useful insights in terms of football strategy.
Abstract La recente diffusione di dati di tracciamento posizionale nel calcio in-
centiva lo sviluppo di metodologie statistiche in grado di estrarre conoscenza dalla
grande quantità di informazione disponibile. L’analisi fattoriale è comunemente
utilizzata in statistica per ridurre la dimensionalità dei dati, migliorando le perfor-
mance predittive di un modello lineare se applicata alla matrice di regressori. In
questo articolo proponiamo di applicare un modello fattoriale strutturale ad un set
di indicatori di performance usati come covariate di un modello per la pericolosità
di azioni di calcio. Tale modello fattoriale è in grado di indurre una struttura di
penalità che sia flessibile e permetta, allo stesso tempo, una facile interpretazione
al fine di ottenere informazioni strategiche per lo sviluppo di azioni nel calcio.

Key words: Dimensionality reduction; Factor analysis; Group penalty; Increasing
shrinkage; Infinite factorization; Tracking football data.

1 Introduction

Data and statistics in football association (football hereafter) are commonly based
on ball related events, due to the manual system of data collection. Recently, ad-
vances in computer vision techniques make it possible to automatically track every

Lorenzo Schiavon · Antonio Canale
Department of Statistical Sciences, University of Padova, Via Cesare Battisti 241, 35121 Padova,
Italy. Correspondence: Lorenzo Schiavon - e-mail: lorenzo.schiavon@phd.unipd.it
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player on the pitch at discrete but frequent time points. It should be emphasised
that despite these methods were introduced around ten years ago [4], it is just in the
last year that they started to be routinely used, making available huge quantities of
data, which require suitable statistical methods to extract valuable information. For
instance, each action can now be described by a large number of Key Performance
Indicators (KPIs) based on the exact positions of the the players of both teams dur-
ing the entire action. When the interest is focused on a single aspect of the football
action, the proliferation of KPIs represent an undoubted advantage, since it is likely
that a suitable KPI addresses such specific aspect exists. On the other hand, coach-
ing teams are more often interested in detecting general traits of the actions and to
evaluate the impact of strategic decisions on the match outcome. Recognizing and
isolating such traits could be challenging.

Therefore, we propose to apply a Bayesian factor model to summarize the large
amount of information contained in the KPIs in a lower dimensional set of mean-
ingful aggregated indicators. Factor models are of particular interest to shed light
on the underlying covariance structure among the KPIs, but also they can be partic-
ularly suitable when we want to predict a variable of interested through the KPIs,
by performing a variable selection approach replacing the original very many pre-
dictors with the low-dimensional latent factors [9]. In the football context we may
be interested in modelling the dangerousness yi of the action i through a regression
on a set of p KPIs xi. Then, we reduce covariates dimensionality by considering the
Gaussian linear factor model for the n× p covariate matrix x

xi = Ληi + εi, εi ∼ N(0,Σ), i = 1, . . . ,n, (1)

with Λ a p× k loadings matrix, ηi a k dimensional factor, and εi a p-dimensional
error term with covariance matrix Σ = Ip(σ2

1 , . . . ,σ2
p)

⊤. The usual linear regression
model for the n-variate response vector y on the latent covariates is

yi = b0 +η⊤
i b+νi, νi ∼ N(0,σ2

ν ), i = 1, . . . ,n, (2)

where b0 is the intercept coefficient and b is the k-variate coefficient vector, with
k ≪ p. Let δ denote a p-variate coefficient vector such that b = Λδ , the model
above can be re-written as the usal p-variate regression

yi = b0 + x⊤i δ +ν∗
i , ν∗

i = νi − εiδ i = 1, . . . ,n.

Notice that model (2) is equivalent to model (3) where regularization on δ is applied
through k linear constraints determined by the columns of Λ . A sparsity pattern on
Λ implies that the linear constraints act only on subsets, possibly overlapped, of ele-
ments of δ . This can be seen as a group penalty, which is a quite common approach
in Bayesian literature, with the grouped Lasso [10] providing a notable example.
Nonetheless, inducing the group penalty through a carefully specified sparse fac-
torization of the covariate matrix could present several benefits. Firstly, the k latent
factors can be interpreted as latent covariates that summarize the information coin-
tained in the observed covariates. In our case, this means the construction of a new
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set of k more informative KPIs which can be directly analysed by the coaching
teams. Secondly, the constraints definition is flexible, specially if we rely on the re-
cent literature about over-fitted factorization models. Such approaches, introduced
by [2], assume an increasing shrinkage prior on infinite columns of the loadings ma-
trix Λ , allowing to adaptively truncate the model and choose the number of latent
components—i.e. the number k of linear constraints on δ–as well as the weigths of
such components without imposing any fixed structure. In this literature, the novel
class of generalized infinite factorization priors proposed by [8] is designed to in-
clude additional information about the columns of x to help the identification of
sparsity pattern on Λ , implying a coherent group penalty on δ . For example, we
could consider how each KPI is constructed to induce the k linear constraints on
groups of coefficients of similar KPIs. Motivated by the recent advances both in
data collection technology and in Bayesian factor analysis, in this article we apply
a structured increasing shrinkage factorization to model the covariate matrix con-
stituted by tracking KPIs and then to perform regularized regression of an action
dangerous index.

The article is organized as follows: Sect. 2 presents the model; in Sect. 3 we
apply the methodology to the football dataset. Finally, in Sect. 4 a discussion of the
results and the of the method limitations is provided.

2 The structured increasing shrinkage prior for factor models

Consider the notation introduced in the previous section. Let 1s and 0s denote the
s-variate all-ones vector and null vector, respectively. The model of the data is

[x,y]∼ N(1n[0⊤p ,b0]+η [Λ⊤,b], Σ ∗), Σ ∗ = Ip+1(σ2
1 , . . . .σ2

p ,σ2
ν )

⊤. (3)

Following common practice in the Bayesian factor analysis literature [2, 3, 8], we
avoid imposing identifiability constraints on Λ and induce a class of scale-mixture
of Gaussian shrinkage priors [5] for the loadings, specifying

λ jh | θ jh ∼ N(0,γhφ jh), h = 1, . . . ,∞ (4)

where the column-specific γh and the local φ jh scales are all independent a priori.
In particular we specify the structured increasing shrinkage (SIS) prior proposed in
[8], which induces the increasing shrinkage behaviour through the prior on γh

γh = ϑhρh, ϑ−1
h ∼ Ga(aθ ,bθ ), aθ > 1, ρh = Ber(1−πh) ,

where Ber(π) denote the Bernoulli distribution with mean π and Ga(a,b) denote the
gamma distribution with mean a/b and variance a/b2. The parameter πh = pr(γh =
0) follows a stick-breaking construction similarly to [3],

πh =
h

∑
l=1

wl , wl = vl

l−1

∏
m=1

(1− vm), vm ∼ Be(1,α),
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with Be(a,b) indicating the beta distribution with mean a/(a+b), such that πh+1 >
πh is guaranteed for any h = 1, . . . ,∞ and limh→∞ πh = 1 almost surely.

Differently from most of the existing literature on shrinkage priors, SIS defines
a non-exchangeable structure that includes meta covariates z informing the sparsity
structure of Λ . Meta covariates provide information to distinguish the p different
covariates. As a simple example regarding the football application discussed above,
meta covariates could inform on which team—i.e. attacking or defending team—
each KPI refers to or if the KPI is based on spatial or temporal measurements. Let-
ting z denote a p×q matrix of such meta covariates, each local scale ( j = 1, . . . , p;
h = 1, . . . ,∞) is specified as

φ jh | βh ∼ Ber{logit−1(z⊤j βh)2e log(p)/p}, βh ∼ Nq(0,σ2
β Iq),

where logit−1(u) = eu/(1+ eu). Equation (5) plays a key role in promoting poste-
rior samples of the loadings matrix characterized by recognizable sparsity pattern
associated to the meta covariates, helping the interpretation of the latent factors. The
intuition behind is based on expecting that meta covariates inform on KPIs similari-
ties that can be expressed in terms of high or low loadings on the same latent factors.
Note that such structure is allowed while not imposed.

The prior specification is completed assuming usual conjugate priors in re-
gression models, namely σ−2

ν ∼ Ga(aν ,bν), σ−2
j ∼ Ga(aσ ,bσ ) ( j = 1, . . . , p), and

bh ∼ N(0,σ2
b ) (h = 0,1, . . . ,∞).

Posterior inference is conducted via Markov chain Monte Carlo sampling. Con-
sistently with infinite factorization literature, we use an adaptive Gibbs algorithm,
which attempts to infer the number of latent factors k while it runs. Non-identifiability
of the latent structure creates problems in interpretation of the results from Markov
chain Monte Carlo samples and therefore we summarize [Λ⊤,b] and β through
[Λ⊤,b](t

∗) and β (t∗) sampled at the iteration t∗, characterized by the highest marginal
posterior density function. Computational details follow [8].

3 Application and results

We consider a dataset provided by MathAndSport1 composed by n = 125 inde-
pendent actions of three matches of a professional European league. The covariate
matrix, opportunely standardized, include p = 21 KPIs such as the length and width
of the teams during the action, the distance run, the number of players involved and
other spatial, temporal and tactical metrics. The response variable is the dangerous
index computed by MathAndSport as a weighted estimate of the maximum proba-
bility to score during the action, assuming values in (0,1). Meta covariates include
two categorical variables on KPIs characteristics. The first one indicates if each KPI
is referred to the attacking, to the defefending team or to both, while the second
meta covariate classifies the KPIs according to the type of measure they consider:
spatial measurements, physical performances, or possession choices. This leads to

1 MathAndSport s.r.l. is a sport analytics company based in Milan: www.mathandsport.com
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q = 5. Consistently with [8], we fix the hyperparameters aσ = 1, bσ = 0.3, σβ
2
β = 1,

and aθ = bθ = W2. Wee set aν = 1, bν = 2, σb
2
b = 1 and α = 4. Then, we run the

algorithm for 15000 iterations after a burnin of 10000 iterations and we thin the
WMarkov Chain, discarding all but every third sampled parameters. Wee verified satis-

Tconfying vvergence and low autocorrelation in the sampled parameters. Too evaluate
the model in terms of predictions, we consider y as missing values in a subset of
nv = 25 randomly sampled actions. Their root mean squared error (RMSE) with
respect to the the predictive posterior mean is 0.1637.

In addition to the possible advantages in terms of prediction provided by reg-
ularized regression, the proposed structured prior helps in interpreting the rela-
tions among the large set of KPIs and the response variable. The estimate of ka
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overall very low influce on the dangerousness of the action, suggesting that increas-
ing physical capacity of the players can impact the probability to score only when
they produce differences and advantages in strategic and technical aspects. Focus-
ing on the most important factors in terms of explaining dangerousness, we note that
high levels of both the fourth and the sixth factors decrease the probability of scor-
ing, even if they represent distinct aspects of the action, as it is clearly visible from
the fourth and sixth columns of the meta covariates coefficient matrix. The KPIs
influenced by the fourth factor are mostly related to the defenders attitude during
the action: as expected, we observe low, narrow, and high pressure defense when
the ball is in dangerous areas and close to the goal. The last factor describes the at-
tacking strategy providing the most interesting insights. Long actions that involves
a lot of players well distributed along the width of the attacking pitch are generally
more dangerous than other actions. Surprisingly, the loadings λ (t∗)

14·6 and λ (t∗)
15·6 indi-

cate that risky and fast passes are generally not worth, since they are not rewarded
in terms of scoring probability. Switching the signs of [Λ⊤,b]⊤ columns does not
change considerations above.

4 Discussion

The paper shows the potentiality of the generalized infinite factorization framework
also in the regression context to induce flexible and interpretable coefficient reg-
ularization. Although an extended comparison with alternative regularized regres-
sion models on a bigger dataset is needed, the football insights obtained display
that structured incresing shrinkage prior can help in construct meangiful relations
between tangible variables even in a new and complex context as that provided by
football tracking data.

Acknowledgements The authors are grateful to MathAndSport s.r.l. for providing the data.
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A dynamic matrix-variate model for clustering
time series with multiple sources of variation
Un modello dinamico matrix-variate per il clustering di
serie storiche con molteplici fonti di variazione

Mattia Stival

Abstract In this paper we present a dynamic matrix-variate model for clustering
online several multivariate time series. The specific matrix state-space structure of
the model allows for the inclusion of multiple sources of variation, such as those due
to dynamics typical of time series, or the presence of time-dependent regressors. The
use of matrix-variate normal distributions for the error terms and the introduction
of an unknown selection matrix among the model matrices for clustering ensure
flexibility, interpretability and usability in many contexts, while keeping the number
of parameters small. We outline the estimation method and analyze, as an example,
the training activities of one athlete using biometric data collected with a sport-
watch.
Abstract In questo lavoro presentiamo un modello dinamico matrix-variate per il
clustering in tempo reale di numerose serie storiche multivariate. La struttura state-
space matriciale del modello permette di includere molteplici fonti di variazione,
come ad esempio quelle dovute a dinamiche temporali tipiche delle serie storiche,
oppure alla presenza di regressori tempo dipendenti. L’utilizzo di distribuzioni nor-
mali matrici-variate per i termini di errore e l’introduzione di una matrice di se-
lezione ignota per il clustering tra le matrici del modello, garantiscono flessibilità,
interpretabilità ed utilizzabilità in numerosi contesti, mantenendo ridotto il numero
di parametri. Deliniamo il metodo di stima e analizziamo, come esempio, le attività
di allenamento di un atleta tramite i dati biometrici raccolti con uno sport-watch.

Key words: matrix time series, sport analytics, time series clustering
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1 Introduction

Thanks to new technologies, the possibility of collecting a huge amount of data is
offering new stimuli for the development of statistics. Generally, the need for easy-
to-use and interpretable tools clashes with data characterized by multiple types of
complexity: on the one hand, data are increasingly numerous, posing challenges to
the scalability of the tools, on the other hand, they present a complex structure, due
both to the nature of the data itself, and to the fact that the data collected often
come from non-homogeneous sources. In this context we insert our work, which
proposes a dynamic matrix model for clustering multivariate time series, as a new
alternative to the models reviewed in [8], allowing in a parsimonious way for the
need of flexibility and interpretability of many recent applied contexts. In the time
series literature, there is growing interest in analyzing time series beyond the typical
vector form of the observations, and examples of models that consider a time de-
pendence between matrices are numerous in different contexts, such us engineering,
medicine, finance and econometrics (see, e.g [4, 19, 18, 2, 3]). The particular state
space matrix form that we will give to the model, places it among the models for the
analysis of matrix-variate time series, as a general case that can include most of the
cited contributions. We emphasize the fact that time series of matrices can emerge
in two different situations. In the first case, the observation at time t is a matrix by
nature of the data, as in the case of images, while in the second case the observation
at time t should be thought as a mathematical expedient to deal compactly and parsi-
moniously with elements whose nature is not that, such as the case of the vectors of
observations of different economic indexes for different nations, which are stacked
in a matrix for convenience.

To provide an example of our model, we propose the analysis of an athlete’s
continuous running activities, using geophysical and bio-metrical data collected by
his sport-watch during a training period, as a new development of the model pro-
posed by [16] and [17]. The use of GPS-enabled tracking devices and heart rate
monitors is common in several disciplines, and the reason for such interest relies on
the primary need to improve the knowledge and individualize the design of training
activities and exercise programs in order to maximize the improvements, and avoid
over-training, which may lead to impaired health, and typically under-performance
[1]. In this context, data are collected as a sequence of N activities, where each
activity is represented by a high frequency multivariate time series collecting P dif-
ferent response variables, such as speed, heart rate, cadence, and R covariates, such
as GPS position and altitude. The most valuable statistical contribution in this field
has been provided by [7], for an advanced retrospective statistical analysis of these
kind of data using the R statistical software. The main novelty of our contribution
relies in the fact that the model is designed for real-time analysis of time series of
this type. In fact, we think that having real-time knowledge of how an athlete is per-
forming is critically important, with the idea that training in a sub-optimal condition
can greatly affect his or her health status.
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2 The model

Let Yt be the P × N matrix of observations storing, in the n–th column, the P–
dimensional vector of observed variables for the n–th time series at time t, for
n = 1, . . . ,N, and t = 1, . . . ,T . We assume that Yt can be described by the following
dynamic model

Yt =
M

∑
m=1

Zm,tAm,tS⊤m,t +ϒt , ϒt ∼ MNP,N(0,Σ R ⊗ΣC), (1)

Am,t+1 = Tm,tAm,tU⊤
m,t +Ξm,t , Ξm,t ∼ MNQm,Gm(0,Ψ R

m ⊗ΨC
m ), (2)

for Am,1 ∼ MNQ,G(Âm,1|0,PR
m,1|0 ⊗PC

m,1|0), m = 1, . . . ,M, t = 1, . . . ,T .
In the above specification, the measurement equation in Eq. 1 links the matrix of

observations Yt to the latent states Am,t (m= 1, . . . ,M), which follow a matrix autore-
gressive process of order 1, described by the state equation in Eq. 2. Both the equa-
tions involve a left and right multiplication of the latent states by left structural ma-
trices, Zm,t(P×Qm) and Tm,t(Qm ×Qm) and right structural matrices, Sm,t(N ×Gm)
and Um,t(Gm ×Gm) for all t = 1, . . . ,T , and m = 1, . . . ,M, which may depend on
the R covariates. Moreover, the error terms ϒt and disturbance terms Ξm,t follow
independent and serially uncorrelated matrix-variate normal distributions, with co-
variance matrices that can be decomposed by a Kronecker product (see, e.g. [10]),
a practical choice that allows us to reduce drastically the number of parameters in-
volved in the model, preserving an interpretable row-column dependence structure
(see,e.g [13]).

Let
yt = vec(Yt), υt = vec(ϒt),

αt = (vec(A1,t)
⊤, . . . ,vec(AM,t)

⊤)⊤, ξt = (vec(Ξ1,t)
⊤, . . . ,vec(ΞM,t)

⊤)⊤,

Z(vec)
t = [S1,t ⊗Z1,t | . . . |SM,t ⊗ZM,t ] T vec

t = blkdiag(U1,t ⊗T1,t , . . . ,UM,t ⊗TM,t),

Σ = (ΣC ⊗Σ R), Ψ = blkdiag(ΨC
1 ⊗Ψ R

1 , . . . ,ΨC
M ⊗Ψ R

M).

The model can be represented in a vector state space form

yt = Z(vec)
t αt +υt , υt ∼ MV NPN(0,Σ) (3)

αt = T (vec)
t αt +ξt ξt ∼ MV NQ(G1+...+GM)(0,Ψ) (4)

for α1 ∼ MV NQ(G1+...+GM)(α̂1|0,P1|0). If Z(vec)
t , T (vec)

t , Σ , and Ψ are fixed, we rec-
ognize a linear and Gaussian state space model (see, e.g [6]).

Under this setting, we assume Sm,t = Xm,tS, for all m = 1, . . . ,M. Here, Xm,t =
diag(xm,1,t . . . ,xm,N,t) is an N×N diagonal matrix of covariates for the N time series,
and S is an N ×G unknown selection matrix with n-th row that takes value I(Sn =
g) = 1 in its g-th column if the n-th time series belongs to the g-th group, with
the role of linking the group-specific dynamics of the states to the covariates of
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the N time series. We adopt a fully conjugate Bayesian approach. We note that
Σ R ⊗ ΣC = cΣ R ⊗ ΣC/c for any c > 0, leading to a potential identifiability issue
of the model. We deal with this issue by adopting the prior proposed by [14] for a
similar problem with the multinomial probit model, setting to 1 the 1-1 elements
of all all the row-covariance matrices (those with R in superscript). A Multinomial-
Dirichlet prior is used for the rows of S.

2.1 Posterior simulation

Although a Gibbs sampler is available, we propose to simulate from the poste-
rior distribution via a Metropolis-Hasting within Gibbs procedure, which is pos-
sible since it is straightforward to obtain the full conditional distributions of the
parameters. The algorithm iterates the following steps: 1) simulation of the states;
2) simulation of covariance matrices; 3) update of cluster allocations and weigths;
4) update of structural matrix parameters. We briefly discuss how we tackle step 1
and 3, highlighting some interesting feature of the model. Given S and the model
parameters, state simulation can be obtained without loss of information with the
Simulation Smoothing algorithm by [6], after transforming the measurement equa-
tion on a reduced form, thanks to the reduction by transformation technique by [12].
Large computational savings are possible if rank(Z(vec)

t )≪ NP, as in standard cases
where with a number of groups lower than the number of time series, and a moderate
number of covariates. Differently from standard mixture models, in which alloca-
tion are drawn one at a time, independently of each others, we propose to draw in
one-shot the selection matrix S with a Metropolis-Hasting step, by combining the
moves that do not change the number of groups of the Allocation Sampler by [15],
and a random walk proposal on the space of selection matrices. The reason of this
choice resides into two facts: firstly, both ΨC

m and ΣC may be not diagonal matrices,
leading to states of different group which are apriori dependent, and time series that,
conditional to the states, are still dependent; secondly, the latent states can be eas-
ily integrated out by the use of a Kalman filter routine, leading to chain with better
mixing properties. Updating the entire matrix S one row at a time would require the
use of N(G−1) Kalman filter routines, an unfeasible step for large N and long time
series (large T ). The evaluation of the proposed matrix requires instead the use of
just 2 Kalman filter routines.

3 Conclusion

In the application we cluster N = 90 continuous running activities into G= 3 groups,
for which we use the variable Heart Rate (bpm), Speed (m/s), and Cadence (spm) as
response variables measured over time, and variation in Altitude (m/s) as time de-
pendent explanatory variable. Activities belonging to the same group share both the
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trends which describes the global dynamics of the performance, and the time vary-
efcoefing ffificients which measure the fffect of one meter variation in altitude during

the activities, described by 3 stationary around the mean (estimated) AR(1) pro-
efcesses. The results are compatible with those presented in [17], with the fffects of

variation in Altitude slightly shrunk toward zero. In Figure 1 we present the results
in terms of the dissimilarity matrix D = 1

B ∑B
b=1 S(b)S(b)

⊤ , where S(b) denotes the
b-th draw selection matrix S, after a pre-selected burn-in period. An intense yellow

difcell indicates activities that under ffferent MCMC draws are allocated in the same
cluster. As the N = 90 activities are sequentially ordered, the presence of yellow
squares determined by contiguous activities highlights the presence of temporal de-
pendence (a posteriori) between cluster allocations, a relevant aspect that suggests
that temporally close activities are more likely to be allocated in the same cluster.

Fig. 1 Clustering structure betw
1
B ∑B

b=1 S(b)S(b)
⊤ , where S(b) den

period. The N = 90 activities are

inThe proposed model vv
termines the clustering of th
number of time series N and

ween activities expresses in terms of
notes the b-th draw selection matrix

sequentially ordered.

volves the use of an unknown s
he time series and whose dime
d the number of groups G If G

the dissimilarity matrix D =

S, after pre-selected burn-in

selection matrix that de-
ensions are given by the
is unknown its selectionnumber of time series N, and the number of groups G. If G is unknown, its selection

difcan be done in ffferent ways. On the one side, one can use information criteria, such
as DIC and some of its variants. On the other hand, it is possible to put an a priori
distribution on the unknown number of groups G, i.e. on the number of columns of
S. The use of reversible jump techniques are extremely hard, as well as practical tries

difwith the Allocation sampler by [15] shows the ffificulties of the moves that change
difTthe number of group. Too avoid these ffificulties, one may combine the moves that

not change the number of group, which seems to work well also in high dimensional
setting, with the Telescoping Sampling by [9]. From the modelling perspective, we

difmay also consider a ffferent selection matrices Sm for each of the additive terms
in the measurement equation. Finally, as the interest resides on the real time use on
these data, we may consider for further developments the development of an online
learning methodology, such as those related to online EM and online variational ap-
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proximation algorithms.
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Evaluating football players’ performances using
on-the-ball data
Valutazione della performance dei giocatori di calcio
utilizzando on-the-ball data

David Dandolo

Abstract We introduce a model-based approach to estimate the probability that a
particular action performed by a football player is leading to scoring a goal in the
immediate next actions. After the construction of an appropriate model, and given
the probabilities for the event of interest, we build an overall index summarizing
the offensive impact of each player, leading to a completely data-driven approach to
performances evaluation.
Abstract In questo paper introduciamo un modello per stimare la probabilità che
una particolare azione condotta da un giocatore di calcio abbia come esito un goal
in una azione immediatamente vicina. Dopo aver costruito un modello appropriato
e calcolate le probabilità degli eventi di interesse, costruiamo un indice in grado di
sintetizzare l’impatto offensivo di ciascun giocatore.

Key words: Sport analytics, evaluation of players performances, Bayesian infer-
ence.

1 Introduction

Data analysis is becoming a crucial aspect in a lot of contexts, including the sports
analysis. The bookmakers use predictive models to calculate better odds, but also
managers and coaches make extensively use of statistical methods and softwares
to gain information about the performance of the teams. The evolution of the com-
puting capacity gives now the possibility to study a lot of more data to study new
approaches, in particular in the soccer context, regarding the players evaluation. The
actual state of art includes use of descriptive measurements (number of shots, per-
centage of shots on goal, cross or pass completed, and others). In addition, others
studies are based on the Expected Goals measure [2], and just a few more recent
works try to includes in their analysis more information about what happen in the
pitch, for example [3]. An interesting approach is that of [4], which evaluate the

1
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Table 1 Description of the available dataset.

# Variable name Variable type Variable description

Identifiers of team, players and match
1 Id numerical
2 playerId numerical identifier of the player performing the action
3 teamId numerical team in which the player performing the action plays
4 matchId numerical identifier of the match

5 matchPeriod categorical match period: in our data it indicates the first or second half
more generally it can also indicate any extra time or penalty kicks

Event attributes
6 eventSec numerical time in seconds elapsed since the start of the game period
7 eventId numerical identifier of the event
8 eventName textual textual description of the event
9 subEventId numerical identifier of the sub-event
10 subEventName textual textual description of the sub-event
11-18 tagId1,. . . ,tagId8 textual 8 variables indicating the identifier of the Tag
19-27 tagsLabel1,. . . ,tagsLabel8 textual 8 variables indicating additional description of the event

Coordinates
28 x1 textual coordinates of the point where the action begins, i.e. the starting point
29 y1 textual of the ball, indicated as a percentage distance from the left corner

of the team door of the player performing the action
30 x2 textual coordinates of the point where the action ends, i.e. the point of arrival
31 y2 textual of the ball, indicated as a percentage distance from the left corner of

the door of the team of the player performing the action

impact of an action performed by a player as the difference of the probability, esti-
mated by SVM, to realise a goal before and after that action. Instead, in this paper
we introduce a model-based approach having the scope of estimating the probability
that a particular action performed by a player is leading to scoring a goal in the im-
mediate next actions. After the construction of an appropriate model, knowing the
probabilities of interest, we build an index summarizing the offensive impact of each
player, leading to a completely data-driven approach to performances evaluation.

2 The data

The data used in this paper are provided by WyScout, the so called on the ball data.
On the ball data are collected in such a way that a ball-event is recorded every time
one of the football players make a play on the ball. The dataset at our disposal has
1520 matches of the top Italian Soccer League (Serie A), concerning the soccer sea-
sons 2014-15, 2015-16, 2016-17, 2017-18, with more than 2 millions of events, in
which are engaged 1111 football players of 27 different teams. The dataset has been
organised so that, every match is described by n-tuples composed by 27 variables as
described in Table 1.
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Fig. 1 Actions performed by
Giacomo Bonaventura in the
football match Empoli versus
Milan on September 23, 2014.
The white arrow in the left-
bottom corner of the figure
indicates the attack direction
for the analyzed player.

3 Building the design matrix

The dataset provided by WyScout is not directly exploitable “as it is” for the purpose
of building a statistical model aiming to evaluate the football players performances.
Therefore, an extensive pre-processing of the data for finding and eliminating errors
have been done. First, data incongruences such as ID of Event, subEvent or Tag
(see Table 1) mismatched with the textual description or events positions not in the
correct ranges or again events associated to players who could not have made them
have been removed from the dataset. Then, the events regarding the goalkeepers and
referee interventions, which are not suitable for our purpose, have been removed
form the dataset.

To exploit the information concerning Event, subEvent and Tag, we construct
a n× p design matrix, in which every column represents one of the possible val-
ues of the variables listed in Table 1, with value equal to 1 if that particular event
is happened, and 0 otherwise. Again, for the purpose of our analysis, the informa-
tion regarding the event “Foul” could be summarized in two macro tags: “In game
Foul”, which contains all the fouls that interrupt the game and “Out game Foul”, that
otherwise contains all the fouls that happened when the game was already stopped.
To make the events “Others” on the ball less general, we left value 1 only to the
subEvent related cell (when the subEvent information was present) and removed it
from the major event, thereby becoming a container for the event for which we do
not have enough information.

Another relevant aspect concerns the different roles assigned to the football play-
ers. Indeed, in a football team there are different roles for the players, and it would
be unfair to evaluate the performance of all the players playing different roles with
the same rule, and compare players having offensive roles with those having de-
fensive roles. Therefore, we opt for performing a clustering of the players’ starting
event positions (x1,y1) using the k-means algorithm. The results provided in Figure
2 show that using 7 clusters we have some interpretable centroid coordinates. Con-
cerning again the players’ starting event positions, it is worth noting that, while the
event position coordinates are useful for visual representation of player actions in a
match (see Figure 1), they are not so informative from the perspective of building a
statistical model for assessing the players performances. Indeed, to get a represen-
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Fig. 2 Centroids identified
by the k-means algorithm to
assign the player’ role. “ST”

“Lstands for “striker”, LWW”
“Rand RWW” stand for “left” and

“right” wing, “MD” stands for
“midfilder”, “LB”and “RB”
stands for “left” or “right”
back, and “CD” stands for
“central defender”.
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tation of the position accounting for the distance from the opponent’s goal line and
angle, we propose to transform the position into polar coordinates with reference
to the goal-line, see Figure 3. All the information about the event position is now
included in the variables angle (α) and distance from the goal-line d.

The last step of our data-building procedure is to aggregate the variables in order
to match those present in the original dataset: playerId, teamId, matchId, Match-
Period, eventSec. Also, for simplicity we replace the numerical values for the
playerId and teamId with their names.

Because of in soccer the aim is to score more goal then the opponents, inspiring
by [4], we decided to create a dichotomous response variable, with value 1 when
the action t of a team h is followed in max k actions by a goal in favour of team
h, and 0 otherwise. In this way, we reward all the actions that participates in the
network of events leading to the achievement of the goal. Therefore, the vector y =
(y1,y2, . . . ,yn) where yi can be interpreted as the realization of a Binomial random
variable Yii ∼ Bin(1,πii). The choice of the value for k is not immediate. Indeed, a

fvalue too high would in faact reward even trivial or unimportant actions, temporally
distant from the moment when the scoring opportunity was actually created, while a
low value would only reward those actions who finalize the goal. Another aspect to
be considered is that players in the opponents team could play a relevant role in the
current action, but this aspect does not necessarily mean that the events happened
till that moment are no longer relevant. As final remark we observe that in an entire
Serie A championship, there are about 1000 goals while the average of events on the
ball per game is 1600. This leads to an unbalanced dataset, with a lot of 0 and very
few 1. Therefore a bigger value of k could help to avoid the consequences of zero-
inflation. Keeping in mind all previous considerations we opt for setting k = 15.
The response variable yt can be therefore interpreted as follows: “within the next k
events, the team that has the possession of the ball in the action t will score a goal”.

perf4 Measuring players’ foormances

Let y = (y1,y2, . . . ,yn) be a random sample of n binary observations for a given
player and let xi = (xi1,xi2, . . . ,xip)

ᵀ be the set of p covariates associated to each
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Fig. 3 Representation of the
coordinates of the event.
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sample unit i = 1,2, . . . ,n, we consider the following Binary regression model:

yi ∼ Ber (1,ψii) (1)

ψii = FLo (ηi) =
eηi

1+ eηi
(2)

ηi = α +xᵀi β , i = 1,2, . . . ,n, (3)

where β = (β1,β2, . . . ,βp)
ᵀ is the p× 1-vector of the unknown regression param-

eters, α ∈ R is the constant, ηi = log ψii
1+ψii

is the log-odds ratio and FLo(·) denotes
the logistic-link function. The Bayesian inferential procedure requires the specifi-
cation of the prior distribution for the unknown vector of parameters (α,βᵀ)ᵀ. In
principle non informative priors can be specified for the vector of regression pa-
rameters, i.e., π (α,β ) ∝ 1. Alternatively, the usual Gaussian prior can be specified
for regression parameters, i.e., π (α,β ) = π (α)π (β ) with π (α)∼ N

(
µα ,σα

2
α
)

and

π (β ) ∼ N
(

µβ ,Σββ

)
. The Bayesian inference is performed via the Gibbs sampling

algorithm leveraging the data augmentation approach of [1], that relies on the Pólya-
Gamma representation of the logistic-link function.

Once we get the estimate of β̂ r ∀r, we calculate the probability of scoring a goal.
That probability measures the relevance of that particular event for scoring a goal.
However, to get the players ranking, it is important to build an index that summarizes

ofthe fffensive impact of player i. The simplest method consists to extract, for each
subject i, the sub-matrix Xii consisting of all the actions he performed, and calculate
the probability π̂ii,t for each action t, with t = 1, . . . ,Tii, where Tii denotes the total
number of actions performed by the i-th player. Also, to account for the temporal
evolution of the performances we leverage an exponential weighted moving average
(EWMA) approach to update the score after the end of each match. During the g-th
match, the i-th player performs Tii,g actions, and the rating is estimated as:

zi,1 =
1

Tii,1

Tii,1

∑
t=1

π̂ii,1,t , zi,g = (1−λ )zi,g−1 +λ

(
1

Tii,g

Tii,g

∑
t=1

π̂ii,g,t

)
, (4)
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for g = 2, . . . ,Gi, where Gi indicates the total number of games in which the i-th
player has played, and λ denotes the tuning parameter that regulates the importance
of past player’s performances. To include the information about the number of goals
scored by a player, we again exploited an EMWA approach:

z̃i,1 =

(
1

Ti,1

Ti,1

∑
t=1

π̂i,1,t

)
(1− γ)+ γςi,1 (5)

z̃i,g =

[
(1−λ ) z̃i,g−1 +λ

(
1

Ti,g

Ti,g

∑
t=1

π̂i,g,t

)]
(1− γ)+ γςi,g (6)

ςi,g =
#GOALi,g

#GOALg
, (7)

for g= 2, . . . ,Gi, where ςi,g is the number of goals scored by the player i in the match
g, normalized by the total of goals scored in the match. Therefore, for every player
the performance value obtained by the EWMA model could be used as rating.

5 Conclusions

Instead, in this paper we propose a model-based approach for estimating the prob-
ability that a particular action performed by a player is leading to scoring a goal in
the immediate next actions. After the construction of an appropriate model, know-
ing the probabilities of interest, we build an index summarizing the offensive impact
of each player, leading to a completely data-driven approach to performances eval-
uation.
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Social stratification of migrants in Italy: class reproduction and 
social mobility from origin to destination 
Stratificazione sociale degli immigrati in Italia: riproduzione di 
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Abstract 64&)5"7&8#$9&83&,":&,)&7)-;<"4%&)53&7#(",1&7)$,)"="(,)"#4&#=&=#$3"%4&8#$93$7&
"4&6),1<&,;#>)"4%&,&(1,77?@,73;&,>>$#,(5A&)5"7&>3$7>3()"03&,11#87&-7&)#&753;&1"%5)&#4&
)53&)$,47:"77"#4&#=&"43B-,1")<&,4;&7#(",1&:#@"1")<&C@#)5&inter-&,4;&intra?%343$,)"#4,1D&
=$#:&(#-4)$<&#=&#$"%"4&)#&;37)"4,)"#4E&F3&=#$:-1,)3&)53&5<>#)53737&)5,)&,&1#8&7#(",1&
#$"%"4&,4;&(1,77&>#7")"#4&"4&5#:3&(#-4)$<&"7&,77#(",)3;&@#)5&8")5&>##$&#((->,)"#4,1&
,(5"303:34)&CHyp 1D&,4;&8")5&7(,$(3&(5,4(37&#=&->8,$;&7#(",1&:#@"1")<&CHyp 2D&"4&
)53&5#7)&(#-4)$<E&G-$&$37-1)7&-4;3$1"43&,&(13,$&(1,77&$3>$#;-()"#4&"4&)53&1#837)&7)$,),&
#=&)53&#((->,)"#4,1&7)$-()-$3E&H-$)53$:#$3*&#((->,)"#4,1&:#@"1")<&)#&->>3$&(1,77&C@-)&
4#)& )#&>3))<&@#-$%3#"7"3D&"7&3,7"3$&=#$&85#&,1$3,;<&5,7&,&5"%5&7#(",1&>#7")"#4*&85"13&
85#& 1"37& ,)& )53& @#))#:&#=& )53& 7#(",1& 7)$-()-$3& "7& >$3034)3;& =$#:& ":>$#0"4%& 5"7I53$&
>#7")"#4&,17#&"4&)53&5#7)&(#-4)$<E&&&&
&
Abstract Questo lavoro studia la stratificazione sociale dei lavoratori stranieri in 
Italia con una prospettiva centrata sulla classe sociale: è così possibile analizzare 
la trasmissione delle disuguaglianze e la mobilità sociale (sia inter- che intra-
generazionale) dal paese di origine a quello di destinazione. Si ipotizza che bassa 
origine sociale e po
esiti occupazionali (Hyp 1)&e a ridotte possibilità di mobilità ascendente (Hyp 2) nel 
paese di destinazione. I risultati sottolineano una chiara riproduzione di classe 
negli strati più bassi della struttura occupazionale. Inoltre, la mobilità 
oc  (ma non verso la piccola borghesia) è più 
realizzabile per 
status socio-economico incontra difficoltà a migliorare la propria posizione anche 
nel paese ospitante. 
&
Key words: "4)3$4,)"#4,1&:"%$,)"#4*&1,@#-$&:,$93)*&7#(",1&(1,77&$3>$#;-()"#4*&7#(",1&
:#@"1")<*&7#(",1&7)$,)"="(,)"#4&&
&
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1 Introduction 
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R#?7& B/0#1,*&OPJST&OPJLT&/0#1,*&'"(("))#*&OPOPT&I,11,$"4#*&',4"(5311,*&OPJST&OPJLT&
U-11"4*& V3;43$"*& OPJJT& ',4"(5311,*& OPJLT& ',4"(5311,*& /0#1,*& '"(("))#*& in pressC*&
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/0#1,*&'"(("))#*&OPOPT&',4"(5311,*&/0#1,*&'"(("))#*&in pressC@&&
N4&)5"7&%$#-4:*&83&5;<#)537".3&)5,)&>"%$,4)7&8")5& )53&1#837)&#((-<,)"#4,1&(5,4(37&
"4& 6),1;& ,$3& )5#73& 85#& ,1$3,:;& 5,:& 83,9& 7#(",1& #$"%"4& ,4:& (1,77& <#7")"#4& & "4& )53&
(#-4)$;& #=& #$"%"4Q& )5373& 7-?R3()7& ,$3& )53& #437& 85#& %3)& 1#83$& #((-<,)"#4,1&
,(5"303>34)7&,)&)53&="$7)&R#?&"4&6),1;&BHyp 1C&,4:&,$3&1377&1"931;&)#& A
7),)-7& R#?7& )$,<&:-$"4%& )53&(,$33$& BHyp 2C@&G5,497& )#&5"%5AF-,1");&:,),*& =#(-73:&#4&
>"%$,4)& "4:"0":-,17& 1"0"4%& "4& 6),1;*&83& ,$3& ,?13& )#&5"%51"%5)&<,))3$47&#=& 7#(",1& (1,77&
$3<$#:-()"#4&,=)3$&>"%$,)"#4@&

2 Data and method 
Z3& ?,73& #-$& ,4,1;7"7& #4& )53& H#(",1&X#4:")"#4& ,4:& 64)3%$,)"#4& #=& U#$3"%4&X")".347&
BHX6UC&7-$03;*&85"(5&5,7&?334&(#113()3:&?;&)53&6),1",4&2,)"#4,1&647)")-)3&#=&H),)"7)"(7&

540



!"#$%&''()%($*$#%($"+'"*',$-)%+(''$+'.(%&/0'#&%''')12)"34#($"+'%+3''"#$%&',"5$&$(/'*)",'")$-$+'("'31'($+%($"+'
6.'(%(7' $+'89:: 89:8;'<1'31*$+1''"#$%&'#&%'''"+' (=1'5%'$''"*' (=1'>?@'#&%''''#=1,1'
6>)$A'"+B'?"&3(=")21B':CC87B' $31+($*/$+-0':7'4221)' #&%''' 6>?@' .D..D...%57E'87'21((/'
5"4)-1"$'$1'6>?@'.F%5#7E'G7'H")A$+-'#&%'''6>?@'FDF.DF..%57;'<$(=$+'(=1'H")A$+-'
#&%''B'H1'*4)(=1)'3$'($+-4$'='51(H11+0'G%7''(%5&1'H")A$+-'#&%'''621),%+1+('%+3'*4&&D
($,17E'G57'4+'(%5&1'H")A$+-'#&%'''6*$I13D(1),'%+3J")'2%)(D($,17E'(=$''#="$#1'%&&"H''4''
("'%##"4+('*")'(=1'-)"H$+-'H$(=$+D#&%''1''=1(1)"-1+1$(/'"*',"31)+''"#$1($1''6K1'#=B'
899LE'@%+$#=1&&%B'MN"&%B'@$##$(("B'in press7;'.+3$N$34%&''%)1'#&%''$*$13'%'',$-)%+(''$*'
(=1/'=%N1'5")+'%5)"%3B'1I#12('*")'21"2&1'5")+'$+'O")(='M,1)$#%B'K#1%+$%'%+3'"(=1)'
=$-=D$+#",1'#"4+()$1'B''$+#1'(=1$)'"##42%($"+%&'#"+3$($"+'$''$+'-1+1)%&''$,$&%)'("'(=%('
"*' (=1' +%($N1' 2"24&%($"+' 6MN"&%B' @$##$(("B'F1-1(($B' 89:C7;'K4)' '%,2&1' #"+'$'('' "*'
,%&1''%-13'51(H11+'8P'%+3'LQ;'!$+#1',$-)%($"+'$''%'-1+31)13'2)"#1''B'H1'1I#&4313'
H",1+' *)",' (=1' %+%&/'$'0' (=1$)' $+#&4'$"+' '="4&3' =%N1' )1R4$)13' %' ,")1' )1*$+13'
1,2$)$#%&' '()%(1-/' 6S%&&%)$+"B' @%+$#=1&&%B' 89:T7;' M+%&/'$'' %&'"' 1I#&431'' (="'1'
,$-)%+(''H="',$-)%(13'51*")1'51$+-'&1'''(=%+':P'/1%)''"&3B''$+#1'(=1/',%/',$-)%(1'$+'
")31)' ("' U"$+' (=1$)' 2%)1+('' 6-1+1)%($"+' :;P7;'M*(1)' %' &$'(DH$'1' 31&1($"+' "*',$''$+-'
"5'1)N%($"+'B'H1'1+3'42'H$(='%+'%+%&/($#%&''%,2&1'"*'PBVP8'$+3$N$34%&';''
K4)'1,2$)$#%&''()%(1-/'#"+'$'(''"*'(H"''1(''"*'&"-$(',"31&'B'%$,$+-'%('(1'($+-'"4)'(H"'
=/2"(=1'1';' W=)11' 3121+31+(' N%)$%5&1'' %)1' 31*$+13' ("' (1'('Hyp 10' %7' 1+(1)$+-' (=1'
H")A$+-'#&%'''%('*$)'('U"5E'57'1+(1)$+-'(=1''(%5&1'H")A$+-'#&%'''%('*$)'('U"5E'#7'1+(1)$+-'
(=1'4+'(%5&1'H")A$+-'#&%'''%('*$)'('U"5;'.+'")31)'("'(1'('Hyp 2B'H1'31*$+1'(=1'*"&&"H$+-'
3121+31+(' N%)$%5&1'0' %7' ()%+'$($+-' *)",'H")A$+-' #&%''' ("' 4221)' #&%''E' 57' ()%+'$($+-'
*)",' H")A$+-' #&%''' ("' 21((/' 5"4)-1"$'$1E' #7' %N"$3$+-' 4+'(%5&1' H")A$+-' #&%''' ")'
4+1,2&"/,1+(;'<1'#"+()"&' *")'%'+4,51)'"*'#"N%)$%(1'B'+%,1&/0' &1N1&'%+3'2&%#1'"*'
134#%($"+'6&"H1)'")' &1''E'4221)J(1)($%)/' $+'#"4+()/'"*'")$-$+E'4221)J(1)($%)/'$+'.(%&/7E'

6'$+-&1B',%))$13B'3$N")#137E'+4,51)'"*'#=$&3)1+'69E':E'8E'XG7E'%-1'34,,$1''6*)",'8P'
42' ("' LQ7E' ,%#)"D%)1%' "*' )1'$31+#1' 6O")(=DH1'(E' O")(=D1%'(E' Y1+()1E' !"4(=' %+3'
.'&%+3'7E'/1%)''"*')1'$31+#1'34,,$1'E'3$)1#(',$-)%($"+'6/1'E'+"7;'

3 Preliminary findings 
W%5&1':''="H'' (=1')1'4&(''*")',"31&'' (1'($+-'Hyp 1B'H=$&1' $+'W%5&1'8'%)1'2)1'1+(13'
)1'4&(''*")'Hyp 2;'Y"+'$31)$+-',"31&'6:7B' $('1,1)-1''(=%('51$+-')%$'13'$+'%'H")A$+-'
#&%''' *%,$&/' $+#)1%'1'' (=1' #=%+#1'' "*' -1(($+-' %' U"5'H$(=$+' (=1'H")A$+-' #&%''' %*(1)'
,$-)%($"+B'+1('"*'(=1''"#$"D1#"+",$#'2"'$($"+'$+'(=1'#"4+()/'"*'")$-$+;'.+(1)1'($+-&/B'
'"#$%&'#&%'''51*")1',$-)%($"+'$''%''()"+-1)'2)13$#(")'"*''"#$%&'#&%'''%('*$)'('U"5'$+'.(%&/0'
$+3113B' $+3$N$34%&'' (=%(' H1)1' 1,2&"/13' $+' (=1' H")A$+-' #&%''' %)1',")1' &$A1&/' ("'
,%$+(%$+'(=$''N1)/'#&%'''$+'(=1$)'*$)'('"##42%($"+%&'12$'"31'$+'(=1'="'('#"4+()/E'(=$''$''
()41' *")' 21"2&1'H$(=' %' 2)1N$"4'' U"5' $+' (=1$)' #"4+()/' "*' ")$-$+' 5"(=' $+' (=1' '(%5&1'
H")A$+-'#&%'''%+3' $+'(=1'4+'(%5&1'"+1;'Z1,%)A%5&/B'%&'"'$+3$N$34%&''+"('H")A$+-'$+'
(=1$)'=",1'#"4+()/'=%N1'=$-=1)'#=%+#1''("'=%N1'%'H")A$+-'#&%'''U"5B'H$(=')1'21#('("'

#&%''' $+''(%5&1'%+3'4+'(%5&1'6,"31&''687'%+3'6G77B' (=1')12)"34#($"+'"*'#&%'''2"'$($"+'
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!& & !$#$[$#&'$(($))#*&+,-$$.$#&/0#1,*&2,.,$34#&',4$(5311,&
V$#M&(#-4)$-&#V&#$$[$4&)#&.3C)$4,)$#4&D3(#M3C&3034&M#$3&0$C$D13D&$4.33.*&>3#>13&?5#&
D31#4[3.&)#&)53&C),D13&?#$E$4[&(1,CC&)$,4C$)*&,V)3$&M$[$,)$#4*&)#&,&>3$M,434)&>#C$)$#4&
?$)5$4& )5,)& (1,CC@&F$(3&03$C,*&?5#&D3V#$3&M$[$,)$#4&?,C& 3M>1#-3.& $4&,& 13CC&C3(-$3&
,4.& $3?,$.$4[& D1-3& (#11,$& @#D*& 5,C&M#$3& (5,4(3C& )#& V$4.& ,& C$M$1,$& @#D& $4& )53& 43?&
(#-4)$-Y&)53C3&>3#>13&$C&4#)&3034&,D13&)#&3C>3$$34(3&,&>,))3$4&#V&5#$$.#4),1&M#D$1$)-&
within-working class. 
 
Table 1& & '$#D,D$1$)-& #V& 34)3$$4[& $4& )53&?#$E$4[& (1,CC& ,)& V$$C)& @#D& $4& G),1-@&/03$,[3&>,$)$,1&
3VV3()CD&1#[$)&M#.31C&
&

& GH& H),D13&GH& J4C),D13&GH&
& &&&&&&&&&&&&&&KLM& KNM& KOM&
& & &&& & & & & &

H1,CC& #V& #$$[$4&
PQ3V@D&J>>R&

& & & & & &

'S& &&&T@TL& KT@TOM& UT@TL& KT@T!M& &&&T@TL& KT@T!M&
GH& &&&T@TOV& KT@TNM& &T@TO& KT@TNM& &&&T@TT& KT@TNM&
H1,CC&$4&(#-4)$-&#V&
#$$[$4&PQ3V@D&J>>R&

& & & & & &

'S& &&&T@TL& KT@TOM& UT@TT& KT@TOM& &&&T@TL& KT@TOM&
GH&KH),D13M& T@LWVVV& KT@TNM& &T@LWVVV& KT@TOM& &&UT@TL& KT@TOM&
GH&KJ4C),D13M& T@LNVVV& KT@TNM& &T@TN& KT@TNM& &T@LTVVV& KT@TOM&
2#)&?#$E$4[& T@TWVVV& KT@TNM& &T@T!V& KT@TNM& &&&T@TO& KT@TNM&
K2M& X*WXN& X*WXN& X*WXN&
&
Y,D13& N& ,4,1-C3C& )#& ?5,)& 3C)34)& V#$3$[4& ?#$E3$C& C-((33.& $4D& !M& )$,4C$)$4[& V$#M&
?#$E$4[&(1,CC& )#&->>3$&(1,CCY&XM& )$,4C$)$4[&V$#M&?#$E$4[&(1,CC& )#&>3))-&D#-$[3#$C$3Y&

M#D$1$)-& >$#(3CC3C*& $)& 3M3$[3C& )5,)& C#($,1& (1,CC& .#3C& 4#)& 5,03& ,4-& 3VV3()& #4& )53&
)$,4C$)$#4& V$#M& ?#$E$4[& (1,CC& )#& >3))-& D#-$[3#$C$3& KXM@& G)& $C& 1$E31-& )5,)& )53& 4#4U
V$4,4($,1& $3C#-$(3C& $31,)3.& )#& )53& C#($,1& C),)-C*& 1$E3&M#)$0,)$#4& ,4.& 34)$3>$343-$$,1&
,))$)-.3& KD-)& 4#)& )53& V$4,4($,1& #43C*&[3#[$,>5$(,11-& 34$##)3.& ,4.& 4#)& )$,4CV3$,D13M*&
3,C3&)53&,((3CC& $4&)5$C&(1,CC& $4&,&43?&(#-4)$-&#41-& $MM3.$,)31-&,V)3$&)53&>$#(3CC&#V&
M$[$,)$#4D&
$3130,4)& V#$& )53& )$,4C$)$#4& )#& C31VU3M>1#-M34)@&Z$VV3$34)1-*& (#M$4[& V$#M& ,& @#D& $4&
->>3$&(1,CC&K!M&(#4V3$C&5$[53$&(5,4(3C&#4&V#$3$[4&?#$E3$C&#V&)$,4C$)$4[&V$#M&?#$E$4[&
(1,CC& )#&->>3$&(1,CCY& $4.33.*&(#M$4[&V$#M&?5,)C#303$&#)53$&(1,CC& $C&,CC#($,)3.&?$)5&
13CC& (5,4(3C& #V& 3C>3$$34($4[& )5$C&>,))3$4& #V& ->?,$.&M#D$1$)-@&Y5$C& V$4.$4[&M,-&D3&
13,.&V$#M&5$[51-U3.-(,)3.&>3#>13&)5,)&,((3>)&,&1#?UC),)-C&V$$C)&@#D&$4&,&43?&(#-4)$-*&
?,$)$4[& V#$& )53& $3(#[4$)$#4& #V& )53$$& 3.-(,)$#4,1& .3[$33& K[311$4$*& !-3))#*& NTL\M@&
[$4,11-*&?534&1##E$4[&,)&)53&>$#D,D$1$)-&#V&.#?4[$,.$4[&V$#M&C),D13&?#$E$4[&(1,CC&,)&
V$$C)& @#D& $4& G),1-& )#& -4C),D13&?#$E$4[& (1,CC& #$& -43M>1#-M34)& K]M*& $)& 3M3$[3C& )5,)&
(#M$4[&V$#M&,&?#$E$4[&(1,CC&5#-C35#1.&$C&,CC#($,)3.&?$)5&V3?3$&(5,4(3C&#V&.#.[$4[&
)5$C& >,))3$4& #V& M#D$1$)-@& H$M$1,$1-*& ,1C#& )53& >#C$)$#4& $4& #?4& 5#M3& (#-4)$-& $C&
,CC#($,)3.&?$)5& )53&,0#$.,4(3&#V& )5$C&.#?4?,$.& )$,4C$)$#4D&>3#>13&?5#&?3$3& $4& )53&
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!"#$%&''()%($*$#%($"+'"*',$-)%+(''$+'.(%&/0'#&%''')12)"34#($"+'%+3''"#$%&',"5$&$(/'*)",'")$-$+'("'31'($+%($"+'
4+'(%5&1'8")9$+-' #&%'''")'+"('8")9$+-'%)1' )1,%)9%5&/',")1'%(' )$'9'"*' $+#4))$+-' $+'
(:$''()%H1#(")/'(:%+'21"2&1'2)1I$"4'&/'1,2&"/13'$+'"(:1)'#&%''1';''
 
Table 2 'Z)"5%5$&$(/'"*'428%)3''"#$%&',"5$&$(/'%,"+-',$-)%+(';'NI1)%-1'2%)($%&'1**1#('0'
&"-$(',"31&''
'

' A)",'IB'("'jZZ' A)",'IB'("'Za' NI"$3$+-'4+'(%5&1'
IB'%+3'

4+1,2&"/,1+('
' ''''''''''''''''CDE' ''''''''''''C!"' ''''''''''''''#$"'
' ' ''''' ' ' ' ' '

%&'((')*')+,-,.'/01*23'
4556'

' ' ' ' ' '

78' ''9299' #929:"' ;929<' #929:"' '''929<' #929$"'
=%' ';929:>' #929<"' ;929<' #929<"' ;92<9>>>' #929?"'
%&'((' ,.' @)A.B+C' )*'
)+,-,.'/01*23'4556'

' ' ' ' ' '

78' ;929D>>>' #929:"' 929:' #929?"' ';929!' #929!"'
=%'#EB'F&1"' ;929G>>>' #929:"' ';9299' #929?"' ';929?' #929H"'
=%'#4.(B'F&1"' ;929D>>>' #929:"' 929<' #929:"' ;92<:>>>' #929H"'
I)B'J)+K,.-' ;929L>>>' #929:"' ';929<' #929:"' ;92<!>>>' #929H"'
#I"' HMLLD' HMLLD' :MD9?'
'
NO1(1'*,+(B'*,.P,.-('@)++)F)+'B1')A+'OC5)BO1(1(2'=,BO'+1(51@B'B)'Hyp 1M')A+''.'&C(,('
(O)J('BO'B'51)5&1'J,BO'J1'K'()@,'&'5)(,B,).',.'BO1,+'@)A.B+C')*')+,-,.',('Q)+1'&,K1&C'
B)'+15+)PA@1'BO1,+'&)J'5)(,B,).',.'BO1'.1J'@)A.B+C2'NO,('5+)@1(('1Q1+-1(''&()'J,BO,.'
J)+K,.-'@&'((M'J,BO'BO1'P,(B+,FAB,).')*'J)+K1+(',.'@)+1R51+,5O1+'&')@@A5'B,).('J,BO,.'
BO,('@&'(('Q,++)+1P',.'BO1'@)A.B+C')*'P1(B,.'B,).2'S&()'Hyp 2',('B)'@).*,+Q1P'FC')A+'
+1(A&B(3'O'T,.-'O'P'''U)F',.'BO1'A551+'@&'((',.'BO1'O)Q1'@)A.B+C'1'(1('BO1'B+'.(,B,).'
*+)Q'J)+K,.-' @&'((' B)' A551+' @&'((M'JO,&1'JO)'J'(' 5&'@1P' ,.' BO1' 51+,5O1+C' )*' BO1'
&'F)A+'Q'+K1B',.'BO1')J.'@)A.B+C'*,.P('(1T1+1'P,**,@A&B,1(',.',Q5+)T,.-'O,(RO1+'()@,'&'
(B'BA(' '&()' ,.' BO1' O)(B' @)A.B+C2' V.&C' BO1' B+'.(,B,).' *+)Q' J)+K,.-' @&'((' B)' 51BBC'
F)A+-1),(,1',(' )+'FC',.P,T,PA'&'()@,'&'
5)(,B,).',.'O,(RO1+'@)A.B+C')*')+,-,.2'01Q'+K'F&CM'P1(5,B1'BO1'5+)@1((')*')@@A5'B,).'&'
A5-+'P,.-'JO,@O' (O)A&P' B+,--1+'Q)+1''.P'F1BB1+' U)F(' *)+'1T1+C).1' #7,@@,BB)M':9<GW'
V1(@OM'7,@@,BB)M'
,.1XA'&,BC'J,BO,.'BO1'&'F)A+'Q'+K1B3'BO1'Q)(B'*+'-,&1'(1-Q1.B(')*'BO1'J)+K*)+@1'F+,.-'
BO1,+'*+'-,&,B,1('J,BO'BO1Q''&()''*B1+'Q,-+'B,).2'
 

References  

ST)&'M'Y23'NO1'1BO.,@'51.'&BC' ,.' BO1' ZB'&,'.' &'F)A+'Q'+K1B3'S'@)Q5'+,().'F1BJ11.'
BO1'@1.B+1;.)+BO''.P'()ABO2'[2'\BO.2'Y,-+2'EBAP2'H<'#<< <:"3'<DH$ <D$L'#:9<!"2'
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U& & !,#$],#&',((,))#*&+,-$,.,#&/0#1,*&2,.,$34#&',4,(5311,&
/0#1,*& +2>& <,0#$#& ,::,]$,)#& 3& :-,1

=),)#&3&+3$(,)#&OOR>&RRO RUJ&
^J]OE@2&

/0#1,*& +2*& ',((,))#*& !2>& F)54,(& =34,1)D& ,4:& #((-=,),#4,1& :#E,1,)D& ,4& )53& G),1,,4&
1,E#-$&:,$I3)2&F)54,(,),3J&J]&^U@>&O]KRLOOOU&^J]J]@2&

/0#1,*&+2*&',((,))#*&!2*&M3]3)),*&N2>&F)54,(&=34,1)D&,4&)53&F-$#=3,4&1,E#-$&:,$I3)J>&,&
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jR&^J@>&RRE RjJ&^J]Oj@2&

R,11,$,4#*& !2*& ',4,(5311,*& 22>& S53& #((-=,),#4,1& ,4)3]$,),#4& #P&:,]$,4)&T#:34& ,4&
V3J)3$4&F-$#=3,4&1,E#-$&:,$I3)J2&/(),&=#(,#12&UO&^J@>&OJU OQJ&^J]OE@2&

R,$E,3$,*&'2*&O-)-1,*&!2>&F:=1#D:34)&=$#)3(),#4& 13],J1,),#4*& 1,E#-$&:,$I3)&:-,1,J:*&
,4:&,43W-,1,)D&,4&F-$#=3*&F-$2&=#(,#12&Q302&RJ&^Q@>&j]OLjOU&^J]OU@2&

R3$4,$:,*&N2*&R,11,$,4#*&!2>&F:-(,),#4*&#((-=,),#4&,4:&J#(,,1&#$,],4>&/&(#:=,$,),03&
,4,1DJ,J&#P&)53&)$,4J:,JJ,#4&#P&J#(,#L3(#4#:,(&,43W-,1,),3J2&O531)345,:>&F:T,$:&
F1],$&'-E1,J5,4]&^J]OU@2&

R#-$:,3-*& '2&S53& P#$:J& #P& (,=,),12& G4&Q,(5,$:J#4*& X2!2& ^3:2@&[,4:E##I& #P&S53#$D&
,4:& Q3J3,$(5& P#$& )53& =#(,#1#]D& #P& F:-(,),#4*& ==2JQO2JjE2& !$334T##:*& 23T&
\#$I&^OKEU@2&

F$,IJ#4*& Q2*& !#1:)5#$=3& X2[2>& S53& (#4J),4)& P1-]>& /& J)-:D& #P& (1,JJ& :#E,1,)D& ,4&
,4:-J)$,,1&J#(,3),3J2&O1,$34:#4&'$3JJ*&^]P#$:&^OKKJ@2&&

N311,4,*&G2*&!-3))#*&Q2>&/& L ,#4,1&(,$33$JU&/&
(#:=,$,),03& ,4,1DJ,J& #P& G),1D*&==,,4*& ,4:&N$,4(32& G4)2&+,]$2&Q302&jR& ^O@>&JULjE&
^J]OK@2&

N-11,4*& !2*&Q3D43$,*& F2>& <#T& -43:=1#D:34)& ,4:& E,:& _#EJ& P#$& 43T& ,::,]$,4)J& ,4&
G),1D2&G4)2&+,]$2&QK&^O@>&OOELOQ`&^J]OO@2&

^3J(5*& a2>& Q3:$,T,4]& )53& O1,JJ& +
!3$:,4D*&&=T3:34&,4:&=T,).3$1,4:2&',1]$,03&+,(:,11,4*&R,J,4]J)#I3&^J]]U@2&&

^3J(5*&a2*&',((,))#*&!2>&S53&=#1,$,.,),#4&:D)5>&^((-=,),#4,1&-=]$,:,4]&,4&!3$:,4D*&
==,,4*&=T3:34*&,4:&)53&bc*&OKKJ J]Oj2&V#$I&^((-=&QU&^Q@>&QQOLQUK&^J]OK@2&

',4,(5311,*&22>&F(#4#:,(&($,J,J&,4:&#((-=,),#4,1&,4)3]$,),#4&#P&$3(34)&,::,]$,4)J&,4&
V3J)3$4&F-$#=32&G4)2&=#(,#12&RR&^O@>&UQ Ej&^J]OE@2&

',4,(5311,*&22*&/0#1,*&+2*& ',((,))#*&!2>& ^in press@2&+,]$,),#4*& (1,JJ& ,)),,4:34)& ,4:&
J#(,,1&:#E,1, L3(#4#:,(&,4)3]$,),#4&,4&G),1D2&F-$2&
=#(,#12&Q302&

',((,))#*& !2>& d-,1,P,(,.,#43& #& =#1,$,..,.,#43U& G1& :-),:34)#& :311,& J)$-))-$,&
#((-=,.,#4,13&,4&G),1,,*&OKKJLJ]Oj2&'#1,J&RR&^O@>&jKLEE&^J]OK@2&

',#$3*& +2>& R,$:J& #P& ',JJ,]3>& +,]$,4)& <,E#$& ,4:& G4:-J)$,,1& =#(,3),3J2& O,:E$,:]3&
b4,03$J,)D&'$3JJ*&23T&\#$I&^OK`K@2&

'#$)3J*&/2>&S53&F(#4#:,(&=#(,#1#]D&#P&G::,]$,),#4>&FJJ,DJ&#4&23)T#$IJ*&F)54,(,)D*&
,4:&F4)$3=$343-$J5,=2&Q-JJ311&=,]3&N#-4:,),#4*&&23T&\#$I&^OKKj@2&

Q3D43$,*&F2>&G::,]$,4)J&,4&,&J3]:34)3:&,4:&#P)34&-4:3(1,$3:&1,E#-$&:,$I3)2&X2&+#:2&
G),12&=)-:2&K&^O@>&`OLKR&^J]]R@2&
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3.19 Well-being, healthcare, integration 
measurements and indicators (SIEDS)
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'
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!! "#-)'(()-''#+

9*'*&.(';&;#"A'*&#'#<$*$'.<'C#004/#.*5'.*',)"$;#'.('+$<)(#1A'*&B.*5'&('&'"#+#"#*<#'
;$.**' *&#' #<$*$'.<' 1$'&.*' $+' *&#' ;"$D#<*'7,2' 6,-).*&/0#' &*1' 2)(*&.*&/0#'3#004
/#.*5'.*'9*&0:8'$+'*&#'9*&0.&*'E&*.$*&0'9*(*.*)*#'$+'2*&*.(*.<('69(*&*8>'%&#'7,2'&.'('&*'
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'
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B& #!"#$%&'()*++,-&.%))$,&.%//*,))%-&0"#*%!,&1%#$),&
2!!"#$ %&'$ %()$ *+,-'-$ &./'$ .00'*%'1$ %&'$ &)2-'&)41-3$ '*)4)5,*$ ('4467',489$ %&'$
,4%'+4.%,)4.4$ '*)4)5,*$ *+,-,-$ :;!!<6;!!=>$ 1'+,/'1$ 0+)5$ %&'$ ?'&5.4$ @+)%&'+-$
0.,42+'A$ .41$ %&'$ B2+)C'.4$ *+,-,-$ )0$ %&'$ -)/'+',84$ 1'7%#$ (&)-'$ '00'*%-$ ('+'$ 5)+'$
,4%'4-'$ ,4$ ;!DD6;!D;#$ .41$ *.4$ 7'$ *)4-,1'+'1$ -)4/'1$ ,4$ ;!DERF$ G%$ ,-$ *4'.+$ %&.%$ %&'$
'*)4)5,*$ 1)5.,4$ )0$ %&'$ ('4467',48$ -%,44$ 1'-'+/'-$ C.+%,*24.+$ +'4'/.4*'$ (,%&,4$ %&'$
)%&'+$ 1,5'4-,)4-F$ H)44)(,48$ %&'$ %,5'4,4'--$ 1'-*+,7'1$ .7)/'#$ %&'$ 4)48,%21,4.4$
.4.4I-,-$,-$-'%$.%$E$+'4'/.4%$I'.+-9$;!!"#$;!D!#$;!DE$.41$;!D=F$

.! !"#$%#&'()*+,%)-#.$%/+

J&'$ '*)4)5,*$ ('4467',48$ %&+)28&$ E$ -271)5.,4-$ ,-$ 5'.-2+'1#$ '.*&$ )4'$
+'C+'-'4%'1$7I$.4$,41,*.%)+$*)5,48$0+)5$%&'$K,4*$-I-%'5F$

DF$ K2761)5.,4$ !"#$%&'())* !+,-#A$ ,41,*.%)+9$ .-/(&)* -0"(1&3('-/* ()$+2-* ()*
3"#$%&'())*3+,-#*'4&)/&#/'*5!3'6F$J&'$G-%.%$&1-#&)-*()$+2-*3-#*$&3(4&$,-$+'C4.*'1$
0)+$ %&+''$+'.-)4-F$H,+-%#$ %&'$5'1,.4$,-$.$7'%%'+$ ,41,*.%)+$)0$.$5)4'%.+I$1,-%+,72%,)4#$
8,/'4$ ,%-$ +)72-%4'--$ %)$ 'L%+'5'$/.42'-F$ K'*)41#$ %&'$ 'M2,/.4,-'1$ 0)+5$ :%&+)28&$ %&'$
5)1,0,'1$N'*1$-*.4'>$,-$7'%%'+$ ,4$)+1'+$ %)$*)4-,1'+$ %&'$1,00'+'4%$-,O'-$.41$4''1-$)0$
%&'$ &)2-'&)41-F$ J&,+1#$ ,4$ %&'$ B2+)C'.4$ *)4%'L%#$ ,%$ ,-$ '--'4%,.4$ %)$ *)4-,1'+$ %&'$
1,00'+'4%$*)-%$)0$4,0'$.41$C2+*&.-,48$C)('+-$,4$%&'$P)24%+,'-F$

;F$K2761)5.,4$7)-0"&3(48A$,41,*.%)+9$94*#(':*+;*3+1-#48*#&4-*59<!6F$G%$,-$.$+'4.%,/'$
5'.-2+'$)0$C)/'+%I9$,%-$%&+'-&)41$,-$-'%$1'C'41'4%4I$)4$%&'$,4*)5'$1,-%+,72%,)4$.41#$
%&'+'0)+'#$,%$5'+'4I$*.C%2+'-$&)($5.4I$,41,/,12.4-$.+'$0.+$0+)5$%&'$)%&'+-F$J&.%$,-#$
+'4.%,/'$C)/'+%I$,-$.4$,4'M2.4,%I$,41,*.%)+$+.%&'+$%&.4$.$C)/'+%I$,41,*.%)+$:K'4#$D=<Q>F$
G-%.%$5'.-2+'-$ ,4'M2.4,%I$.4-)$ %&+)28&$ %&'$=('3+'&>3-* ()$+2-* ()-0"&3(48$ :K<!RK;!$
,41'L>F$K,4*'$%&'I$.+'$7)%&$+'C+'-'4%.%,/'$)0$%&'$-.5'$-2761)5.,4#$.41$,%$,-$.$8))1$
C+.*%,*'$%)$-%+,*%4I$-'4'*%$,41,*.%)+-#$STU$,-$-'4'*%'1F$

QF$K2761)5.,4$!+1-#48A$,41,*.%)+$?-1-#-*2&4-#(&3*/-3#(1&4(+)$5?.=6#$%&.%$,-$%&'$
-&.+'$)0$C)C24.%,)4$4,/,48$,4$&)2-'&)41-$4.*V,48$.%$4'.-%$E$,%'5-$)2%$)0$=$'*)4)5,*$
1'C+,/.%,)4-F$H.+$0+)5$7',48$.$C'+0'*%$,41,*.%)+#$,%$,-$%&'$5)-%$-,5,4.+$,41,*.%)+$%)$%&'$
*)4*'C%$ )0$ .7-)42%'$C)/'+%I$ ,4$ %&'$BWF$W4(,44,484I#$ G-%.%$9>'+3"4-*3+1-#48* #&4-* ('*
)+4* "'-/$ -,4*'$ ,%$ ,-$ %&'$ X%+2'Y$ 5'.-2+'$ )0$ C)/'+%I$ :%&'$ C)/'+%I$ 4,4'-$ .+'$ -'%$
,41'C'41'4%4I$)4$ %&'$5)4'%.+I$1,-%+,72%,)4#$.41$.4-)$*)4-,1'+$ %&'$1,00'+'4%$*)-%$)0$
4,0'$,4$1,00'+'4%$.+'.->F$Z)('/'+#$%&'$5'.-2+'$)0$%&'$[)+41$@.4V$(&,*&$1)'-$4)%$0,%$
0)+$ 1'/'4)C'1$ P)24%+,'-$ ,-$ 'L*421'1$ :%&'$ .7-)42%'$ C)/'+%I$ ,-$ )00,*,.44I$ 5'.-2+'1$
)44I$ ,4$ G%.4I$ .41$ WKS#$ 7'*.2-'$ )0$ %&'$ 1,00,*24%,'-$ ,4$ %&'$ 1'0,4,%,)4>F$ S41$ %&'$
B2+)C'.4$ P)55,--,)4$ C+)\'*%$ X]'.-2+,48$ .41$ 5)4,%)+,48$ .7-)42%'$ C)/'+%I^
S@KUNY$,-$-%,44$,4$%&'$C&.-'$)0$-%21I$:P2%,44)$'%$.4F#$;!;!>F$

EF$K2761)5.,4$?">@-$4(1-*-1&3"&4(+)A$ ,41,*.%)+$7)/-A*+;*-$+)+2($*/('4#-''#$ %&.%$
,-$%&'$-&.+'$)0$,41,/,12.4-$,4$&)2-'&)41-$%&.%$1'*4.+'$%)$8'%$%)$%&'$'41$)0$%&'$5)4%&$
(,%&$8+'.%$1,00,*24%IF$J&'$-27\'*%,/'$-2761,5'4-,)4$,-$*)4-,1'+'1$.4$,5C)+%.4%$)4'#$
'-C'*,.44I$,4$%&'$*)4%'L%$)0$%&'$@BKF$

$
R$!"#$%&'(#)*+,"(#(-"#$.++"&(#$+/0/0#1"+/2/&,#)+*3#(-"#4*2/156#7%&1"3/$#0/(.%(/*&8#"2"&#/)#(-"#
%1*7("1#/&1/$%(*+0#$%&'(#0(/99#3"%0.+"#/(0#/37%$($
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4&)$!"#$%&'()*+',(#-(./#*#!%/(0'1123'%*4(-#5(&6'(.75#"'8*(9*%#*(:#7*&5%'$( ;<
M)"<#".:&%&%M<+,-:-<&%.&2:-N#,<:#"<#".N1".<1N#<-)"<1N33N_&%M<#":,N%,4<!!"#$%&'(%#

)!(#*!%+(,4<-)"<,566.N.:&%<_":3-)<&,<2"#-:&%37<:<8&33:#<N1<-)"<)N5,")N3.,9<.N%"-:#7<
_"3366"&%M:<=N_"1"#><2N##"2-37<.":,5#&%M<-)"<1:35"<N1<_":3-)<&,<"?-#"."37<2N.83"?><
,&%2"< ,N."< -78",<N1<_":3-)<:#"< ,-:-&,-&2:337<)&.."%< @":M:><8:&%-&%M,>< A"_"33"#7<"-2:B><
:%.< :--#&65-&%M< :< 1:35"< -N<_":3-)< &,< :#6&-#:#7<_)"%< ,N."< -78",< N1<_":3-)< :#"< %N-<
,N3.C6N5M)-< @":M:>< )N5,",B:<M)&,< &,< :< 1"#7< #"3"1:%-< &,,5"< &%< -)"< D5#N8":%< 2N%-"?-><
M&1"%< -)"< .&11"#"%-<_"&M)-< 6"-_""%< 1&%:%2&:3<_":3-)< :%.< #":3< ",-:-"<_":3-)< &%< -)"<
.&11"#"%-<2N5%-#&",:<-!.&+!# +'/')0# ')# 1')%)$'%++2#/3+)!"%4+!#,.35!,.+654< -)"#"< &,<%N-<
,52)<:%<&%.&2:-N#<&%<-)"<D5#N,-:-<.:-:6:,":<M)5,><&%<-)&,<,-:M"><&-<&,<"?235.".<1#N.<-)"<
,"->< #","#1&%M< -N< ,":#2)< 1N#< :%< :3-"#%:-&1"< &%.&2:-N#< &%< -)"< D5#N8":%< E"%-#:3< F:%G<
@DEFB<.:-::<7!/!"!#,.35')0#6!&"'/%('.)<:%.<8.*#*."9#')(!)5'(2<.":,5#"<&.8N#-:%-<
-N8&2,><65-< -)"7< 2:%9-< 6"< "?:2-37< 2N%,&."#".< :,< &%.&2:-N#,<N1< "2N%N.&2<_"3366"&%M<
5%."#<:<-)"N#"-&2:3<8N&%-<N1<1&"_:<

5! 4$-&'('('*'+,(/,-/$+--/

M)"<2N.8N,&-"<&%."?<_:,<2N%,-#52-".<5,&%M<-)"<H.A5,-".<I:JJ&N--:6K:#"-N<+%."?<L<
HIK+< @I:JJ&N--:< :%.< K:#"-N>< MNOPB:< M)&,< :MM#"M:-&N%< 15%2-&N%< :33N_,< :< 8:#-&:3<
2N.8"%,:6&3&-7><,N<-):-<:%<&%2#":,"<&%<-)"<.N,-<."8#&1".<&%.&2:-N#<_&33<):1"<:<)&M)"#<
&.8:2-< N%< -)"< 2N.8N,&-"< &%."?< @&.8"#1"2-< ,56,-&-5-:6&3&-7B:< Q52)< :< 2)N&2"< &,<
:.1&,:63"<_)"%"1"#<:<#":,N%:63"<:2)&"1"."%-<&%<:%7<N1<-)"<&%.&1&.5:3<&%.&2:-N#,<&,<
2N%,&."#".< -N< 6"< 2#52&:3< 1N#< N1"#:33< 8"#1N#.:%2"< @E)&:88"#N6I:#-&%"--&< :%.< 1N%<
R:2N6&><MNOMB:<M)"<.N,-<N#&M&%:3<:,8"2-<N1<-)&,<&%."?<&,<-)"<."-)N.<N1<%N#.:3&J:-&N%><
2:33".<SEN%,-#:&%".<I&%6I:?<I"-)N.T<@I:JJ&N--:<:%.<K:#"-N><MNMOB:<M)&,<."-)N.<
%N#.:3&J",< -)"< #:%M"< N1< &%.&1&.5:3< &%.&2:-N#,>< ,&.&3:#37< -N< -)"< 23:,,&2< I&%6I:?<
."-)N.><65-<5,",<:<2N..N%<#"1"#"%2"<-):-<:33N_,<-N<."1&%"<:<U6:3:%2&%M<.N."39<@&:":><
-)"<,"-<N1<1:35",< -):-<:#"<2N%,&."#".<6:3:%2".B:<M)5,>< &-< &,<8N,,&63"< -N<2N.8:#"< -)"<
1:35",<N1<-)"<5%&-,><6N-)<&%<,8:2"<:%.<-&."><_&-)<#",8"2-<-N<:<2N..N%<#"1"#"%2"<-):-<
.N",<%N-<2):%M"<N1"#<-&.":<
V"-<5,<2N%,&."#<-)"<.:-#&?<!WX:#"!Y<_&-)<MZ<#N_,<@2N5%-#&",B><[<2N35.%,<@&%.&1&.5:3<
&%.&2:-N#,B><:%.<[< 3:7"#,<@7":#,B<_)"#"<"#$!< &,< -)"<1:35"<N1< &%.&1&.5:3< &%.&2:-N#< %><1N#<
2N5%-#7<&><:-<7":#<':<H<%N#.:3&J".<.:-#&?<"WX"#$!Y<&,<2N.85-".<:,<1N33N_,4<

<

_)"#"< <:%.< <:#"><#",8"2-&1"37><-)"<N1"#:33<.&%&.5.<:%.<.:?&.5.<

N1<&%.&2:-N#<%<:2#N,,<:33<-&.",<@MN:38N,-,B> <&,<-)"<D\<:1"#:M"<&%<MNNZ<@#"1"#"%2"<
1:35"B<1N#<&%.&2:-N#<%><:%.<-)"<,&M%<]<."8"%.,<N%<-)"<8N3:#&-7<N1<&%.&2:-N#<%:<

^"%N-&%M<_&-)< >< >< >< #",8"2-&1"37>< -)"<.":%><,-:%.:#.<."1&:-&N%><:%.<
2N"11&2&"%-< N1< 1:#&:-&N%< N1< -)"< %N#.:3&J".< 1:35",< 1N#< 2N5%-#7< &>< :-< 7":#< '>< -)"<
2N.8N,&-"<&%."?<&,<M&1"%<674<

!"
#$%&'#$%()

*"" "

!"#!#!"#!#

"!"#
!"# $$

$$
%

!
!

±=

!"#$% !"#!#
$ !"#$% !"#!#

$

!!"

!"#!
!"#! !"#!"

548

http://566.N.:


" " " " " " "
"

" " " " " " "
" " " " " "

" " " " " "
" " " " " " " " " " " " " "

" " " " " " " "
" " " " "

"
"""""""""""""""""""""""""""" " " """"""""""""""""""""""""""""""""""""""" " " "

"
' " " " " " " " " "

"
" " " " " " " " " " " "

" " " " " " " "
" " " " " " " "

" " "
" " " " " "

" " " " " " " " "
" " " " " " " " " "
" " " " " " " "
" " " " " " " " " "

" " " " " " " "
" " " " "

" " " " " " " "
" " " " " " " " "

" " " " " " " "
" " " " " "

"
"
"
"
"

"
"

!" !" !"

! #$%&'( )*+,--./ 0(++
!

"$#$%& ' ()*+(, -)& &..&/- *. 0*%124$32-$*0, *0, -)%&&, $0
...4$...&&%&0- ()28&! 5)&, .$$%(-, )2(, 20 &68*0&0-$24 4$(-%$7$-$*0, 8

--0*%124 4$(-%$7$-$*0,89*%: 204, -)&, -))$%4,)2( 2,;&-2,4$(-%%$7$-
$04$/2-*%( 2%& 0*%124$3&4 7< -)& /42(($/,=$0>=26 1&-)*4 $0
"$#$%& '7? -)&<,2%& 0*%124$ -3&4,7<,-)&,/*0(-%%2$0&4,=$0>126
8-)& 1&20: *. '@@,204,2,%20#&,*. A@!

(1 0,BC0(2 3'+D.% E1 ).B4+&(,B'

!#!#!# ###!" !"#$%$&' !=!
, , , , , , ,

,

, , , , , , ,
, , , , , ,

, , , , , ,
, , , , , , , , , , , , , ,

, , , , , , , ,
, , , , ,

,
,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,

,
' , , , , , , , , ,

,
, , , , , , , , , , , ,

, , , , , , , ,
, , , , , , , ,

, , ,
, , , , , ,

, , , , , , , , ,
, , , , , , , , , ,
, , , , , , , ,
, , , , , , , , , ,

, , , , , , , ,
, , , , ,

, , , , , , , ,
, , , , , , , , ,

, , , , , , , ,
, , , , , ,

,
,
,
,
,

,
,

(') *+,,-)((+. #%&-+B) /+&'()

00$1$0$24 $00$/2-*%3 4$-),
-567889 -))&, 3&/*00, )23 2,

-$*0, 5:&-8! B0 "$#$%& ;29,
-0 -))& %20#& <=9 ;>9 200 $0

.--1&-))*0 4$-)) 2 %&.&&%&0/&

'%,*-B?*+@ 3'(D)%

, , , , , , ,
,

, , , , , , ,
, , , , , ,

, , , , , ,
, , , , , , , , , , , , , ,

, , , , , , , ,
, , , , ,

,
,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,

,
' , , , , , , , , ,

,
, , , , , , , , , , , ,

, , , , , , , ,
, , , , , , , ,

, , ,
, , , , , ,

, , , , , , , , ,
, , , , , , , , , ,
, , , , , , , ,
, , , , , , , , , ,

, , , , , , , ,
, , , , ,

, , , , , , , ,
, , , , , , , , ,

, , , , , , , ,
, , , , , ,

,
,
,
,
,

,
,

/0#$%& '( ))35+&-B6 (D' 7-+AA-7 +B%

, , , , , , ,
,

, , , , , , ,
, , , , , ,

, , , , , ,
, , , , , , , , , , , , , ,

, , , , , , , ,
, , , , ,

,
,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,

,
' , , , , , , , , ,

,
, , , , , , , , , , , ,

, , , , , , , ,
, , , , , , , ,

, , ,
, , , , , ,

, , , , , , , , ,
, , , , , , , , , ,
, , , , , , , ,
, , , , , , , , , ,

, , , , , , , ,
, , , , ,

, , , , , , , ,
, , , , , , , , ,

, , , , , , , ,
, , , , , ,

,
,
,
,
,

,
,

(D' 7)BA(&+-B'% *-B?*+@ 3'(D)%F

, , , , , , ,
,

, , , , , , ,
, , , , , ,

, , , , , ,
, , , , , , , , , , , , , ,

, , , , , , , ,
, , , , ,

,
,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,

,
' , , , , , , , , ,

,
, , , , , , , , , , , ,

, , , , , , , ,
, , , , , , , ,

, , ,
, , , , , ,

, , , , , , , , ,
, , , , , , , , , ,
, , , , , , , ,
, , , , , , , , , ,

, , , , , , , ,
, , , , ,

, , , , , , , ,
, , , , , , , , ,

, , , , , , , ,
, , , , , ,

,
,
,
,
,

,
,

0-*,2,/4*3&0 $0-&%1249,B$-
4&203, -* -)& 4*33, *., 2
&C$24 0*%124$3&0,124$&3
&%D, $0B2420/&0, *%$#$024
00$/2-*% /*%%&38*003 -*,2,
$- /*%%&38*003 -*,2,1&%D,

)& 1&20 *. -)& %20#&9,B$-,
.%&0/&, .**% %&20$0#, %&3$4-3

00*-,E0*4 $., $-3 *%$#$024,
*%124$3&0, 124$&3 BD, -)&
- 4 -) F - 0G

, , , , , , ,
,

, , , , , , ,
, , , , , ,

, , , , , ,
, , , , , , , , , , , , , ,

, , , , , , , ,
, , , , ,

,
,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, , , ,

,
' , , , , , , , , ,

,
, , , , , , , , , , , ,

, , , , , , , ,
, , , , , , , ,

, , ,
, , , , , ,

, , , , , , , , ,
, , , , , , , , , ,
, , , , , , , ,
, , , , , , , , , ,

, , , , , , , ,
, , , , ,

, , , , , , , ,
, , , , , , , , ,

, , , , , , , ,
, , , , , ,

,
,
,
,
,

,
,

-2H3 4& /200 3&&9 -))& I$0JI27 1&-)*0 B%$0# 244 124$&3 $0-
22-)& 0$3-%$B$-$*03 *., $00$/2--*%3 2%%& 0*-, F/&0-%&0G, 200 -)$3,

.&./*11*0,% .&&%&0/&,124$&9 3$/),23 -)&,1&20! B- .**44*43 -)2-
5$!&!9 B2420/&0, 0*%124$3&0, 124$&38 /20, /*%%&38*00, -*, 1&%

.124$&3! "*% &72184&9 -)&,0*%124$3&0,124$&,=!N,.**% -)&,678,$00$
)$#),*%$ .#$024 124$&K 4)&%&23 .**% -)&,L*% 200,:&- $00$/2-*%3
4*4 *%$#$024,124$&!,I*%&*1&%9,-)& 0*%124$3&0 124$& =!M $3 -)

&.--0*- *. 0$3-%%$B$-$*039 200, -))&0, $- /200*- B&, $3&0, 23 2, % .&&%
5&!#!9 $., -)& 0*%124$3&0 124$& *., 2 /*$0--%%D $3 =!N!9,4& /20
124$&, $3 2B*1&, *% B&4*4 -)&, 1&208! O0 -)& /*0-%2%D9, 0*%
/*03-%2$0&0,I$0JI27 1&-)*0 2%& .0*- .**%/&0,$0-*,2,/4*3&0,$0-&%1249 -)&D,2%&,F/&0-%&0G,
-4$-)) %&38&/- -*, 2, /* .11*0 %&.&&%&0/&9, 200 2-)&D 2%%& &23$&%, -* $0-&%8%&-P, $., -)&

0*%124$3&0, 124$&, *., 2 /*$0-%D $3 #%&2- -&% -))20, ;== .29, -)&0 $-, $3 2BB*1& -)& %&.&&%&0/&
-&.-124$&9 &43&,$- $3 B&4*4 -))& % .&&%&0/&,124$&! "$0244D9 -)&,/*182%2B$4$-DD 2/%*33 -$1&,$3

12$0-2$0&0 4)&0 0&4 02-2 B&/*1&, 212$42B4&, 5-)&, #*248*3-3 0*, 0*- 0&&0, -*, B&,
$802-&08!

549



4,#$%&$'()*,+,-*.,$/,08$,$%(8,9*11?2*(,3,/$:,)Q*,04:$&*5,,6,($,,#$4,):(*', 7<
/! !"#$%&'()*'%+#"+%+#,-'-"

"#<#$%<&#&'(3)3*<#$%<+%,%+%#-%<.&'8%<)3<#$%<98/;<)#</00;<1:<0023<4$%<98/;<)#5)-&#=+<
)3<#=#<,&+<,+=><<00<#%)#$%+< )#</0<0<1<003/2<#=+< )#</0<?<1@@3A23<4$%< '&3#<R%+)=5*< #)''<
/0<@*<3$=B3<)#3#%&5<&#<)#-+%&3%<=,<#$%<=.%+&''<)#5%C<=,<&D=8#<G<R=)##<1<0?3;<)#</0<@<
.%+383< @@3A< )#< /0<?23<4$%< ,)+3#< R%+)=5*< #$%< =#%< -=++%3R=#5)#E< #=< #$%< )##%+#&#)=#&'<
%-=#=>)-<-+)3)3*<)3<#$%<>=3#<3#&D'%3<"#5%%5*<#$%<+&#H)#E*<D&3%5<=#<#$%<SIJ"*<3$=B3<
#$%< '=B%+< 5%E+%%< =,< .&+)&D)')#(3<4$%< $)E$%3#< K8>R< )#< #$%<SIJ"< &D3='8#%< .&'8%< )3<
=D3%+.%5<,=+<J='&#5*<B$)-$<R&33%3<,+=><#$%</L!"<#$%&'&$#<'$<'()<*+,"-<"#<'()<%).$#/<
#)0&$/1<.$00)%#$#/&#2<'$<'()<.0&%&%<$3<'()<%$4)0)&2#</)5'1<'()0)<&%<6<20)6')0<7$5&8&'9<
&#< '()< 06#:&#2-<;0)).)<%($<%< '()<(&2()%'< =>7#1< 30$7<?*#,< '$<?@,"<6#/< 86%'<#$%&'&$#-<
A()<;0)):<BCD"</).0)6%)/</0676'&.6889< 30$7<E+-?< '$<@F-G-<A(&%< 3688<<6%<76&#89<
/>)< '$< 6< /0676'&.< 3688< &#< '()< #>0.(6%&#2< #$<)0< $3< '()< ($>%)($8/%< H'()< 7)/&6#<
)I>&468&J)/< &#.$7)< &#<D#%</).0)6%)/< 30$7<*?1K+E< '$<E1G@L< )>0$%< M< &3<<)< )N.8>/)<
O9#0>%1< <(&.(< $54&$>%89< 3$88$<)/< ;0)).)1< '()< %).$#/< 468>)< <6%< M?@?< )>0$%< $3<
"0)86#/P-< <B8%$1< '()<QCR< 6#/< '()< %>5=).'&4)< ).$#$7&.< /&%'0)%%< 20)6'89<<$0%)#)/1<
0)%#).'&4)89<30$7<**-GS<'$<?*-KS<6#/<30$7<?F-?S<'$<L+-KSP-<;0)).)<<6%<'()<3&0%'<
.$>#'09< '$< 5)< (&'< 59< '()< )I>&'9<760:)'%< /&%'0>%'< $#< '()< /)5'< %>%'6&#65&8&'91< 86')0<
3$88$<)/<59<D$0'>268<6#/<"0)86#/<6#/<%>..)%%&4)89<59<"'689<6#/<Q#6&#-<"#<'()<?T*TM
?T*F<#)0&$/1<"0)86#/< 8$%)%< '<$<#$%&'&$#%<H30$7<*?< '$<*F,"P1<Q#6&#<6#/<D$0'>268<$#)<
#$%&'&$#<H0)%#).'&4)891<30$7<*E,"<'$<*+,"<6#/<30$7<?*#,<'$<??$"P1<<(&8)<"'689<26&#)/<$#)<
#$%&'&$#<H30$7<*@,"<'$<*G,"P-<U$<)4)01<68%$<"'689<%($<)/<6</).0)6%)<&#<'()<%9#'()'&.<
&#/)N1< 30$7<+G-?< '$<+F-?-<A()<$4)0688< "'68&6#<%&'>6'&$#<<6%<%$7)<(6'<#0)%)04)/<59<
'()<36.'<'(6'<$#89<'()<QCR<&#/&.6'$0<<$0%)#)/<H30$7<@-F<'$<**-GSP1<<(&8)<'()<$'()0<
'(0))<<)0)< %>5%'6#'&6889< >#.(6#2)/-< "#< '(&%< #)0&$/1<<)< .6#< $5%)04)< 6< #)<< 20)6'<
6/46#.)<$3<D$86#/<HVF< &#< '()<06#:&#21<30$7<*+,"< '$<*K,"P-<Y&#68891< &#< '()< 86%'<#)0&$/<
'&88< ?T*+1< '()< $4)0688< W>?@< &#/)N< #6%%)/< 30$7< ++-G< '$< *TF-@1< %($<&#2< 6< 2)#)068<
&#.0)6%)<$#< '()< ).$#$7&.<<)88M5)&#2<$3< '()<($>%)($8/%1< 6#/< 688< '()< .$>#'0&)%1<5>'<
Q<)/)#< 6#/<X>N)75>021< &#.0)6%)/< '()< 468>)< $3< '()< &#/)N-<Q$7)< .$>#'0&)%< (6/< 6<
#60'&.>86089< 20)6'< &#.0)6%)< HU>#26091<O9#0>%1<O0$6'&6< 6#/< "0)86#/1<7$0)< '(6#<V*T<
#$&#'%P-< B%< .$#.)0#&#2< '()< 06#:&#21< U>#2609< %($<)/< '()< 20)6')%'< &#.0)6%)1< VG<
#$%&'&$#%1<)%#).&6889</>)<'$<6#<&7#0$4)7)#'<&#<7)/&6#<#>0.(6%&#2<#$<)01<QCR<6#/<
%>5=).'&4)<).$#$7&.</&%'0)%%Y<X>N)75>02<6#/<Q<)/)#<%($<)/<'()<20)6')%'</).0)6%)1<
MK<#$%&'&$#%1<)%#).&6889</>)<'$<6#<&#.0)6%)<$3<&#)I>68&'9<6%<7)6%>0)/<59<'()<BZD<06')<
&#<6<.$#')N'<$3<2)#)068</).0)6%)<&#<'()<W>0$#)6#<J$#)-<O$#%&/)0&#2<'()<)#'&0)<#)0&$/1<
?TT@M?T*+1< %$7)< O$>#'0&)%< 20)6'89< &#.0)6%)/< '()&0< ).$#$7&.< <)88M5)&#21< &#<
#60'&.>8601<6#/<%$7)<(6'<$54&$>%891<'()<O$>#'0&)%<'(6'<%'60')/<30$7<6</&%6/46#'62)/<
%&'>6'&$#[<\>8260&6< HV*@-@P1< D$86#/< HV*K-GP< 6#/<Z$76#&6< HV*L-LP-< "#< '()< .6%)< $3<
D$86#/1< '(&%<68%$<#>%()/< '()< 06#:&#21< 30$7< '()<?L0/< '$< '()<*F'(<#$%&'&$#Y<\>8260&6<
6#/<Z$76#&6<%'&88<0)76&#<6'<'()<5$''$7<'6&8<$3<'()<06#:&#21<0)%#).'&4)89<?G,"<6#/<?K,"<
&#<?T*+1<V*<#$%&'&$#<3$0<5$'(<'()<O$>#'0&)%1<5>'<%'0$#289<3&88)/<'()<26#<&#<0)%#).'<$3<
'()<$4)0688<W]?@-<B'<'()<$##$%&')1<'()<;0)):<&#/&.6'$0<(6%<3688)#</$<#<59<*T-*<#$&#'<
H)4)#< &3< &'< &%< 20$<&#2< &#< '()< 86%'< %>5M#)0&$/P1< .$7#8)')89< />)< '$< '()< ?T**M?T*F<
#)0&$/-<B'<#0)%)#'1<;0)).)< &%< &#< '()< 86%'<#$%&'&$#<$3< '()<06#:&#21<?@,"<3$07< '()<??$"<
'(6'<$..>#&)/<&#<?TT@1<<(&8)<'()<3&0%'<#$%&'&$#<&%<$..>#&)/<59<Y&#86#/-<A()<$'()0<'<$<

550



P, #B%&'+,)*(---).,*+(('),*+,,-)((+.,#%&-+B),/+&'(),
D"6#%&%&&7'%%(7 )#7 %*+"&%)#%7 0&8&&)&&7 %#7 %(&7 9,;7 %#0%8)%"&7 )&&7 -6.&*^6&</7 012=7
+"%#%&/7)#07>'&0&#/70?2@7+"%#%&/7'(%8(7&(%A%&0/7&&&+&8%%M&BC/7A&"*7D!"#$"#%"&#'"()$)"*#
+*0#,-".#/!"#$"#$%&'#(")*$*"*+#,**-../0#1$-./#*)#$2&'#3"$4#**#%556#7**089:;<+=>0#-*0#**#
%5$;#7**089:;;+=>+#

.! -./0&)()./(*

1*# ?"*?.6)*"*0# $48# @*A)$# $B"# (8A*"0)# -((8-A# $"# 38# -# 6**C68# ."*D# (8A*"0# "@# ?A*)*)0#
).*D4$./# )"@$8A# -*0# E"A8# 0*@@6)8# **# $48# @*A)$# (-A$F# E"A8# **$8*)8# -*0# ."?-.*G80# **# -#
@8B8A#*6E38A#"@#H"6*$A*8)#**#$48#)8?"*0#(-A$0#8)(8?*-../#IA88?8+#J48#(8?6.*-A*$/#"@#
$4*)# )8?"*0# (8A*"0# *)# $4-$# 8K8*# $48# H"6*$A*8)# B4*?4# 0*0*L$# @-?8# $48# ?A*)*)# "@# $48#
)"K8A8*D*#083$)#0*0*L$# *E(A"K8# $48*A# 8?"*"E*?#B8..M38**D+# J4*)# @-?$# ?.8-A./# )4"B#
$4-$# $48# N6A"(8-*# A8)("*)8# B-)# *"$# $48# A*D4$# "*80# -*0# $48# K89-$*"6)# ?"*0*$*"*)#
*E(")80#$"#IA88?8#3/#NH0#NHO#-*0#1P,#4*D4./#B"A)8*80#$48#4"6)84".0#8?"*"E*?#
?"*0*$*"*)# -*0# B8A8# 3-0./# 6)80# -)# -# B-A***D# @"A# "$48A# **083$80# H"6*$A*8)+#
Q*)6A(A*)**D./0# $48/# B8A8# **)$8-0# 6)80# 3/# $48# )$"?X# E-AX8$)L# "(8A-$"A)# -)# -# RD"#
-48-0S#$"B-A0)#)(8?6.-$*"*0#B4*?4#C6*?X./#8*.-AD80#-D-**)$#$48#"$48A#H"6*$A*8)0#-*0#
$48#8*$*A8#N6A"# G"*8#B-)#(6$# **#0"63$+#T6?X*./0# @*)?-.# -*0#E"*8$-A/#(".*?*8)#4-K8#
?"E(.8$8./# ?4-*D80# )**?8# $48*+# J48# 1P,# B-)# "*./# E-AD**-../# **K".K80F# $48#
N6A"G"*80#8K8*# **# -#?"*$89$#"@#-# @"AE-../#)$A*?$8A#3-.-*?8#"3)8AK-$*"*# $4A"6D4# $48#
@*)?-.#?"E(-?$0#?"*$8E(.-$80#)8K8A-.#-0U6)$E8*$)#B4*?4#-.."B80#$"#X88(#**#-??"6*$#
0*@@8A8*$# @-?$"A)F# -*00# E-**./0# $48# NHO# ?"E(.8$8./# ?4-*D80# *$)# E"*8$-A/# (".*?/+#
1*08800# $48# C6-*$*$-$*K8# 8-)**D# )$-A$80# **# %5$%# **# "A08A# $"# )6(("A$# $48# @**-*?*-.#
)/)$8EF# )"E8B4-$# 8*.-AD80# *$)# 8@@8?$)# "*# $48# (A"06?$*K*$/# )/)$8E# **# %5$=F# -*0#
)$-A$80# *$)# )8?"*0# (4-)8# **# %5$<0# B*$4# E"A8# -*0# E"A8# DA8-$# **$8AK8*$*"*# **# $48#
(A*K-$8#)8?$"A+#V6?4#E8-)6A8)#4-K8#(8AE*$$80# $"#A8.-9# $48#8?"*"E*?#0*)$A8))#"*# $48#
N6A"(8-*# 4"6)84".0)# -*0# -..# N6A"(8-*# ?"6*$A*8)# 4-K8# A8)6E80# $48# *"AE-.# (-$4#
$"B-A0)# $48# 4*D48A# -*0# D8*8A-.*G80# 8?"*"E*?# B8..M38**D# $4-$# ?4-A-?$8A*G80# $48#
B4".8#(")$MB-A#(8A*"0+##

+,-,.,/0,(*

W0! )12344'&)5X3&62B'662., 70., 8)B, 93:);2., <0=, Y2>16, 3B%, :13%', )?, @*-62%2@'B:2)B3-, 2B%'A':0, B)Z,
X'61)%)-)>2:3-,)1)2:':,C@43:6,)B,7@42&2:3-,D':*-6:0,CB=,E0,X3>>2B).,F0,<*8)-362,G'%:H.,I*3-26J,)?,
-2?',2B,C63-J.,D':'3&:1,3B%,D'?-':62)B:.,440,PKLWMN.,O4&2B>'&.,)13@,GPMWPH0,

P0! )*62--)., #0., D3263B)., X0., O2:2-23B2., C0=, CB:)@'5Q3:'%, 3B%, ))B:*@462)B5Q3:'%, X'3:*&'@'B6, )?,
#;:)-*6',R)8'&6J=, CB:2>16:, ?&)@, C63-J0,O):23-, CB%2:36)&:,D':'3&:10,1664:=SS%)20)&>SWM0WMMTS:WWPM[5
MPM5MPNUP5K,,GPMPMH0,,

N0! X3VV2)663.,X0.,R3&'6).,#0=,WB, 3,F'B'&3-2V'%,<)B5:)@4'B:36)&J,))@4):26', CB%'A, ?)&,X'3:*&2B>,
O):2)5':)B)@2:,R1'B)@'B30,O):23-,CB%2:36)&:,D':'3&:1.,WPT.,440,KUN5WMMN,GPMWPH0,

X0! X3VV2)663.,X0.,R3&'6).,#0=,78'&J612B>,J)*,3-Z3J:,Z3B6'%, 6),\B)Z,3;)*6,B)&@3-2V362)B, G;*6,Z'&',
3?&32%, 6), 3:\H0, C63-23B, D'82'Z, )?, 7:)B)@2::., ]'@)>&341J, 3B%, O6362:62::., Y^^_., W., 440, XWL[P,
GPMPWH0,

[0! !"#$%&'(%)**+$%+",-./0",1%23"-4/#5'%678*+9%:;*#*</;%!"+/"2$!"#=>?$%@ABC@DE%=@EFB?',

551



Poverty orderings and TIP curves: an
application to the Italian regions
Curve TIP e dominanza stocastica: un’applicazione alle
regioni italiane

Francesco M. Chelli, Mariateresa Ciommi and Chiara Gigliarano

Abstract This paper contributes to the literature by analysing how poor the income
poor are in the Italian regions. Using the data from the Italian version of the Statistics
on Income and Living Conditions (IT-SILC), we apply TIP curves for representing
the three different aspects of poverty: incidence, intensity and inequality. We study
the evolution of poverty in Italy over the recent decades, by providing poverty order-
ings consistent with a large class of poverty indices and allowing different poverty
lines. The main conclusion is an unambiguous increase in poverty levels from 2010
to 2015, both in the entire Italian population as well as in most of its regions.
Abstract Scopo del lavoro é quello di studiare l’evoluzione della povertá in Italia
negli ultimi decenni, fornendo ordinamenti di povertá coerenti con un’ampia classe
di indici e diverse soglie di povertá. Usando i dati IT-SILC, vengono applicate le
curve TIP per monitorare congiuntamente incidenza, intensitá e disuguaglianza dei
poveri. I dati mostrano un rilevante aumento dei livelli di povertá dal 2010 al 2015,
sia per l’intera popolazione italiana che per la maggior parte delle sue regioni.
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1 Introduction

In the literature there is quite a consensus that poverty should be measured by con-
sidering three specific aspects: the incidence, the intensity and the inequality among
the poor (the so-called Three I’s of Poverty proposed by [5]).

Poverty incidence is measured through the well-known Headcount (H) measure.
It is defined as the proportion of the population below the poverty line. Formally,
if x = (x1,x2, . . . ,xn) denotes the incomes of n individuals in a given society, such
that xi ≤ x j for any i ≤ j, i, j : 1, . . . ,n and z denotes a fixed poverty line, we count
the number of individuals whose income is below the threshold, say q. Hence the
poverty headcount is defined as:

H =
q
n
.

Thanks to the simplicity in its calculation, this index has received a great atten-
tion and it is the most used poverty index. However, it is not without significant
drawbacks. First of all, it just counts the number of people below the threshold and
consequently it does not take into account how poor the poor are (intensity). More-
over, it does not change if the income of a poor individual increases but not enough
to exceed the poverty line.

To account for intensity, the simplest measure is the Income Gap Ratio (IGR),
which is defined as the mean of the relative gap from the poverty line among the
poor. Formally:

IGR =
1
q

q

∑
i=1

z− xi

z
.

The main advantage of IGR is that someone who falls just below the poverty line is
counted less than someone who is much further below it.

Finally, the inequality among the poor can be measured using several different
inequality indices (among which the well-known Gini index) and it could be com-
puted looking at the inequality of incomes or of gaps.

As recommended by [6], any poverty measure should account for the three above
mentioned components (Incidence, Intensity and Inequality) since they capture dif-
ferent aspects of poverty. In fact, monitoring these dimensions jointly may provide a
better picture of the phenomenon. Moreover, if we focus just on one of the three I’s,
neglecting the importance of the other two, we may get an unrealistic and underes-
timated picture of level of poverty in a given country. In addition, the headcount and
the income gap do not always provide the same ordering. We can compare a region
that has a greater number of poor, but none of them extremely poor against another
region with few poor but all very far from the poverty line. In this situation, which
region is poorer? And, in general, how can poverty comparisons be made?

Aim of this work is to analyse poverty of the Italian households at regional level.
We are interested in analysing how the Italian income distribution has changed over
the period of time between 2005 and 2015 and whether there are substantial differ-
ences at local level. Thus, we are interested in examining whether the changes in
national welfare are reflected at regional levels by conducting stochastic dominance
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analysis among regions. To achieve our aim, we use a graphical approach to sup-
port the traditional methods based on the well-know poverty indices. In particular,
following [5] proposal, we construct the so-called TIP curves for each region.

2 Methodology

TIP curves are a graphical representation of the cumulated proportion of population
(x-axis) versus the cumulated normalized poverty gap (y-axis), where the gap is
defined only for the poor and is calculated as the difference between income and the
poverty line. Formally, if we indicate the relative poverty gap with

(
1− x

z

)
1(x ≤ z),

where 1(x≤ z) is the indicator function, then the TIP curve is obtained by integrating
the relative poverty gap with respect to the income distribution f (x) as follows (see
[5] and [4]):

T IP(p,z) =
∫ F−1(p)

0

(
1− x

z

)
1(x ≤ z) f (x)dx,

where F−1(p) is the quantile function and p the proportion of individuals.
To construct the curve, gaps are ordered from largest to smallest. For values of

p (horizontal axis) greater then the poverty incidence, the TIP curve becomes hori-
zontal. At this point, the x-axis value corresponds to the incidence of poverty, while
the y-axis value indicates the poverty intensity. Finally, the curvature indicates the
degree of inequality among the poor. If the curve is a straight line, it means that
all the poor are equally poor. The more the TIP curve deviates from linearity, the
greater is the degree of inequality among the poor (see Figure 1).

If the TIP curve associated to a distribution A lies everywhere above the TIP
curve associated to distribution B, we say that distribution A TIP-dominates distri-
bution B. Consequently, TIP curves provide a dominance criterion that is robust to
the choice of both the poverty line and the poverty measure. In case of crossing TIP
curves, the ordering will be a partial order, and further investigation is required.

Although the TIP curves have been mainly used as a descriptive tool (see, among
others, [3]), a recent attention has been growing on their inferential properties. In
particular, [7] has proposed statistical inference in presence of stochastic survey
weights, while [1] provided a non-parametric test for TIP dominance based on in-
fluence functions. Moreover, [4] proposed a Bayesian inference of TIP curves.

Here we follow [2] and use the procedure introduced by [8] for statistical infer-
ence about TIP dominance. In particular, let X1 and X2 be two income distributions
and φ1 and φ2 be the corresponding K×1 vectors of TIP curve ordinates. We test the
null hypothesis H0 : φ1 −φ2 ≥ 0 against the alternative hypothesis H1 : φ1 −φ2 < 0
Here dominance means that, given two income distributions X1 and X2 (namely two
Italian Regions) and a common poverty line z (e.g. 60% of the Italian median in-
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Fig. 1 An example of TIP curve

come), if the TIP curve associated with the income distribution X2 lies always above
the TIP curve of X2, then in income distribution X2 poverty is higher than in X1 ac-
cording to any index in the class of normalised poverty gap measures.

3 Data and main results

We use data from the Italian version of the Statistics on Income and Living Con-
ditions (IT-SILC), which collects micro-data on income, poverty, social exclusion
and living conditions of the Italians. Our variable of interest is the equivalised dis-
posable household income (labelled HX090) for three different years, 2005, 2010,
2015. IT-SILC has been designed to ensure representativeness at the regional level,
therefore we will compare the Italian regions in terms of poverty levels.

We first compute poverty incidence, intensity and inequality for each region and
over time. Results, depicted in Figure 2, clearly show an increase in all the three I’s
of poverty from 2005 to 2015 in all the Italian regions. Moreover, we note that the
regions are clearly bipolarized (North-Center vs South) in terms of poverty levels.

The TIP curves for Italy (Figure 3) confirm an increase in poverty from 2010 to
2015 while between 2005 and 2010 poverty remained quite stable. From the same
Figure we note also a certain degree of variability across regions in terms of poverty,
with several TIP curves strongly dominating other curves.

More details are provided in Table (1), which shows the results of the pairwise
TIP dominance tests among the Italian regions for the year 2005 (significance level
of 5%). The table should be read from row to column, as follows: symbol ”>” de-
notes that Region A (row) dominates Region B (column), symbol ”<” denotes that
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Region B (column) dominates Region A (row). When two TIP curves intersect, the
dominance criterion fails: this is the situation denoted in the table with the symbol
”X”. We note that most of the Southern regions dominates Northern regions, reveal-
ing that in the South not only the percentage of poor is higher but also the poor are
poorer and more unequal than in the North of Italy.

Fig. 2 The three I’s of poverty for the Italian regions, over time
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Fig. 3 A comparison of the TIP curves across the Italian regions in 2015, and in Italy over time

Table 1 Test of TIP dominance across the Italian regions, in year 2005

2005 10 20 30 41 42 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200
10=Piemonte -
20= Valle Aosta < -
30=Lombardia > > -
41=Bolzano < > < -
42=Trento < > < < -
50=Veneto < > < X > -
60=Friuli V.G. < > < > > X -
70=Liguria > > > > > > > -
80=Emilia R. > > X > > > > < -
90=Toscana < X < < > < < < < -
100=Umbria < X < > > X X < X > -
110=Marche X > < > > X X < X > X -
120=Lazio > > > > > > > X > > > > -
130=Abruzzo > > > > > > > < X > > > < -
140=Molise > > > > > > > > > > > > X > -
150=Campania > > > > > > > X > > > > X > < -
160=Puglia > > > > > > > X > > > > X > X X -
170=Basilicata X X X X > X X < X > > X < X < < < -
180=Calabria > > > > > > > X > > > > > > X > > > -
190=Sicilia X > X > > X X X X > > X X X < X X > < -
200=Sardegna > > X > > > > X > > > X X X X X X > < > -
Note: symbol ”>” means that region in the row dominates region in the column, ”<” means that

region in the column dominates region in the row, symbol ”X” denotes no dominance.
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Quantitative depth-based [18F]FMCH-avid
lesion profiling in prostate cancer treatment
Profilazione quantitativa di lesioni in pazienti affetti da
cancro alla prostata tramite misure di profondità

Lara Cavinato, Alessandra Ragni, Francesca Ieva, Martina Sollini, Francesco
Bartoli, Paola A. Erba

Abstract Besides prognostic clinical factors, baseline risk assessment in personal-
ized cancer research would benefit from quantitative disease characterization to in-
form therapy planning. Texture analysis of [18F]FMCH PET/CT imaging is paving
the way for such purposes but its potential is still braked by radiomic feature lim-
itation, such as redundancy and lack of standardization. In this work, we provide
a method for a robust assessment of intratumor heterogeneity in patients affected
by prostate cancer, through a depth-based ranking quantifying the level of central-
ity/outlyingness of the lesion with respect to peers. We interpret the results in terms
of clinical information of lesions.
Abstract La terapia personalizzata per malattie tumorali si basa sull’individuare
fattori prognostici, mirati a incasellare i pazienti in classi di rischio: ad oggi, oltre
a considerare parametri clinici e biologici, si punta a inserire l’analisi quantita-

Lara Cavinato
MOX - Modelling and Scientific Computing lab, Dipartimento di matematica, Politecnico di Mi-
lano, via Bonardi 9, Milan, Italy
e-mail: lara.cavinato@polimi.it

Alessandra Ragni
MOX - Modelling and Scientific Computing lab, Dipartimento di matematica, Politecnico di Mi-
lano, via Bonardi 9, Milan, Italy e-mail: alessandra.ragni@mail.polimi.it

Francesca Ieva
MOX - Modelling and Scientific Computing lab, Dipartimento di matematica, Politecnico di Mi-
lano, via Bonardi 9, Milan, Italy
CADS – Center for Analysis, Decision and Society, Human Technopole, Milan, Italy
e-mail: francesca.ieva@polimi.it

Martina Sollini
Humanitas University, Pieve Emanuele, Italy
Humanitas Clinical and Research Center, Rozzano, Italy

Francesco Bartoli
Regional Center of Nuclear Medicine, Department of Translational Research and New Technology
in Medicine, University of Pisa, Pisa, Italy
Azienda Ospedaliero Universitaria Pisana, Pisa, Italy

Paola A. Erba
Regional Center of Nuclear Medicine, Department of Translational Research and New Technology
in Medicine, University of Pisa, Pisa, Italy
Azienda Ospedaliero Universitaria Pisana, Pisa, Italy

1

560

mailto:lara.cavinato@polimi.it
mailto:alessandra.ragni@mail.polimi.it
mailto:francesca.ieva@polimi.it


2 L. Cavinato, A. Ragni, F. Ieva.

tiva dei tessuti tumorali provenienti da dati di imaging, ad esempio la [18F]FMCH
PET/CT nel tumore alla prostata. La sfida è superare i problemi di ridondanza e
standardizzazione che viziano questi dati non strutturati. Questo lavoro offre un
metodo di valutazione robusta dell’eterogeneità intratumorale in ottica prognostica,
tramite l’impiego di misure di profondità.

Key words: Depth Measures, PET/CT medical imaging, Precision medicine, Prostate
cancer, Ranking, Radiomics

1 Contextual background
Prostate cancer is one of the leading causes of cancer death among men worldwide,
with an estimate of over a million new cases of cancer and hundreds of thousands
of deaths in 2018, a burden that is expected to grow in the upcoming years as popu-
lation ages. Fortunately, death rate has been shown to have reduced in the past few
years as extensive PSA-based screening programs have become available and been
employed [1]. Indeed, treatment recommendation and risk factors currently relay
upon patients’ stratification, based on PSA, Gleason score, T-category which cluster
men as low, intermediate and high risk patients who undergo increasingly aggres-
sive treatments. Such therapies range from active surveillance to radiotherapy and
radical prostatectomy.

Although most of the patients evolve well in long term [2], low-risk subjects
may harbor more aggressive disease that remains undetected while resected patients
may show occurrence of upgrading, upstaging or nodal metastases (i.e. biochemical
progression). Consequently, risk stratification tools need to be improved and therapy
pathways further optimized, in a personalized medicine fashion.

On the other hand, prostate cancer has been shown to exhibit spatial intratumor
heterogeneity that can alter baseline risk assessment and behave as confounding
factor in pre-treatment clinical-pathological prognosis [3]. Such knowledge could
and should be exploited for improving treatment planning. Here comes the urge to
assess and quantitively characterize intratumor heterogeneity in order to build an
exhaustive representation of the disease. Indeed, the informed patient stratification
will directly translate into improved patient treatments, wherein decisions regarding
active surveillance or intensified therapy are made.

The role of [18F]FMCH in patients with prostate cancer is well established,
especially in ones with biochemical recurrence. Along with visual imaging in-
spection, the radiomic framework has spreaded in matter of quantitative PET/CT
assessment, consisting on the extraction and evaluation of high dimensional ad-
vanced imaging features using high throughput methods [4]. Such features are re-
ferred as texture features and can be divided into conventional and higher-order
parameters: more precisely, radiomic features include histogram-derived variables,
shape-derived variables, GLCM matrix-derived variables, GLRLM matrix-derived
variables, NGLDM matrix-derived variables and GLZLM matrix-derived variables.
Each of these groups of variables is meant to capture distinct phenotypic differ-
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ences of lesions resulting in quantitative measurements with potential prognostic
power [5]]: lesions exhibiting similar radiomic profile are hypothesized to proxy
similar physiologies and phenotypes, leading to similar outcomes. However, among
radiomic features limitations, these variables suffer from redundancy and lack of
standardization that prevent the radiomic workflow to significantly impact clinical
practice.

In this work, we intend to propose a depth-based method for agnostic profiling
of [18F]FMCH-avid lesions in patients with recurrent prostate cancer, allowing a
robust assessment of intratumor spatial heterogeneity. This could thus inform the
yet unknown relationship between radiomic features and clinical outcomes, in terms
of burden and biological aggressiveness.

2 Materials and Methods
92 patients (mean age 73 ± 7 years, median age 73 years, range 55-85) with
multi-site, multi-lesion, recurrent prostate cancer have been retrospectively recruited
(mean PSA at the time of [18F]FMCH PET/CT 10,39 ng/ml) in the authors’ in-
stitution. Clinical, biological and histology data as well as current treatment were
recorded in all patients.

Whole-body PET/CT (GE Discovery ST) was acquired about 45 minutes after
[18F]FMCH (4 MBq/kg of body weight) administration. According to ISUP/WHO
grading scale of prostate adenocarcinoma [6], patients were labeled as with mild
and severe disease, having Gleason score ≤ 7 (n=53) and > 7 (n=31) respectively,
except for 8 missing values.

A total of 370 lesions were found and classified according to TNM [14] in skele-
ton (n=221), distant lymph nodes (n=81) and regional lymph nodes (n=68). Lesions
were semiautomatically segmented by experienced radiologists and radiomic tex-
ture features were extracted within regions of interest (lesions) using the LIFEx
package (LIFEx website) [7]. Further statistical analysis has been implemented in
R [8].

To overcome variable redundancy, the dataset was first filtered according to a
correlation-based criterion. Specifically, Pearson pairwise correlation between ra-
diomic variables were computed and highly correlated (≥98%) variables were ex-
clusively removed. No clinical rationale has been adopted in the choice of the vari-
ables to be kept, nevertheless attention has been payed to prefer conventional rather
than higher-order variables for explainability reasons. Additionally, missing values
of radiomic features have been filled according to median replacement rule. The
resulting dataset variables has been standardized according to z-score method.

Data depths are a mathematical tool allowing for ranking multivariate objects,
with respect to an underlying multivariate distribution [10]. They may be intended
as the analogue of the quantiles for multivariate data: depth measures determine a
centre-outward ordering of data points that are indeed geometrically ranked from
the more central (median) to the more outsider (outlier) one [11].

Among data depths, several definitions are available in literature, such as Half-
space (or Tukey) depth, Mahalanobis depth, Projection depth and Spatial depth. In
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Fig. 1 Patients’ lesions representation displayed in 2D latent space and labelled in two clusters.

the current analysis, Mahalanobis depth [9] is proposed as it leads to a more spread
out distribution of points: in other words, the Mahalanobis depths distribution ap-
pears more dispersed about its center of symmetry than distributions stemming from
other depths, leading to clearer results [12]. In this setting, Mahalanobis depth has
been computed for each lesion, considering each group of radiomic variables sep-
arately. In this way, depth computation results in a variable reduction and trans-
formation phase which allows to resume the 37 radiomic descriptors with 6 (one
per semantic group of radiomic variables) agnostic ranking measures: indeed, the
employment of a relative metric leads to overcome the lack of radiomic features
standardization.

After that, the 370 6-dimensional vectors (one per lesion) were fed into a k-
means clustering algorithm in order to find homogeneous classes of lesions, in an
unsupervised setting. Optimal number of clusters was set equal to 2, according to
exhaustive grid search implemented in [13]. Graphical inspection of such clusters is
possible in Figure 1, where lesions, named with patient code, are plotted in 2D latent
space and labelled in clusters. Evaluation was then performed in terms of clusters
clinical characterization.

3 Results and Discussion
Kendall correlation coefficient was computed between each pair of the six depth
measures, resulting in a 6x6 correlation matrix. According to Kendall, lesions ap-
pear not to show agreement between rankings: indeed, correlation coefficients are
positive but never significant, with higher concordance for GLRLM and GLZLM
depths, which show a correlation of 0.68. Being the depth of each lesion evalu-

563



Depth-based profiling 5

ated for each radiomic group, the corresponding values depict the level of centrality
of that lesion among the set of peers. Therefore, it is reasonable that concordance
is not necessarily high for mainly two reasons: i) different radiomic groups capture
different information about the lesion and the corresponding texture description, and
ii) the lesion behaves differently over different descriptions provided by the groups.
Therefore, such a dimensional reduction is able to globally capture different lesion’s
profiles, being agnostic in the way such diversity appears and may be evaluated. Ul-
timately, we end up with a six-dimensional depth vectors describing the radiomic
lesion’s profile (or fingerprint), and we focus on them in order to explore similar-
ity patterns via unsupervised techniques. In fact, similar profiles were then grouped
into homogeneous clusters, which can be interpreted as risk classes associated to
different disease phenotypes and clinical outcomes. According to clusters charac-
terization, as shown in table 1, membership to class 1 is coupled with no particular
site, as 109 lesions can be found in skeleton and 81 in lymph nodes (36 distant +
45 regional); on the other hand, class 2 shows no prevalence for lesions to be in
sites different from class 1 as well, with 112 of lesions being on skeleton and 68
on lymph nodes (45 distant + 23 regional). Of consequence, site may play a role
in scoring disease severeness, however other factors may be further investigated to
interpret the results.

For instance, along with lesion location, Standard Uptake Value (SUV) is as-
sumed to differentiate malignant from benign processes. Correlated to conventional
radiomic groups, SUV represents the lesion metabolic activity normalized over in-
jected activity as highlighted by the tracer. Table 1 shows the number of lesions
falling in the first (−∞,-0.75], second (-0.75,-0.16], third (-0.16,0.58] and fourth
(0.58,∞) SUV quartiles: accordingly, class 1 hosts lesions with SUV outlier values,
since 125 lesions belong to first (59) and fourth (66) quartiles with respect to 65
lesions fitting in the second (32) and third (33) quartiles; on contrary, class 2 fea-
tures lesions with SUV median values, as 119 lesions belong to second (60) and
third (59) quartiles with the respect to 61 lesions fitting in the first (34) and fourth
(27) quartiles. This assigns relevance to the tumor mutational burden, whose proxy
is given by uptake values [16]: on one hand, average metabolically active lesions
are labeled with class 2 risk score; on the other hand, both slightly and highly active
lesions are given a distinct although unique risk score (class 1), as they might share
higher-order descriptors’ values.

Table 1 Characterization of clusters on the basis of clinical-physiological prognosticators.

Lesions Site Lesions Standard Uptake Value (SUV)
Regional Ln Distant Ln Skeleton (−∞,-0.75] (-0.75,-0.16] (-0.16,0.58] (0.58,∞)

Class 1 45 36 109 59 32 33 66
Class 2 23 45 112 34 60 59 27
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4 Conclusion
Preliminary results showed that depth-based [18F]FMCH-avid lesion profiling al-
lows to overcome redundancy and lack of standardization issues in the radiomic
framework. Such method could inform the investigation and the analysis of intratu-
mor lesions heterogeneity, providing imaging biomarker for risk stratification to be
proposed for a validation study to better characterize prostate cancer burden and bi-
ological aggressiveness, thus supporting imaging-based patients’ treatment decision
making.

Acknowledgements This work has been founded by AIRC IG 2017 Id. 20819 “Oligometastatic
and Oligorecurrent Prostate Cancer: enhancing patients’ selection by new imaging biomarkers”.
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Modelling longitudinal latent toxicity profiles
evolution in osteosarcoma patients
Modellazione dell’evoluzione di profili longitudinali
latenti di tossicità in pazienti con osteosarcoma

Marta Spreafico, Francesca Ieva and Marta Fiocco

Abstract In cancer trials, the analysis of longitudinal chemotherapy data is a dif-
ficult task due to the complex registration and evolution of toxicity levels during
treatment. Models to deal with both the longitudinal and the categorical aspects of
toxicity level progression are necessary, still not well developed. In this work, a La-
tent Transition Analysis (LTA) procedure to identify and reconstruct the longitudinal
latent profiles of toxicity evolution of each patient over time is proposed. The latent
variables determining the progression of the observed toxicity levels can be thought
of as the outcomes of an underlying latent process. This methodology has never
been applied to osteosarcoma treatment and provides new insights for supporting
decisions in childhood cancer therapy.
Abstract Negli studi sul cancro, analizzare i dati longitudinali di chemioterapia è
problematico a causa della complessa evoluzione dei livelli di tossicità durante il
trattamento. Modelli in grado di tenere conto sia degli aspetti longitudinali che di
quelli categoriali dell’evoluzione dei livelli delle tossicità sono necessari, ma non
ancora ben sviluppati. In questo lavoro viene proposta una procedura di analisi a
transizioni latenti per identificare e ricostruire i profili latenti longitudinali relativi
all’evoluzione delle tossicità di ogni paziente nel tempo. Le variabili latenti che de-
termina l’evoluzione dei livelli di tossicità osservati possono essere pensate come i
risultati di un processo latente sottosante. Questo approccio non è mai stato appli-
cato al trattamento dell’osteosarcoma e fornisce nuove intuizioni per lo studio del
cancro infantile.

Key words: latent markov models, latent transition analysis, longitudinal data, tox-
icity, osteosarcoma
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2 Marta Spreafico, Francesca Ieva and Marta Fiocco

1 Introduction

In many clinical applications involving longitudinal data, the interest lies in the anal-
ysis of the evolution of similar latent profiles related to subgroups of individuals
rather than in the study of their observed attributes [1, 2]. These latent character-
istics may reflect patients’ quality-of-life, including valuable information related to
patient’s health status and disease progression.

In cancer trials, the analysis of longitudinal chemotherapy data is a complex task
due to the presence of negative feedbacks between exposure to cytotoxic drugs and
the toxicities the latter provoke. Toxic adverse events are at the same time risk
factors for mortality and predictors of future exposure levels, representing time-
dependent confounders for the effect of chemotherapy on patient’s status [3]. Toxic-
ity data are usually considered in very simplistic ways in cancer studies, where they
act as fixed covariate over treatment [4, 5], discarding substantial amount of infor-
mation (e.g., isolated vs repeated events, single vs multiple episodes, toxic events
timing). Methods for longitudinal adverse events have also been proposed [4, 5] but
they improperly treated toxicity levels as numerical values, as a simplifying hypoth-
esis due to the complexity of the problem. Indeed, since multiple types of adverse
events with different extents of toxicity burden occur simultaneously, studying the
toxicity evolution during treatment is a challenging problem in cancer research.

In this work, a novel procedure based on Latent Transition Analysis (LTA) [1],
a special case of first-order Latent Markov (LM) models for longitudinal data [2],
is proposed to identify and reconstruct the longitudinal latent profiles of toxicity
evolution. LM models for longitudinal data have been successfully applied in sev-
eral fields, such as social, economic and behavioural sciences, education and public
health, criminology or marketing [1, 2]. Clinical examples include, among others,
the evolution of psycho-physic conditions in elderly individuals, the course of emo-
tions among anorectic patients, or the analysis of pneumococcal carriage in children
to study interactions between co-colonizing serotypes [2]. The idea behind this ap-
proach is that the latent variables can be thought of as the outcomes of a latent pro-
cess which determines the evolution of the observed toxicity levels. This approach
properly allows to take into account both the longitudinal and categorical aspects of
toxicity level progression and the corresponding toxic risk evolution in oncology.

This approach has never been applied to osteosarcoma treatment and provides
new insights for childhood cancer therapy. The presented procedure is really flexible
and appropriate to analyse cancer chemotherapy treatment in general. Data from
the MRC BO06/EORTC 80931 randomized controlled trial for osteosarcoma [6], a
malignant bone tumour mainly affecting children and young adults, are analysed.

2 Methods

Let us consider a set J of categorical response variables measured at t = 1, . . . ,T
occasions, with J = |J |. For each j = 1, . . . ,J, let Y (t)

j denote the j-th response
variable at time t, with set of possible categories C j. Let ỸYY = (YYY (1), . . . ,YYY (T )) be the
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complete response vector, where YYY (t) is the observed multivariate response vector at
time t. The general Latent Transition Analysis (LTA) formulation is a Latent Markov
(LM) model that assumes the existence of a latent process which affects the distribu-
tion of the response variables. This latent process, denoted by UUU = (U (1), . . . ,U (T )),
follows a first-order Markov chain with state space {1, . . . ,k}, where the number of
latent states k can be a priori defined or selected according to the Bayesian informa-
tion criterion (BIC). Three different sets of model parameters θθθ can be defined:

• the item-response probability φ (t)
jy|u, i.e., the probability of a particular observed

response y on variable j at time t, conditional on latent class u membership:

φ (t)
jy|u = P(Y (t)

j = y
∣∣U (t) = u) y ∈ C j j = 1, . . . ,J u ∈ {1, . . . ,k};

• the initial latent status prevalence δu, i.e., the probability of membership in
latent state u at time t = 1:

δu = P(U (1) = u) u ∈ {1, . . . ,k};

• the transition probability τ(t)u|ū, i.e., the probability of a transition to latent state
u at time t, conditional on membership in latent state ū at time t −1:

τ(t)u|ū = P(U (t) = u
∣∣U (t−1) = ū) t = 2, . . . ,T u, ū ∈ {1, . . . ,k}.

Assuming local independence, i.e., the observed variables are independent condi-
tional on the latent class, the manifest distribution of the response variables is:

P(ỸYY = ỹyy) = ∑
uuu

P(UUU = uuu)×P(ỸYY = ỹyy
∣∣UUU = uuu) =∑

uuu
δu(1)

T

∏
t=2

τ(t)
u(t)|u(t−1) ×

T

∏
t=1

J

∏
j=1

φ (t)

jy(t)j |u(t)

where ỹyy is a realization of ỸYY made by the subvectors (yyy(1), . . . ,yyy(T )), yyy(t) is a real-
ization of YYY (t) with elements y(t)j and uuu = (u(1), . . . ,u(T )).
Parameters estimation θ̂θθ is performed maximizing the log-likelihood for a sam-
ple of n independent units, i.e., ℓ(θθθ) = ∑n

i=1 logP(ỸYY i = ỹyyi), using an Expectation-
Maximization (EM) algorithm. For further details see [2, 7].

The EM algorithm also provides the estimated posterior probabilities of U (t)

[2], which can be used to reconstruct the Longitudinal Latent Probability Profile
(LLPP) for each latent state u ∈ {1, . . . ,k} and subject i ∈ {1, ...,n}, as follows:

pppu,i =
{

p(t)u,i = P
(

U (t) = u
∣∣ỸYY i = ỹyyi

)
, t = 1, . . . ,T

}
(1)

LLPP in Eq. (1) represents the probability over time t of being in latent state u for
individual i, given the observed response ỹyyi. Applying this procedure, a k-variate
longitudinal latent profile

(
ppp1,i, . . . , pppk,i

)
such that ∑u p(t)u,i = 1 for each t = 1, . . . ,T

can be reconstructed for each subject i.
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3 Data and Patients

Data from MRC BO06/EORTC 80931 randomised controlled trial for patients with
non-metastatic high-grade osteosarcoma [6] were analysed. Patients were random-
ized at baseline between Conventional (Reg-C) or Dose-Intense (Reg-DI) regi-
mens of six cycles of chemotherapy, with identical anticipated cumulative dose
but different duration. Non-haematological chemotherapy-induced toxicity for nau-
sea/vomiting (naus), infection (in f ), mucositis (oral), cardiac toxicity (car), ototox-
icity (oto) and neurological toxicity (neur) were registered at each cycle and graded
according to the Common Terminology Criteria for Adverse Events (CTCAE) v3.0
[8], with grades ranging from 0 (none) to 4 (life-threatening). Additional details can
be found in the primary analysis of the trial [6].

In the study cohort n = 377 patients that completed the chemotherapy within
180 days from randomization were included. Nausea/vomiting was reported at least
once over cycles in 97.3% of patients (367/377), with a percentage that decreased
over cycles from 84.9% (327/377) in cycle 1 to 52.5% (198/377) in cycle 6. The per-
centages of patients that reported oral mucositis or infections were more stable over
cycles: 30.5%-43.3% for mucositis and 23.8%-31.3% for infection. Other toxicities
were less frequent (<10%), especially for grades above 1.

4 Application and Results

Latent Markov (LM) model formulation presented in Sect. 2 is now applied to
chemotherapy-induced longitudinal categorical toxicity data presented in Sect. 3, as
shown in Fig. 1. For each cycle t = 1, . . . ,6, let J = {naus, in f , oral, car, oto, neur}
be the set of categorical response variables Y (t)

j with possible sets of response cat-
egories C j = {0 : none, 1 : mild, 2 : moderate, 3/4 : severe} for j = 1,2,3 and
C j = {0 : none, 1 : mild, 2/3/4 : mod/sev} for j = 4,5,6. The item-response proba-
bilities were assumed to be time homogeneous, i.e. φ (t)

jy|u = φ jy|u∀t, that is a common
parameters restriction in latent transition analysis [1]. Due to the multimodality of
the log-likelihood function ℓ(θθθ), different random initializations of EM algorithm
were used and the final estimate θ̂θθ was the one corresponding to the highest ℓ(θθθ).
Statistical analyses were performed using the R package LMest [7].

Fig. 1 Structure of the Latent Markov (LM) model for longitudinal data of toxicity levels.
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Fig. 2 Estimated item-response probabilities. Each panel refers to a different toxicity variable
in J = {naus, in f , oral, car, oto, neur} with grade response categories {0 : none, 1 : mild, 2 :
moderate, 3/4 : severe} for {naus, in f , oral} and {0 : none, 1 : mild, 2/3/4 : mod/sev} for
{car, oto, neur}.

According to minimum BIC, the selected number of latent states was k = 4.
Fig. 2 shows the estimated item-response probabilities φ̂ jy|u for each toxicity, which
provided the basis for the interpretation of the latent states. From these results the
following latent state labelling was derived:

• State 1 Severe/Moderate a-specific toxic state
• State 2 Non-toxic state
• State 3 Mild nausea (with possible specific toxicity)
• State 4 Severe/Moderate nausea only.

The estimated initial latent status prevalence showed that the prevailing state at
time t = 1 was Severe/Moderate nausea only (61.8%), followed by Non-toxic state
(19.5%), Severe/Moderate a-specific toxic state (12.1%) and Mild nausea (6.5%).
In particular, the prevalence of Severe/Moderate nausea only decreased over cycles
from 61.8% to 20.6% (t = 6), whereas the ones of Non-toxic state and Mild nausea
increased from 19.5% to 49.3% and from 6.5% to 19.2%, respectively. Latent state
prevalence of Severe/Moderate a-specific toxic state was more stable over cycles
ranging in 10.8%-16.5%, with peaks in cycles 2 and 3.

Longitudinal latent probability profiles (LLPPs) were finally reconstructed ac-
cording to Eq. (1). Fig. 3 shows the LLPPs pppu,i related to each latent state u =
{1,2,3,4} for seven random patients. LLPPs are able to capture the individual re-
alisations of the latent process over cycles through a customized reconstruction,
showing different patterns of toxicity evolution over treatment among patients.

5 Conclusion

The proposed approach allowed (i) to move from complex chemotherapy data to
a set of different subgroups of individuals that exhibit similar patterns of toxicity
grades progression over cycles by identifying the latent states and (ii) to reconstruct
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Longitudinal Latent Probability Profiles (LLPPs)
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Fig. 3 Reconstructed longitudinal latent probability profiles pppu,i for seven random patients. Each
panel refers to a different state u = {1,2,3,4}. Different colours refer to different patients.

and provide Longitudinal Latent Probability Profiles (LLPPs) related to toxicity evo-
lution in a tailored way. This procedure represents a novelty for osteosarcoma treat-
ment and, more generally, for cancer studies, providing new insights for childhood
therapy.

This work opens doors for many further developments. The LM model could be
enriched by considering other relevant clinical information as adjusting covariates.
Moreover, it could be of clinical interest to study the association between LLPPs and
time-to-event outcomes. This is a non-trivial modelling task, representing a chal-
lenging problem both for clinical and statistical research.
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Information borrowing in phase II basket trials:
a comparison of different designs
Information borrowing negli studi clinici di fase II: un
confronto tra differenti approcci

Marco Novelli

Abstract Traditional phase II oncology clinical trials are focussed on a single treat-
ment for a subgroup of patients with specific histological characteristics. Recently,
the advances in cancer biology and genomic medicine have led to the flourish of
new molecularly targeted therapies and to a re-thinking of the design of phase II
trials assessing clinical activity. In this work, we evaluate the potential benefit of
information borrowing across tumor subgroups in basket trials by comparing the
operating characteristics of the models presented in the literature. In addition, we
suggest a modification of the model proposed in [2] which exhibits good perfor-
mances in terms of both the average number of patients treated and the ability to
preserve the type I error rate.
Abstract I tradizionali studi clinici di fase II si focalizzavano su di un singolo trat-
tamento specifico per un sottogruppo di pazienti con determinate caratteristiche
istologiche. Recentemente, i progressi della medicina hanno portato allo sviluppo
di nuove terapie molecolari mirate e ad una riprogettazione degli studi di fase II
che valutano l’efficacia. In questo lavoro, si studiano i potenziali vantaggi della
‘information borrowing’ tra sottogruppi tumorali confrontando le caratteristiche
operative dei modelli presentati in letteratura e si suggerisce una possibile modifica
del modello presentato in [2] che mostra buone prestazioni sia in termini di numero
medio di pazienti trattati che nella capacità di preservare l’errore di prima specie.

Key words: Adaptive borrowing, Bayesian hierarchical models, clinical trials, het-
erogeneity, targeted therapy, type I error
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1 Introduction

One of the most difficult challenges in cancer research consists in dealing with the
heterogeneity of patients. Until recently, the tumor histology has been considered
the primary determinant of treatment effectiveness and, hence, the development of
new cancer drugs has been conducted independently for each different histological
type [4, 5, 7]. As a consequence, traditional phase II oncology clinical trials have
been designed to focus on a specific single treatment for a subgroup of patients with
particular molecular and/or histological characteristics. The recent advances in can-
cer biology and genomic medicine have led to a paradigm shift toward therapies
which match patients with particular genetic or molecular aberration with molecu-
larly targeted treatments [5]. A plethora of new clinical trial designs for biomarker-
based cancer treatment development has flourished: basket, umbrella and platform
trials (for a review see e.g., [7]). In this work, we will focus on the recent advances
in basket trial designs, i.e., clinical trials where patients sharing the same molecular
aberration but with different tumor histologies are placed in a common ‘basket’ and
treated with a common therapy.

Although the patients enrolled in the trial share the same molecular aberration,
their response to the treatment may still greatly vary depending on the tumor type. In
such a situation, the two simplest and most intuitive approaches are either to conduct
a single pooled analysis, by collecting all subgroups together, or to treat each arm
independently. Clearly, both approaches suffers from drawbacks. A pooled analysis
might not be able to distinguish the heterogeneity of the treatment effect across the
subgroups, leading to inflated type I error and biased estimates. Treating each group
independently instead, may not reach the required statistical power for reliably de-
tecting the treatment efficacy, due to the limited sample size. In order to circumvent
such limitations, a possible middle ground solution consists in ‘sharing information’
across different subgroups to improve inferential precision. To do so, Thall et al in
[8] presented a Bayesian hierarchical model (BHM), able to adaptively borrow in-
formation across subgroups. This model has been recently adapted to basket trials
in [1]. The main idea is to control the degree of information borrowing through a
shrinkage parameter that is directly estimated from the data, in such a way that, as
the trial unfolds, the amount of shared information is automatically adjusted. If the
treatment is effective in all the subgroups (namely, the effect is homogeneous) the
BHM borrows information and shrinks the estimate of the treatment effect in each
group toward the overall mean, so as to gain statistical power. If instead the treat-
ment turns out to be effective for some subgroups but not for others (i.e., the effect
is heterogeneous) the BHM should not borrow information in order to preserve the
type I error rate.

Since its introduction, the BHM has been greatly discussed: albeit conceptually
appealing, the borrowing information approach suffers from a serious drawback re-
lated to the scarce available information to reliably estimate the shrinkage parameter.
Unless the number of subgroups is 10 or greater, the information on the shrinkage
parameter is very limited, leading to inflated type I error and to biased estimates of
treatment effects [3]. This problem stems from the fact that the shrinkage parame-

573



Information borrowing in phase II basket trials: a comparison of different designs 3

ter represents the variance between subgroups, hence the observation units are the
tumor subgroups, not patients. This means that if the number of subgroups is small,
BHM is not able to reliably estimate the degree of information borrowing, even in
the presence of large sample sizes [2, 3]. Such a problem is particularly relevant in
the basket trial context where only a small/moderate number of subgroups (e.g., 3-
10) is generally considered [2, 3]. As a possible solution, in [2] the authors propose
a new calibrated Bayesian hierarchical model (CBHM) able to manage the borrow-
ing strength by accounting for the homogeneity/heterogeneity among cancer types.
Specifically, instead of a fully Bayesian approach, the authors propose to define the
degree of information borrowing as a function of a similarity measure of the treat-
ment effectiveness across subgroups. Once the function is properly calibrated, such
an approach allows for a correct specification of the degree of information borrow-
ing, while generally preserving the nominal type I error rate.

The aim of the present work is to extend the results of [3] through an extensive
comparison of several models in order to better understand the role of information
borrowing and its potential usefulness in basket trials. By introducing a different
functional specification of the link between the homogeneity measure and the degree
of information borrowing, we also show that the performance of the CBHM can be
substantially improved.

2 A modification of CBHM

Following the notation in [2], let us consider a basket trial aimed at evaluating the
effectiveness of a treatment in J different tumor subgroups by testing

H0 : p j ≤ pu vs H1 : p j ≥ pa, j = 1, . . . ,J

where p j( j = 1, . . . ,J) represents the response rate of group j and pu and pa are the
cutoffs under which the drug is considered futile or promising, respectively. After
n j( j = 1, . . . ,J) patients have been enrolled in each subgroup, an interim go/no-go
analysis takes place. The number of patients in group j who responded favorably to
the treatment, namely y j, is assumed to follow a hierarchical model

y j|p j,n j ∼ Bin(p j,n j)

θ j = log
(

p j

1− p j

)

θ j|θ ,σ2 ∼ N(θ ,σ2)

θ ∼ N(α0,ω0)

where θ j is the log-odds of response in group j, α0,ω0 are hyperparameters and σ2

is the parameter controlling the degree of shrinkage. In particular, a small (large)
value of σ2 induces strong (weak) information borrowing. In [2], the authors pro-
pose to use a chi-squared test statistic of homogeneity T as a measure of homogene-
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ity/heterogeneity across groups, and to link σ2 with T via a monotonically increas-
ing function, i.e., σ2 = g(T ). Through a simulation-based procedure, the function
is then calibrated in such a way that strong information borrowing is enforced when
the treatment effect is homogeneous, while little or none shrinkage occurs in the
case of heterogeneous treatment effect.

Although the CBHM have shown fairly good performances, when the treatment
effect is highly heterogeneous it may still suffer from inflated type I error rates [2].
In this work, we suggest a modified version of the function g(·) linking σ2 with
T that turns out to better preserve the type I error rate, while maintaining good
operating characteristics. The proposed link function is defined as

σ2 = exp{a+b
√

T}−1 (1)

where the parameters a and b have to be calibrated through a procedure similar to
that discussed in [2]. In what follows, we will refer to this model as the modified
CBHM, i.e. mCBHM. Note that, by combining the functional form in (1) with the
calibration strategy, the mCBHM can achieve full information borrowing when the
treatment effect is homogeneous, and no information borrowing when the treatment
is instead heterogeneous.

3 Numerical experiments

In this section, the operating characteristics of five different designs are com-
pared, namely the Simon’s Optimal Two-Stage design (STS) introduced in [6], the
Bayesian independent model (BIM) and the BHM in [1], the CBHM in [2] and its
modified version mCBHM presented in the previous section. We will consider a trial
with J = 5 subgroups with a maximum sample size of 30 patients for each tumor
type and 2 go/no-go interim analyses, after 10 and 20 patients enrolled respectively.
Following [3], a response rate of 10% has been considered uninteresting, whereas a
response rate of 30% is deemed promising. To facilitate comparisons, we set both
type I and type II error rates equal to 0.10 for STS and each Bayesian model has
been calibrated in order to have a type I error rate of 10% when all the treatment
effects are equal to pu = 0.10. All the remaining parameter values are set according
to those reported in [2]. Three scenarios with various response rates are considered.
Monte Carlo simulation is used to obtain 5,000 trials for each model and for each
scenario. Table 1 summarizes the operating characteristics of the designs: rejection
rates of the null hypothesis are displayed along with the average sample size of the
trial, while the estimated response rates are in brackets.

In scenario 1, the treatment is not effective in the second and the third subgroup,
only. All the designs show high power in detecting the treatment efficacy in sub-
groups 1, 4 and 5; the BHM and CBHM display inflated type I error. This is par-
ticularly evident for BHM which shows a value of 40%. The BHM also shrinks the
estimated response rates to the overall mean: the values for the intermediate sub-
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groups increase to 0.15 and those of the other subgroups register a decrease. The
BHM enrolls the highest number of patients, followed by the Simon’s design, and
by the BIM and the CBHM, that have a similar performance. The mCBHM has the
smallest average sample size.

Scenario Design Subgroup Sample size
1 2 3 4 5

1
p1 = 0.35 p2 = 0.1 p3 = 0.1 p4 = 0.35 p5 = 0.4

STS 0.95 (0.34) 0.10 (0.08) 0.10 (0.08) 0.95 (0.34) 0.98 (0.39) 142.3
BIM 0.97 (0.35) 0.10 (0.08) 0.09 (0.08) 0.97 (0.34) 0.99 (0.40) 132.8
BHM 0.99 (0.32) 0.40 (0.15) 0.40 (0.15) 0.99 (0.32) 1.00 (0.36) 146.7
CBHM 0.98 (0.35) 0.16 (0.08) 0.16 (0.08) 0.98 (0.34) 0.99 (0.40) 132.9
mCBHM 0.97 (0.35) 0.09 (0.08) 0.09 (0.08) 0.98 (0.34) 1.00 (0.40) 131.7

2
p1 = 0.3 p2 = 0.3 p3 = 0.3 p4 = 0.45 p5 = 0.1

STS 0.89 (0.28) 0.91 (0.29) 0.90 (0.29) 0.99 (0.45) 0.10 (0.08) 153.8
BIM 0.92 (0.29) 0.92 (0.29) 0.92 (0.29) 1.00 (0.45) 0.09 (0.08) 139.9
BHM 0.98 (0.29) 0.98 (0.29) 0.98 (0.29) 1.00 (0.38) 0.58 (0.19) 149.2
CBHM 0.95 (0.29) 0.94 (0.29) 0.95 (0.29) 1.00 (0.45) 0.16 (0.08) 140.0
mCBHM 0.93 (0.29) 0.92 (0.29) 0.93 (0.29) 1.00 (0.44) 0.09 (0.08) 139.1

3
p1 = 0.3 p2 = 0.15 p3 = 0.1 p4 = 0.2 p5 = 0.3

STS 0.90 (0.29) 0.33 (0.12) 0.10 (0.08) 0.60 (0.17) 0.90 (0.29) 139.2
BIM 0.92 (0.29) 0.32 (0.13) 0.09 (0.08) 0.57 (0.18) 0.92 (0.29) 133.4
BHM 0.96 (0.25) 0.75 (0.18) 0.60 (0.16) 0.86 (0.20) 0.96 (0.25) 144.9
CBHM 0.94 (0.29) 0.44 (0.13) 0.17 (0.08) 0.68 (0.18) 0.94 (0.29) 133.1
mCBHM 0.91 (0.28) 0.28 (0.13) 0.11 (0.09) 0.53 (0.18) 0.92 (0.28) 128.3

Table 1 Operating characteristics of the designs. Rejection rate of the null hypothesis, in brackets
the estimated response rates.

In scenario 2, all the subgroups except for the last one are responsive. Here the
over-shrinking effect of the BHM is even more pronounced with an inflated type I
error up to 58% and 10 more patients enrolled with respect to BIM, CBHM and its
modified version. The Simon’s design preserves the type I and II error rates at the
expenses of a higher average sample size. The mCBHM shows similar performance
to those of BIM, preserves the type I error and has the smallest number of treated
patients.

In the last scenario, the treatment effect is highly heterogeneous across sub-
groups, namely it is effective in group 1 and 5, not effective in group 3, group 2
and 4 have a response rate that is in between pu and pa. The BHM presents the
same critical issues observed in the previous scenarios: highly inflated type I error
(up to 60%) and biased estimates of the response rates; for example, that of the first
group decreases from 0.30 to 0.25 and that of the third increases from 0.10 to 0.16.
The CBHM exhibits good performance in terms of power with an inflated type I
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error for the third group (17%). The STS and BIM designs perform quite similarly,
but the latter requires on average smaller sample size (139.2 vs 133.4). The power of
the mCBHM is comparable with those of the Simon’s and the independent design,
though with a loss up to 4−5% with respect to the BHM. The modified calibrated
model displays a slightly inflated type I error (11%) for the third group but requires
the smallest sample sizes, with about 5 and 16 fewer patients with respect to the
CBHM and the BHM, respectively. Note that the improvement of the mCBHM with
respect to its original formulation is particularly evident in this complex scenario
since it is able to both i) maintain a lower rejection rate for those subgroups that
have a response rate in between the two desired thresholds and ii) to enroll fewer
patients.

As stressed in [3], in phase II trials strong emphasis should be placed in control-
ling the false-positive error rate since it minimizes the number of negative phase III
trials by screening out treatments that are ineffective. Our results confirm the crucial
consequences that the heterogeneity of treatment effect has in conducting a solid sta-
tistical analysis. Indeed, when only few subgroups are responsive to the treatment,
adopting a strong information borrowing approach severely undermines the statisti-
cal reliability of the analysis, also increasing the average number of patients treated.
In such situations, the mCBHM seems to show performances similar to those of
the independent approach while requiring smaller sample sizes at the same time.
Future research should explore more the usefulness of sharing information across
subgroups, in particular in the case where some response rates are in between the
two considered thresholds. Moreover, although the discussed designs include the
possibility to stop the treatment in one or more subgroups at the interim analysis, a
proper study of how different stopping rules affect the operating characteristics of
the designs is still an open problem.
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Q-learning Estimation Techniques for Dynamic
Treatment Regime
Q-learning per Problemi di Trattamento Dinamico

Simone Bogni and Debora Slanzi and Matteo Borrotti

Abstract Optimal individualized treatment estimation in single or multi-stage clin-
ical trials is a breakthrough for personalized medicine. In this context, statistical
methodologies can significantly improve the estimation over model-based methods.
Furthermore it can help in selecting important variables in high-dimensional set-
tings. In this work, we investigate the performance of an hybrid approach that com-
bine Sequential Advantage Selection (SAS) method and Q-learning. In addition,
Q-functions are estimated with linear regression model, random forest and neural
network.
Abstract L’individuazione del trattamento ottimale in studi clinici è un importante
sviluppo della medicina personalizzata. In questo contesto, le metodologie statis-
tiche possono contribuire a migliorare gli attuali approcci per la stima. Inoltre pos-
sono risolvere il problema della selezione delle variabili in contesti caratterizzati da
alta dimensionalità. In questo lavoro, vengono analizzate le performance di un ap-
proccio sviluppato combinando le peculiarità della Sequential Advantage Selection
(SAS) e del Q-learning. Inoltre, le funzioni Q sono stimate utilizzando regressione
lineare, random forest e reti neurali.
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1 Introduction

Personalized medicine refers to the tailoring of a medical treatment focusing on the
patients based on their individual demographic, clinical and genetic characteristics
[5]. In simple words, personalized medicine is an opportunity to take a one-size-
fits-all approach to diagnostics and drug therapy and turn it into an individualized
approach increasing the ability to predict which medical treatment will be safe and
effective for each patient.

Within this framework, personalized treatments are defined as a set of decision
rules that dictate which treatment to provide given a patient state and can be com-
posed by a sequence of interventions that are made adaptive to the patient’s time-
varying or dynamic-state, namely Dynamic Treatment Regimes (DTRs)[2].

In the last years, there has been increasing interest on developing methodologies
for estimating the DTRs [7, 12]. However, clinical trials and observational stud-
ies gather an incredible amount of patient information that are potentially useful
for the optimization of the treatment decisions but only a small number of these
features (i.e. variables, covariates) can actually impact the prediction of a target out-
come (i.e response variable). Peto (1982) [8] defines as prescriptive variables those
variables that have qualitative interactions with treatments, impacting the decision
rules phase. Therefore, variable selection from a high-dimensional set of covari-
ates targeted towards optimal decision making is an essential step in constructing
a meaningful and practically useful DTR [13]. Several works go into this direction
[3, 4, 13]. For example, Fan et al. (2016) develop a Sequential Advantage Selec-
tion (SAS) method based on a modified S-score method [4]. The proposed method
sequentially selects variables with a qualitative interaction and can be applied in
multiple decision-point settings [3].

In this work, we investigate the performance of an hybrid approach mainly based
on two consecutive steps: (i) variable selection done by SAS method and (ii) optimal
treatment identification based on Q-learning techniques [2]. Specifically, we develop
a simulation study to evaluate the performance of the proposed approach in a two-
stage DTR by comparing three different models for Q-function estimation: linear
regression, random forest and neural network.

The paper is organised as follows. In Section 2 we briefly present the DTR’s
notations and assumptions and we introduce the SAS and Q-learning approaches.
Section 3 describes the characteristics of the conducted simulations and presents
some results. Finally in Section 4 we derive some concluding remarks.

2 Method

Consider a finite number of time points, tk, k = 1..,K where t1 is the starting point
or baseline. A single individual, namely a patient, is characterized by a set of infor-
mation summarized by (X1,A1, . . . ,Xk,Ak, . . .Y ), where Xk are the individual co-
variates and Ak is a treatment defined at each time point tk. Lastly, Y is the outcome
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or response, usually to maximize in order to assure the efficacy of the treatment. In
this work, we assume that Ak can take values in {0,1}. Covariates, treatments and
response are gathered for n individuals, resulting in n independent and identically
distributed observations (i.i.d.). See Fan et al. (2016) [3].

A DTR is a set of rules that dictates how treatments are assigned to an in-
dividual over time based on past information. Specifically, a DTR is defined as
d = (d1, ..,dK), where dk : Γk →Ak = {0,1}. Γk represents the mapping of the infor-
mation at time point tk, where Γk = {(x̂k, âk−1) ∈ X̂k × ˆAk−1} is the set of historical
information that includes both covariates and treatments. The potential outcomes,
for a fixed treatment âk ∈ ˆAk, are given by Eq. 1.

W = {{X1,X∗
2(â1), . . . ,X∗

K(âK−1),Y ∗(âK)},∀âk ∈ ˆAk}. (1)

In Eq. 1, X∗
k(âk−1) are the potential intermediate covariates that depend on the

treatment history â(k−1) and Y ∗(âk) represents the potential outcome given treat-
ment âk. The optimal DTR is defined as dopt = argmaxd∈D E[Y ∗(d)], where D is a
set of candidate treatment regimes. Given a DTR, expected potential outcome can
be estimated from observed data if two assumptions are satisfied: the stable united
treatment assumption and the sequential randomization assumption. For a more de-
tailed descriptions, see Robins (1997) [9] and Rubin (1978) [10].

When a large number of covariates is considered, a suitable variable selection
approach should be used. Fan et al. (2016) [3] developed a framework for selecting
variables having qualitative interactions with treatments by explicitly optimizing
E[Y ∗(d)] (SAS). In the case of multi-stage treatment decisions a combination of
SAS method and Q-learning is used. A modified Q-learning via backward induction
is used to estimate the optimal DTR. More precisely, the SAS algorithm is applied
at each stage to select important variables for treatment decision making and then
these variables are used to model Q-functions. See Fan et al. (2016) [3] for more
details.

Following the description presented in Chakraborty et al. (2014) [2], Q-learning
approach for two-stage studies is here illustrated. Suppose to have a two-stage
study composed by longitudinal data where a single subject is characterized by
(X1,A1,X2,A2,X3). At each stage, the history is given by H1 ≡ X1 and H2 ≡
(X1,A1,X2). A random sample of n observations is used for estimation purpose.
Consider a two-stage trial with two possible treatments at each stage, A j ∈ {0,1}.
Furthermore, consider a study with two rewards, Y1 and Y2, observed at end of each
stage. A DTR consists on a set of decision rules, (d1,d2).
In this context, namely a two-stage study, Q-learning [11] is used to define the op-
timal treatments dopt = (dopt

1 ,dopt
2 ) and it is based on the definition of Q-functions,

as in Eq. 2:

Qopt
2 (H2,A2) = E[Y2|H2,A2],

Qopt
1 (H1,A1) = E[Y1 +maxa2Qopt

2 (H2,a2)|H1,A1].
(2)
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The true Q-functions are not known and should be estimated from the data. Moodie
et al. (2012) [6] pointed out that traditional Q-learning based on linear regression
models is a simple and often reasonable approach, but in non regular settings can
lead to bias estimates. In fact, when the outcome is a non linear function of the co-
variates, linear regression models can fail in capturing the dynamic of the problem.
In such a context, there is the need to find valid alternatives in order to overcome
the limitations of linear regression models. Some possible solutions are Random
Forests [1] and Neural Networks [1]. In this work we contribute in the comparison
of different Q-learning techniques based on non linear approaches.

3 Experimental Settings and Results

Three different Q-learning techniques are compared: Q-learning with linear regres-
sion model, Q-learning with Random Forest and Q-learning with Neural Networks.
The SAS method is used at each stage of intervention to select prescriptive vari-
ables as input for each approach. Random Forest is applied with default settings of
randomForest R package. Neural Network is composed by one layer with 64
nodes, the loss function is the mean absolute error and the identity function is used
as activation function. In this preliminary study, one layer is considered only for
computational reasons and a more careful analysis should be done in the future. The
Neural Network is implemented with the Keras R package.

Following Fan et al. (2016) [3] and Zhang et al. (2018) [13], a simulation study
is conducted in order to evaluate the performance of the proposed methods in a two-
stage treatment decisions regimes. The simulation study is characterized by an high-
dimensional setting based on p = 1000 covariates at each stage and n = {200,500}
number of subjects.

More precisely, covariates at stage k = 1 are generated from a multivariate nor-
mal distribution with µ = 0 and σ = 1. Treatments Ak,k = 1,2 are generated from a
Bernoulli distribution with success probability of 0.5. Covariates at stage k = 2 are
generated as Xk j = X(k−1) j +ε,∀ j covariates and ε ∼ N(0,0.25). Within this setting,
we generate two models:
(1a) Model without interactions
Y = 1+β T

1 Xk=1 +A1γT
1

˜Xk=1 +β T
2 Xk=2 +A2γT

2
˜Xk=2 + ε ,

where ˜Xk=1 and ˜Xk=2 are (1,XT
k=1)

T and (1,XT
k=2)

T , β1 = (1,−1,0p−2)T , β2 =
(1,−1,0p−2)T and γ1 = γ2 = (0.1,1,07,−0.9,0.8,010,1,0.8,−1,05,1,
−0.8,0p−30). 0p−2 stands for p−2 coefficients set to 0.
(1b) Model with interactions
Y = 1+β T

1 Xk=1 +A1γT
1

˜Xk=1 +β T
2 Xk=2 +A2γT

2
˜Xk=2 +A1A2 +A2αT Xk=1 + ε ,

where α = (1,−0.9,0p−2).
Two performance metrics are computed for evaluating the performance of the

different methods: (i) the Value Ratio (VR) [3] = Q(d̂(opt))
Q(dopt ) , where Q(d̂opt) is the Q-

value following the estimated optimal treatment regime and Q(dopt) is the Q-value
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following the true optimal treatment regime and (ii) Iopt = Q(d̂opt )−Q(d)
Q(d) that quan-

tifies the improvement following the estimated optimal treatment regime instead of
using a randomized treatment.
Table 1 shows the results of the simulation studies. Both Random Forest and Neu-
ral Network are always performing better than Linear Regression with n = 200. In
terms of VR, Random Forest performs always better with respect to Neural Net-
work in Stage 2 and n = 200. At Stage 1, Neural Network is found to be the best
approach. Increasing the number of observations (patients) to n = 500, Linear Re-
gression is the best model for the estimation of the Q-function even if the Neural
Network reaches approximately the same results. Therefore, in situations with lim-
ited resources, non linear models with variable selection (i.e. SAS) seem to be more
suitable than simpler approaches such as linear models.

Table 1 Results with p = 1000 and n = {200,500} for each setting considered.

Stage 2 Stage 1

n Models Methods VR Iopt VR Iopt

Linear Regression 0.719 0.329 0.818 0.128
200 (1a) Random Forest 0.796 0.472 0.838 0.155

Neural Network 0.783 0.448 0.842 0.161

Linear Regression 0.825 0.49 0.908 0.248
200 (1b) Random Forest 0.905 0.633 0.833 0.145

Neural Network 0.837 0.511 0.912 0.253

Linear Regression 1.000 0.902 0.997 0.486
500 (1a) Random Forest 0.841 0.600 0.902 0.345

Neural Network 0.999 0.899 0.986 0.470

Linear Regression 1.000 0.959 0.983 0.432
500 (1b) Random Forest 0.893 0.749 0.909 0.325

Neural Network 0.997 0.954 0.982 0.430

4 Conclusion and Future Works

In this work, we investigated the combination of a variable selection technique,
SAS technique [3], together with a Reinforcement Learning technique, Q-learning
[2], for DTRs in high-dimensional settings. We compared three different estimation
models for the Q-functions: Regression model, Random Forest and Neural Network.
We developed some simulation studies characterized by increasing complexity both
in terms of number of available observations and underline type of model. From this
preliminary work, Random Forest and Neural Network seem to be more suitable in
presence of limited resources. If the number of patients is sufficient large and an
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appropriate variable selection approach is used then Regression models can provide
reliable results.

This work can be extended in different directions. First of all, a more careful anal-
ysis of the relation between p and n should be done in order to understand how p af-
fects the performance of the considered approaches. We expect that more p diverges
from n more the estimation problem will become challenging. Secondly, often sta-
tistical learning approaches are characterized by a high number of hyper-parameters
that affect the performance of the techniques. For instance, a hyper-parameters tun-
ing should be done for Neural Network in order to optimize the number of hid-
den layers, number of hidden nodes and type of activation functions. Further future
researches are (i) exploit the results of Tao et al. (2018) [12] on more complex
tree-based methods and (ii) extend the work of Murray et al. (2018) [7] based on
Bayesian Machine Learning.
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Sample Size Computation for Competing Risks
Survival Data in GS-Design
Calcolo della Dimensione Campionaria per Dati di
Sopravvivenza con Rischi Competitivi nei Disegni GS

Mohammad Anamul Haque and Giuliana Cortese

Abstract Competing-risks survival analysis is applied when the time to occurrence
of events depends on multiple causes of failure. The objective of the paper is to
estimate the sample size under group sequential (GS) design for a new treatment to
justify the continuation or interruption of a trial in interim analyses, when we have
competing risks data. We compared the GS-design under two popular approaches
for regression with competing risks data: the cause-specific hazard (CSH) model
and the sub-distribution hazard (SDH) model. We found that the conditional power
is higher under the SDH approach as compared to the CSH.
Abstract L’analisi di sopravvivenza per rischi competitivi riguarda lo studio del
tempo di attesa ad un evento generato da cause multiple. L’obiettivo del contributo
è quello di calcolare la dimensione campionaria nei disegni sequenziali a gruppi
(GS) per un nuovo trattamento, per giustificare la continuazione o l’interruzione
di un trial clinico, in presenza di rischi competitivi. Sono stati messi a confronto i
disegni GS in due popolari approcci per la regressione: il modello per i tassi causa-
specifici (CSH) ed il modello per i tassi ‘sub-distribution’ (SDH). Si è trovato che la
potenza condizionata è maggiore nell’approccio SDH rispetto all’approccio CSH.

Key words: competing risks, sample size, group sequential design.

1 Introduction

For designing a randomised clinical trial, an essential step is the calculation of the
sample size or the number of patients to be recruited to detect the efficacy of treat-
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ments with sufficient power. In a time-to-event study, the sample size is determined
not by the number of patients accrued but rather by the number of events observed
during a specific follow-up period. Furthermore, it is of great interest to study the
effect of a main event accounting for the fact that patients can experience competing
events. In this case, only part of the trial population will experience the main event,
allowing subjects to be censored or to fail from competing events. Therefore, in de-
termining the required sample size, we also need to estimate the probability Ψ of
having the main event over time, which can be calculated by using the cumulative
incidence function (CIF). The CIF is often of interest in medical research and can
be estimated with different methods. In Section 2 we describe the theory of sam-
ple size calculation, related to the CIF, under two popular competing risks models:
the cause-specific hazard (CSH) and sub-distribution hazard (SDH) approaches. We
then extend results to group sequential design (GS-design) in Section 3.

2 Computing Sample Size in a Competing Risks Setting

Consider a single event of interest. Let D be the number of events required to
be observed in the study, and T be the duration of a study. It is planned that
T = a+ f̃ , where a is the first time period during which subjects are being enrolled
into the study, while f̃ is the follow-up period during which subjects are under ob-
servation. A general formula for the required number of subjects is N = D/Ψ =
f (α ,β ,θ ∗)/p{S(t),G(t),H(t),a,T}, where D is obtained as a function f (·) of the
type I error probability α , the power 1−β and the effect size θ ∗, while Ψ is given
as a function p(·) that depends on a, T , the survival function S(t), the accrual distri-
bution G(t) and the distribution of the loss to follow up patterns H(t). Effect size is
usually expressed as either the hazard ratio (HR), θ = λ2(t)/λ1(t),∀t,. or logθ , or
the regression coefficient in a Cox model.

Let PE and PC be the sample proportions assigned to, respectively, the experimen-
tal treatment group and control group, Z1 and Z2 be the standard normal quantiles at
the desired one-sided significance level and power 1−β , respectively. The required
number of events can be further obtained as D =

(
z1−α/2 + z1−β

)2
/[(logθ)2PEPC].

and, moreover, we haveΨ =
∫ a

0 P(death | accrued at time t)×P(accrued at time t)dt.
Consider now a competing risks setting with an event of interest (type 1) and a

competing event (type 2). Our scope is here to derive the required sample size for
event of type 1. Equivalent results can be obtained for event of type 2. Then, as-
suming a uniform distribution for the accrual of patients in [0,a] for both control
(C) and experimental (E) groups, the cumulative probabilities for the event of in-
terest in each group ( j = C,E) reduce to Ψ1j = (1/a)

∫ a+ f̃
f̃ CIF1 j (t)dt. Under the

CSH approach, the function CIF1 (t) =
∫ t

0 λ1(u)e−{Λ1(u)+Λ2(u)}du, depends on both
cause-specific hazard rates λ1(t) and λ2(t), where Λk(t) =

∫ t
0 λk(s)ds, for k = 1,2.

For computing sample size, any parametric distribution can be assumed for the two
cause-specific hazards. Under the SDH approach, the relation between CIF1(t) and
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the survival function for the only event 1 is CIF1(t) = 1−S1(t). Then, by modifying
the survival function according to Simpson’s approximation, we can compute Ψ1C
and Ψ1E as Ψ1 j =

1
6
[
CIF1 j

(
f̃
)
+4 CIF1 j

(
0.5a+ f̃

)
+CIF1 j

(
a+ f̃

)]
and combin-

ing these results we obtain Ψ1 = PC ∗Ψ1C +PE ∗Ψ1E.
In the following we provide some practical guidelines for computing the required

sample size in presence of competing risks. For this scope, the main quantities of
interest are the hazard ratios and the probability Ψ1 of observing an event of type 1.

Let us consider the CSH approach. The involved CSH ratios are θ1 = λ1E/λ1C
and θ2 = λ2E/λ2C. To obtain these ratios, we can derive the following CSHs by
inverting the equations for CIF1 j(t) and CIF2 j(t) (see [7]):

λkj =CIFkj(t)×
− log

(
1−CIF1j(t)−CIF2j(t)

)

t
(
CIF1j(t)+CIF2j(t)

) , j =C,E and k = 1,2. (1)

If we know (λ1E ,λ2E) and then the ratios (θ1,θ2), we can calculate (λ1C,λ2C). Al-
ternatively, if we do not know (λ1E ,λ2E), we can calculate them from equations
(1) assuming CIF1E(t) and CIF2E(t) are known. Finally, for each j = C,E, we can
obtain the CIFs values by solving the system of equations in (1): CIF1 j(t) = [1−
e−t λ1 j (1+λ̃ j)]/(1+ λ̃ j), where λ̃ j = λ2 j/λ1 j. Similarly we can compute CIF2 j(t).

Under the SDH approach, we assume to know CIF1E ,CIF2E , CIF1C,CIF2C, and
need to compute the sub-distribution hazard rate λ ∗(t). This can be obtained by
using the direct relationship

∫ t
0 λ ∗

k (u)du = − log{1−CIFk(t)} [2]. Therefore, the
SDH for event of type 1 can be computed as

θ̃1 =
− log{1−CIF1E(t)}
− log{1−CIF1C(t)}

=

∫ t
0 λ ∗

1E(u)du
∫ t

0 λ ∗
1C(u)du

. (2)

Finally we can calculate the probability Ψ following the formulas for Simpson’s
approximation.

3 Sample Size under Group Sequential Design (GS-design)

It is of great interest to design and supervise a trial on an experimental treatment by
performing interim analysis, referred to as GS-design. This type of design helps to
reduce the number of allocated patients per treatment group which in turns save time
and money. One of the main scope is to calculate the boundary limits after having
adjusted for type I and type II errors (using the error spending functions proposed in
[5, 6] and the conditional power in [3]). These limits help to make an early decision
to stop a trial anytime before the final stage analysis is reached. The Data Monitor-
ing Committee also requires this analysis for patients’ ethical concern because of
efficacy (treatment is found very effective earlier than expected) or futility (the trial
shows adverse effects or the true effect is far away from the assumed H1).

Calculation of boundaries limits
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Suppose the interest is to test a parameter θ with H0 : θ ≥ 0 vs H1 : θ < 0.
Assume the estimator θ̂ is efficient, properly normalized and computed sequen-
tially over time and has asymptotically a Gaussian independent increments pro-
cess whose distribution depends only on θ and on the Fisher’s information I [8].
For the interim analysis k, with k = 1, . . .K − 1, θ̂k ∼ N(θ ,I −1

k ), the standard-
ized statistic is Zk = θ̂k

√
I k and the canonical joint distribution of (θ̂1, . . . , θ̂K)

implies that (Z1, . . . ,ZK) is multivariate normal, where Zk ∼ N(θ
√

I k,1) and
Cov(Zk1 ,Zk2) =

√
Ik1/Ik2 for k1 < k2 [3].

For obtaining interim stage information (Ik), it is required to obtain the informa-
tion IK from final stage K. For this, two quantities, the fixed design event size (I f ix)
and an inflation factor (IF), need to be calculated using the relation IK = I f ix ∗ IF
Then to obtain IF , it is required to calculate the Z-quantiles estimated at the in-
terim stages using the so-called error spending function. The Z critical values and
the IF are available from reference [3] or can be computed from the R package
gsDesign [1]. Finally, I f ix is obtained by recalling formula for D from Section 2,
D =

(
z1−α/2 + z1−β

)2
/[(logθ)2PEPC] = I f ix/(PEPC) = 4 I f ix, when P1 = P2 = 0.5.

Once the Z statistic values (efficacy or futility boundary limits) are obtained, then
the decision at each interim analysis whether to continue or terminate the trial can
be made, according to the rule

⎧
⎪⎨

⎪⎩

Zk ∈ Mk = (lk,uk), trial continue to the next stage
Zk ∈ Uk = (uk,+∞),stop the trial for efficacy and conclude H1

Zk ∈ Lk = (−∞, lk),stop the trial for futility and conclude H0

where {uk} is the upper limit or the efficacy boundary and {lk} is the lower limit or
the futility boundary, with lk ≤ uk until final stage and at final stage lK = uK .

Calculation of the error spending function
Since the same sample data are used in the clinical trial over the study period, we

need to adjust the error rate by using flexible approaches of error spending functions
which do not require the number and exact timing of interim to be fixed in advance.
Define the proportion of events at interim k to be equal to the information fraction
t = Ik/IK . Then, two non-decreasing error spending functions for α(t) and β (t) will
be used to set α (under null, θ = 0) and β (under alternative, θ = θ ∗). Among
several functional forms proposed by [5], we have used O’Brien-Fleming (spends
very little α at the beginning), with α(t) = 2−2φ(z1−α/2/

√
t), and Pocock (spends

α more evenly across the stages), with α(t) = α log{1+(e−1)t}. The β -spending
function are calculated in a similar way. To have both these approaches together in
a more flexible way, Wang-Tsiatis bounds can be used [9].

Calculation of conditional power (CP)
CP is the probability of rejecting H0 (when H1 is true) given the observed interim

stage data. When the trial starts, the CP is actually equal to the unconditional power.
Once we calculate the CP at each stage, we can decide to stop the trial for futility of
efficacy, if CP is found to be very small or very large, respectively. Following [3],
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for rejecting a null hypothesis about θ ∗ at the end of the study, the general lower
one-sided CP at interim k, given the observed Zk calculated using data information
collected up-to k − 1, is Pk(θ ∗) = Φ [(−Zk

√
Ik − ZK

√
IK − (IK − Ik)θ ∗)/

√
IK − Ik]

Here, let θ ∗ be the log hazard ratio or any other reparameterization at k under H1.

Simulation studies
Simulations are performed to compare a GS-design with K = 5 interim stages

under the CSH and SDH approaches. Assume that α = 0.025, β = 0.20, θ1E =
θ1C = 0.8, PE = PC = 0.5, f̃ = 3 years and τ = 0.01. From the theory in Section 2,
we obtain CIF1E = CIF2E = 0.1,CIF1C = CIF2C = 0.12, N = 8244 and D = 632.
The Wang-Tsiatis error spending function is used with ω = 0.25 for symmetrical
boundary values.

Fig. 1 The GS-Design for the CSH approach: Boundary values and Error spending function for fixed and GS designs.

Under the CSH approach, the boundary critical values are larger at the first
interim stages and have a one third reduction at the final stage (Figure 1, left
panel). Moreover, the GS-design error spending function increases with the stages,
while the fixed-design error rate is flat and higher (Figure 1, right panel). Based
on the interim results, the CP is calculated in Figure 2. For a treatment effect
equal to logHR = log0.8, at stage k = 3, we observe Z = −2, var(logHR) = 0.01
and D = 407 (Figure 2, left panel). At the final stage we observe Z = 2.14 and
I5 = 678. Then, with the parameterization logθ ∗ =−0.10, we computed the CP as
P3(θ ∗) = 0.75. This indicates that, under H1, the probability of rejecting the null if
the experiment stops at stage 3, is reduced from 0.8 to 0.75, when compared with the
trial completion. Changing the assumed logHR, given the other parameters fixed,
the CP changes accordingly, e.g., if we assume HR = 0.9, the CP reduces to 0.45.

Under the SDH approach, the computed SDH ratio is 0.81, a slightly higher value
than the CSH ratio. However, for such a small amount of change in the hazard ratio
(0.81−0.80 = 0.01), the CP and D have changed considerably, this latter showing
60 additional events required, as compared to the CSH approach (Figure 2). We also
observe that for larger changes of the hazard ratio, e.g., from 0.79 to 0.85, the CP
reduces from ≈ 0.80 to 0.60 (Figure 2, right panel). Finally, the SDH model yields
a higher D and a slight gain in power, as compared to the CSH approach (depending
also on the discrepancy between the two hazard ratio).
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Fig. 2 Comparison of GS-Design under the CSH and SDH models. Left: Estimated number of events at each stage.
Right: Conditional power as a function of the assumed hazard ratio.

4 Conclusions and Remarks

Interim analyses (GS-design) are often needed to justify sample size in clinical trials
as an ethical concern. We conducted simulation studies assuming the same CIF for
treatment group under CSH and SDH competing risks models. Even for a negligible
increase in hazard ratio (e.g. 0.01), we found that the SDH model yields a higher
D at each interim as compared to CSH but with the advantage of slight gain in CP.
As a general recommendation, the SDH approach can be preferred when the main
attention is devoted to increase CP, while CSH is better in terms of reducing required
D. The authors also give guidelines for the computation of fixed design.
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Linear models vs Neural Network: predicting
Italian SMEs default.
Modelli lineari vs Reti Neurali nella previsione del

default delle PMI.

Lisa Crosato, Caterina Liberati and Marco Repetto

Abstract As recently stated by EUROSTAT, Small and Medium Enterprises (SMEs)
play a crucial role in the economy of European Union (EU). This is particularly true
for Italy that has one of the largest share of SMEs in the Euro zone. In such a con-
text, the assessment of the Italian firms creditworthiness is a priority, especially in
the early stage of a SMEs life. The aim of this work is to explore the effectiveness of
the Feedforward Neural Network for Italian firms defaults prediction in comparison
with standard linear models (Logistic and Probit). Our analysis considers the Italian
manufacturing SMEs in a short time span (2016-2017). Results, obtained via two
different sampling strategies, are not clear-cut.
Abstract Come affermato di recente da EUROSTAT, le piccole e medie imprese
(PMI) svolgono un ruolo cruciale nell’economia dell’Unione Europea (UE). Ciò è
particolarmente vero per l’Italia che una delle quote maggiori di PMI nella zona
euro. In tale contesto, la valutazione del merito creditizio delle imprese italiane
è una priorità, soprattutto nelle prime fasi di vita delle PMI. Lo scopo di questo
lavoro è esplorare l’efficacia della Rete Neurale Feedforward nella predizione del
default delle imprese italiane rispetto ai modelli lineari standard (Logistic e Pro-
bit). La nostra analisi considera le PMI manifatturiere italiane in un breve arco di
tempo (2016-2017). I risultati, ottenuti in combinazione con due strategie di campi-
onamento, non sono conclusivi.
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1 Introduction

As stated in a recent report by EUROSTAT[10], Small and Medium Enterprises are
about 99.8% of the active firms of the Euro zone. They account for almost 60%
of value-added within the non-financial economy, playing also a crucial role in the
workforce of the European Union. This statement is particularly true for Italy which
has one of the largest share of SMEs in Europe. For these reasons, more than in
the past, assessing the firms creditworthiness remains a priority in the economic
analysis of our Country.

The development of effective classification models, able to separate survived and
defaulted firms, has been largely investigated in literature. If we focus on the Ital-
ian case, there are several papers that estimated SMEs default with linear prediction
models based on both financial and/or non-financial information ([1], [2], [8] [5]).
The results described are interesting especially on the economic interpretation side,
although the usage of the linear models do not always provide accurate classifica-
tion predictions. Other models, such as Binary Generalised Extreme Value Additive
model [6], are more suited to treat unbalanced datasets with respect to the standard
Logistic or Probit models and have been applied successfully (for a comparison
between Italy and UK SMEs failure through BGEVA see [3]).

On the contrary the usage of Machine Learning algorithms, such as Artificial
Neural Network, is still limited, although the work of [9] showed the effectiveness
of this non-parametric approach.

In this paper we compare the performances of two standard linear models with
the Feedforward Artificial Neural Network (FANN) [11]. In order to improve the
percentage of the identified defaulters, we tested two sampling procedures: the ro-
bust version of the Random Over-Sampling Examples [4] and the Synthetic Mi-
nority Over-sampling Technique [7]. The ROC curve, together with sensitivity and
specificity rates, is used to compare performances of the competing classification
rules.

2 Research Design

Feedforward Artificial Neural Network has proven appropriate to predict Italian
firms default [9], showing peculiar abilities to deal with non-linear patterns char-
acterizing the data. FANN consists of a direct acyclic network of nodes organized
in densely connected layers, where inputs after been weighted and shifted by a bias
term are fed into the node’s activation function and influence each successive layer.
We opt for a two layers FANN composed of one layer for the inputs, one hidden
layer with n hidden units, and a corresponding output layer. This promising appli-
cation of machine learning, together with the increasing interest for that kind of
models, could lead one to consider old fashioned classifiers such as Probit or Logis-
tic regressions as overcome.
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Another aspect worth considering regards default predictions being generally
performed on unbalanced datasets, where the group of the defaulted firms does
not exceed 1 to 3% of the total instances. This disequilibrium interferes with any
model’s ability to catch the inner patterns in the data [4], so that the classifiers tend
to overclassify the largest class.

The literature proposed several strategies to cope with class imbalance. In our
work we employed two resampling techniques, both of which generate synthetic
observations from the minority class: the Synthetic Minority Over-sampling Tech-
nique, also referred to as SMOTE [7], where the generation is based on the k-nearest
neighbor algorithm and the robust version of the Random Over-Sampling Examples
(ROSE) [12], which uses instead a smoothed bootstrap approach [4].

3 Data

Our study focuses on the SMEs of the Italian manufacturing industry (NACE Rev.
2 codes 10-33) for 2016-2017. The firms were selected according to the European
Commission definition of SME, which characterizes them by a turnover smaller
than 50 million euros and a number of employees below 250. Our final sample
is composed by 105.058 firms, with 1.72% of them defaulted (1.807 firms). We
retrieved the synthetic indicators of the businesses balance sheets from Amadeus-
Bureau Van Dijk database [14], which provides economic information on European
private companies, selecting the financial ratios that were found to be relevant in
previous research on SMEs default [2] [13], and precisely:

• Cash flow, th EUR
• GearingRatio= Total debt/ Total assets, Per cent
• ProfitMargin=P(L) before tax/ Operating revenue, Per cent
• ROCE=P(L) before tax/ (Total assets - Cur. liab.), Per cent
• ROE=P(L) before tax/ Shareholder funds, Per cent
• SolvencyRatio=Shareholders funds/Total assets, Per cent
• Number of employees
• Total assets, th EUR
• Revenues, th EUR

The target variable is a dummy scoring 1 if the last available data goes back to
2016 and the registered status in Amadeus is one of the following: Bankruptcy, Ac-
tive (default of payment), Active (insolvency proceedings), Dissolved (bankruptcy),
Dissolved (liquidation) or In liquidation.
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4 Results

Here we show the results of our study. Our protocol partitioned the data into training
(70%) and test (30%) sub-samples which are randomly selected from the original
sample. The training set also serves for hyperparameter tuning. We addressed the ro-
bustness of the hyperparameters through Montecarlo Cross-Validation [15]. At each
iteration, we fit different parametrized FANNs and collected the resulting metrics
on the validation set. Then we average the metrics of these different models across
the iterations, and we chose the FANN scoring the highest average metric. The met-
ric we chose is the H-measure [16]. This procedure ensures a sound choice of the
parameters. In order to get a reliable comparison among the competing models, we
bootstrapped the dataset 100 times and calculated average rates of prediction of de-
fault (Sensitivity), survival (Specificity) and the Area Under the ROC Curve (AUC)
(Table 1).

Table 1 Test set metrics table: average rates over 100 random samples

Model Sampling Sensitivity Specificity AUC

FANN SMOTE 0.625 0.872 0.837
FANN Rob ROSE 0.770 0.692 0.793
FANN - 0.000 1.000 0.830
Logistic SMOTE 0.662 0.808 0.811
Logistic Rob ROSE 0.824 0.638 0.814
Logistic - 0.010 0.999 0.796
Probit SMOTE 0.627 0.809 0.799
Probit Rob ROSE 0.120 0.987 0.554
Probit - 0.003 1.000 0.795

Note that both sampling techniques help models to provide non-trivial predic-
tions. In particular, employing SMOTE, the sensitivity rates of the competing mod-
els reach a minimum of 62%. According to the AUC value (0.837) the best classifi-
cation is obtained via FANN.

On the contrary, using Rob ROSE sampling, the best performance is by Logistic
regression both in the sensitivity rate and in AUC value. Specifically, this solution
shows the largest percentage of defaulted firms correctly identified (0.824), together
with the highest accuracy (AUC equal to 0.814).

We can provide no clear-cut conclusion about which model should be selected:
as far as accuracy is concerned, FANN combined with SMOTE sampling outper-
forms logistic regression, but the opposite holds true when the focus is on correct
classification of defaulted firms (and still keeping accuracy to a fair level). As to the
present, we cannot declare logistic regression to be defeated.
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Network estimation via elastic net
penalty for heavy-tailed data
Stima di reti con penalità elastic net in
presenza di code pesanti

Davide Bernardini, Sandra Paterlini and Emanuele Taufer

Abstract We propose a 2-stage procedure relying on elastic net penalty to
estimate a network based on partial correlations for heavy-tailed data from
a multivariate t-Student distribution. Simulation analysis shows that the 2-
stage estimator performs better both in terms of identification of sparsity
patterns and numerical accuracy than two well-known penalized estimation
techniques, namely glasso and tlasso. A real world application focuses on
estimating the European banking network.
Abstract In questo articolo viene proposta una procedura a 2 stadi che
utilizza la penalità elastic net per la stima di una rete basata sulle corre-
lazioni parziali di dati a code pesanti con distribuzione t-Student multivari-
ata. Un’analisi mediante simulazioni evidenzia come la procedura a 2 stadi
risulta migliore di due tecniche ben conosciute, glasso e tlasso, sia dal punto
di vista dell’identificazione delle connessioni tra nodi, sia dal punto di vista
dell’accuratezza numerica. Un’applicazione a dati reali si focalizza sulla stima
della rete bancaria europea.

Key words: Partial correlation, Elastic net penalty, Banking network
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1 Introduction

Let X = [X1, ..., Xp]⊤ a p-dimensional random vector from the joint multi-
variate t-Student distribution tp(µ,Ψ−1, ν) where µ is the mean vector, Ψ−1

is the positive definite dispersion matrix and ν are the degrees of freedom.
The covariance matrix Σ of X and its inverse, the precision matrix Θ, are
equal to ν

ν−2Ψ
−1 and ν−2

ν Ψ, respectively.
Our goal is to estimate a sparse precision matrix Θ from which to retrieve

a sparse graph whose weights are the partial correlations between couples
of variables. Partial correlation pjk between components Xj and Xk can be
computed by properly scaling the off-diagonal elements in Θ. Thus, we build
a graph G(V,E) with the set of nodes V={1, ..., p} representing the elements
in X and the set of edges E ⊆ V×V and (j, k) ∈ E if pjk ̸= 0 where (j, k)
represents the edge between elements Xj and Xk.

Following the scale-mixture representation of a multivariate t-Student dis-
tribution as in Finegold and Drton [3], we have that:

X = µ+
Y√
τ
∼ tp(µ,Ψ

−1, ν) (1)

where Y ∼ Np(0,Ψ−1) and τ ∼ Γ
(
ν
2 ,

ν
2

)

By relying on this representation, it is possible to exploit the Expectation-
Maximization (EM) algorithm (Dempster et al. [2]) to estimate the param-
eters of the multivariate t-Student distribution. Following closely the tlasso
procedure proposed by Finegold and Drton [3], we introduce a similar EM
algorithm to produce a sparse estimate of Θ. Differently from the tlasso that
uses the lasso, or 1-norm, penalty (see Tibshirani [7]) to induce sparsity, we
propose a 2-stage approach that explicitly considers the elastic net penalty,
a linear combination of 1-norm and 2-norm (see Zou and Hastie [10]), to
perform a penalized estimation of Θ.

2 Two-stage elastic net penalized EM algorithm
[2Stelnet]

Let x1, ...,xn be n p-vectors of observations drawn from the tp(µ,Ψ−1, ν)
distribution, realizations of X. The random variable τ in the mixture (1) is
considered the hidden or latent variable whose value is updated given the
current estimate of the parameters and the observed data. Let also τi be
the value of the latent variable τ associated with observation xi. As in the
tlasso of Finegold and Drton [3], we also assume that the degrees of freedom
ν are known in advance. The EM algorithm is used to estimate unknown
parameters. Let the superscripts (t) and (t+1) denote the t-th and (t+ 1)-th
updates of the estimated parameters. In the E-step, the updated estimate
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Network estimation via elastic net penalty for heavy-tailed data 3

τ̂ (t+1)
i of τi is obtained using the t-th estimates µ̂(t) and Ψ̂(t) of µ and Ψ. In

the M-step, updated estimates µ̂(t+1) and Ψ̂(t+1) are evaluated using τ̂ (t+1)
i

from the E-step (see Finegold and Drton [3] for a more detailed description).
Here, for sake of brevity, we discuss only a penalized estimator of the

matrix Ψ, the precision matrix of the multivariate normal Y in the mixture
(1), to use in the M-step. Finegold and Drton [3] rely on the graphical lasso
(glasso) proposed by Friedman et al. [4], thus their algorithm is called tlasso.
We propose a different estimator, 2Stelnet, based on a 2-stage procedure
and elastic net penalty. First, our procedure 2Stelnet estimates the sparsity
structure of Ψ̂(t+1) by using conditional regressions with elastic net penalty.

Let’s transform the data as follow:

x̃i = (xi − µ̂(t+1))

√
τ̂ (t+1)
i (2)

Then, following the neighborhood selection idea of Meinshausen and Bühlmann
[6], we reconstruct the graph representing the connections (pjk ̸= 0) among
the components of X (and also of Y ) relying on estimating the following
conditional regressions:

b̂k = argminbk

{
||X̃k − ak − X̃−kbk||22 + λ[α||bk||1 + (1− α)||bk||22]

}
(3)

where X̃k is the k-th column of X̃ (X̃ is n by p matrix of transformed ob-

servations, such that the i-th row is equal to x̃⊤
i ), X̃−k is X̃ without the

k-th column, α ∈ [0, 1] controls the convex linear combination of 1-norm and
2-norm and λ captures the overall strength of the penalty.

We include in the neighborhood of the node k the node j if the corre-
sponding coefficient of the component j in the estimated vector of regression
coefficients b̂k is different from 0. Then, through the reconstructed neighbor-
hoods of all nodes, we can produce an estimate Ê of the edge set E. In the
situations where an edge (j, k) is included in Ê according to the neighborhood
of j, ne(j), but not accordingly to the neighborhood of k, ne(k), we use the
AND rule suggested by Meinshausen and Bühlmann [6].

After estimating Ê, we rely on it to set the zero elements constraints
in the current update Ψ̂(t+1). In particular the update Ψ̂(t+1) is the max-

imizer of the following constrained optimization problem, with Ŝ
(t+1)

=
1
n

∑n
i=1 τ̂

(t+1)
i (xi − µ̂(t+1))(xi − µ̂(t+1))⊤:

max
Ψ

{
log(det(Ψ))− trace(Ŝ

(t+1)
Ψ)

}

s.t.

ψjk = ψkj = 0 if edge (j, k) /∈ Ê

(4)

We use the algorithm proposed by Hastie et al. [5] to solve (4) and obtain an
estimate of Ψ, given the edge set Ê estimated in the first step. We refer to
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4 Bernardini, Paterlini and Taufer

this 2 stage procedure used to obtain the sparse update Ψ̂(t+1) with the name
2Sgelnet. Note that 2Sgelnet can be used directly to estimate the precision
matrix when we assume that data is multivariate Gaussian (see [1]).

3 Simulations

We compare the performance of 2Stelnet with tlasso, glasso and 2Sgelnet
algorithms using simulations. We consider seven different network’s structures
embedded into the sparsity pattern of the theoretical precision matrix. We
generate heavy-tailed data from multivariate t-Student with three degrees of
freedom.

In order to measure the classification performances we considered the F1-
score, which is is a good measure when, like in our case, there is imbalance
among classes (edge or missing edge). The closer the score is to 1, the better
the identification of sparsity pattern. For the assessment of the numerical
accuracy of the estimates, we compute the Frobenius distance between the
theoretical and estimated partial correlation matrices.

We simulate 30 datasets with 1000 observations each and we search for
the optimal value of λ using BIC criterion, exploring a sequence of 100 values
exponentially spaced between e−6 and 1. For 2Sgelnet and 2Stelnet, we set α
equal to 0.5 and 1, where 0.5 assigns equal weight to the 1-norm and 2-norm
penalty while 1 results in only a 1-norm penalization.

Table 1 Average F1-score - multivariate t-Student

Scale-Free Random Hub Cluster Band Small-World Core-Periphery
2Sgelnet - α = 0.5 0.327 0.512 0.322 0.609 0.602 0.497 0.508
2Sgelnet - α = 1 0.333 0.524 0.326 0.625 0.615 0.503 0.519
2Stelnet - α = 0.5 0.984 0.976 0.984 0.937 0.900 0.985 0.768
2Stelnet - α = 1 0.967 0.982 0.977 0.962 0.940 0.985 0.793
glasso 0.222 0.353 0.221 0.413 0.393 0.345 0.377
tlasso 0.640 0.643 0.524 0.650 0.549 0.653 0.579

In Table 1 we report the average F1-scores of optimally selected models in
30 runs, highlighting best values in red. It is evident that 2Stelnet turns out
to be the best approach by a large margin. 2Sgelnet outperforms glasso, but
in most of the cases it is outperformed by tlasso. Using α = 0.5, which corre-
sponds to the elastic net penalty, does not always lead to better estimates. In
fact, it is only the case when the underlying networks have scale-free and hub
topologies. Nonetheless, the classification performances with the two values
of α considered are quite close in general.

In Table 2, we report the average Frobenius distance of the optimal models.
Results are qualitatively similar to the ones obtained in classification perfor-
mances, with few exceptions. The 2Stelnet procedure performs always the
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Network estimation via elastic net penalty for heavy-tailed data 5

Table 2 Average Frobenius distance - multivariate t-Student

Scale-Free Random Hub Cluster Band Small-World Core-Periphery
2Sgelnet - α = 0.5 1.658 1.468 1.598 1.533 1.526 1.632 1.989
2Sgelnet - α = 1 1.665 1.460 1.615 1.524 1.523 1.638 1.934
2Stelnet - α = 0.5 0.207 0.283 0.179 0.383 0.409 0.291 0.756
2Stelnet - α = 1 0.237 0.278 0.191 0.363 0.389 0.297 0.675
glasso 1.396 1.297 1.307 1.510 1.689 1.461 2.054
tlasso 0.444 0.593 0.342 0.907 1.137 0.581 1.971

best. However, there are few instances in which glasso outperforms 2Sgelnet.
Again the elastic net penalty (α = 0.5) is not always the best choice. We no-
tice that α = 0.5 works well when considering scale-free, hub and small-world
structures.

4 European banking network

Inspired by Torri et al. [8], we consider the daily stock prices of 36 large
European banks as data input to estimate, using the 2Stelnet algorithm, the
European banking network in the period 2018-2020. To deal with autocor-
relation and heteroskedasticity, two common characteristics of financial time
series, we fit an AR(1)-GARCH(1,1) model for each of the 36 time series of
log-returns. We then use residuals to estimate the partial correlation network
both for single years (2018, 2019, 2020) and for the period 2018-2020, using
a rolling window of 1 year with shifts of 1 month. We set the value of α = 0.5
and considered a sequence of 100 exponentially spaced values between e−6

and 1.5 for λ and select its best value using the BIC criterion.

Table 3 Network measures (mean values)

Degree Eccentricity Distance Clustering Strength N°Edges
2018 6.889 3.528 2.146 0.465 0.828 124
2019 7.000 3.694 2.235 0.471 0.870 126
2020 7.444 4.083 2.292 0.484 0.913 134

In Table 3, we report the mean values of some common network measures
and the total number of edges detected. Small values of eccentricity and dis-
tance suggest that a shock could diffuse quickly in the network. The degree
tells us about the average number of connections a bank has, while the clus-
tering coefficient measures how many connections the banks connected to a
specific bank have among themselves, pointing out how much they tend to
form highly connected subgraphs. Small values of average distance and not
too small mean values of clustering coefficient suggest that the underlying
structures have features of small-world graphs [9]. The strength instead sug-
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6 Bernardini, Paterlini and Taufer

gests how intense the relationships among nodes are, becoming an indicator
of potential crisis periods.

Looking at Figure 1, we detect a rising trend of the average strength even
before the Covid-19 pandemic, nonetheless it is still visible the possible effect
of the pandemic on the network strength. In fact, notice a sharp increase
between January and April 2020 and a subsequent stabilization at an higher
level for the entire 2020. The proposed approach can then be used to detect
the presence and intensity of the recent pandemic crisis.
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Fig. 1 Strength estimated using a rolling window of 1 year, with shifts of 1 month
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6. Meinshausen, N., Bühlmann, P., High-dimensional graphs and variable selection
with the lasso. The Annals of Statistics 34, 1436–1462 (2006)

7. Tibshirani, R., Regression Shrinkage and Selection via the Lasso. Journal of the
Royal Statistical Society 58, 267–288 (1996)

8. Torri, G., Giacometti, R., Paterlini, S., Robust and sparse banking network es-
timation. European Journal of Operational Research 270, 51–65 (2018)

9. Watts, D. J., Strogatz, S. H., Collective dynamics of ’small-world’ networks.
Nature 393, 440–442 (1998)

10. Zou, H., Hastie, T., Regularization and variable selection via the elastic net.
Journal of the Royal Statistical Society 67, 301–320 (2005)

601



Neural Network for statistical process control of
a multiple stream process with an application to
HVAC systems in passenger rail vehicles
Rete neurale per il controllo statistico di un processo a

flussi multipli con un’applicazione per sistemi HVAC nei
veicoli ferroviari a trasposto passeggeri

Gianluca Sposito, Antonio Lepore, Biagio Palumbo, Giuseppe Giannini

Abstract A multiple stream process (MSP) is a process at a point in time that gener-
ates several streams of output with quality variable of interest and specifications that
are identical in all streams. When the process is in control, the sources or streams
are assumed to be identical, or, more in general, stationary of any kind. To enhance
the monitoring of a MSP and the detection of changes in individual streams, a new
control charting procedure is proposed based on artificial neural networks (NN). A
wide Monte Carlo simulation is performed to assess the performance of the pro-
posed approach and to compare it with the traditional Mortell and Runger’s MSP
control chart. The proposed approach is illustrated by means of a real-case study
from a heating, ventilation and air conditioning (HVAC) systems installed on-board
of all modern trains.
Abstract Un processo a flussi multipli (MSP) è un processo descritto nel tempo
da flussi concorrenti che misurano la stessa variabile di interesse, con identiche
specifiche. Quando il processo è in controllo, i flussi sono ipotizzati identici, o più
in generale, stazionari. Per migliorare il monitoraggio di un MSP e rilevare even-
tuali anomalie nei singoli flussi, viene presentato un nuovo approccio basato su
reti neurali artificiali (NN). Mediante simulazione Monte Carlo, vengono valutate
le prestazioni dell’approccio proposto e confrontate con la tradizionale carta di
controllo per MSP di Mortell e Runger. L’approccio proposto viene applicato a
dati reali provenienti da sistemi di riscaldamento, ventilazione e condizionamento
dell’aria (HVAC) istallati a bordo di tutti i moderni veicoli ferroviari.

Key words: Neural network, Multilayer perceptron, Multiple stream process, Sta-
tistical process control
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1 Introduction

Rail transport in Europe is as a viable alternative to other means of transport, and
naturally leads to a fierce competition between operators. The comfort of thermal
environment of passenger rail coaches, especially for long trips, is one of the most
challenging and relevant aspects. European standards, such as UNI EN 14750 [9],
have been established over the past few years and settle operational requirements
of passenger rail coaches in terms of air quality and comfort level. Urged by these
regulations and by passenger thermal comfort demand, in the last years, railway
companies have been involved in gathering and storing data to track on-board heat-
ing, ventilation and air conditioning (HVAC) systems and to improve reliability and
maintenance programs by applying predictive maintenance. Usually, each train is
composed of more than one coach and each coach is equipped with a dedicated
HVAC system. The sensor signals coming from each HVAC system can be assumed,
under standard conditions, to be identical at least in terms of some summary statis-
tics, i.e., stationary, and with identical specifications. Therefore, such setting can be
regarded as a multiple stream process (MSP), i.e, a process at a point in time that
generates several streams of output with quality variable of interest and specifica-
tions that are identical in all streams. When a MSP process is in control (IC), the
sources or streams are assumed to be identical, or more in general, stationary of any
kind. This paper examines the possibility of exploiting the nice properties of NNs
by proposing a control charting procedure for the statistical process control (SPC)
of a MSP, which is inspired by this industrial context and follows the latest promis-
ing applications of NNs to SPC [1]. The ultimate goal is setting up a procedure
to track changes in one or a few process streams rather than in the overall process
mean. In what follows, we aim (i) to explore the potentiality of using a NN in the
SPC of a MSP; (ii) to train the proposed NN through a wide Monte Carlo simula-
tion and compare it with the traditional MSP control chart based on the Mortell and
Runger’s range statistic [6], which is hereinafter referred to as Rt control chart; (iii)
to apply the proposed approach to a real-case study concerning the monitoring of
the HVAC systems installed on board of passenger railway vehicles. The data were
acquired during lab tests and made available by the rail transport company Hitachi
Rail based in Italy.

2 Materials and Methods

Let us consider the model [6]

Yt jk = µ +At + et jk, (1)

for t = 1,2...,T , j = 1,2, ...,s and k = 1,2, ...,n, where Yt jk is the measurement k
of the quality variable from the stream j at time t, and µ is the process mean. The
value Yt jk can be expressed as the sum of each stream common component At , and
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Neural Network for statistical process control of a multiple stream process 3

individual components et jk. The terms At and et jk are independent and distributed as
standard normal random variables with variance σ2

p and σ2
e , respectively. Note that

in real MSPs, the term At can be however affected by autocorrelation. To mitigate
this issue, it is convenient to monitor the residual Xt j = Yt j −Yt [8] in place of the
Yt j, that has zero mean and variance σ2. For the sake of simplicity, when we omit
a subscript this means that the variable is averaged over that subscript, i.e., Yt is
the average over the subgroup means k across all the streams j at a sample time. A
control charting procedure based on Xt j in place of Yt j has the additional advantage
of improving the sensitivity in the monitoring of individual stream shifts. Therefore,
for each stream, we generate pseudorandom observations of Xt j from a standard
normal random variable, and, without loss of generality, inspired by the real-case
study, we set s = 6 and n = 5.

The multilayer perceptron (MLP) [3] is one of the most widely used NN to solve
non-linear problems and has already been shown to achieve better performance than
traditional Shewhart control charts, in terms of average run length (ARL) [4, 7, 10].
In this paper, we aim to extend the use of MLPs to the SPC of a MSP, that is, to
solve the binary classification problem of detecting whether the MSP at hand is
IC or out of control (OC). A sample drawn from an IC process is said negative
sample, as usually associated to class zero. In contrast, a sample drawn from an
OC process is said positive sample and associated to class one. As long as we deal
with a binary problem classification, the activation function in the output layer is
the sigmoid function and the cross-entropy is the loss function [3]. The input layer
of the NN has s+2 neurons to represent the s residual means Xt j at time t for each
stream j = 1,2, ...,s, the grand average Xt over all the streams at time t and the range
statistic Rt . The MLP is trained through back-propagation algorithm [3].

In order to train the MLP, a proper training set must be generated by balancing
the number of negative samples with the total number of positive samples generated
from ∑s−1

l=1
(s

l
)

OC scenarios in which l = 1, . . . ,s− 1 streams shift off the target at
the same time by as much as ∆ µ = 1.0σ ,2.0σ ,3.0σ . To be specific, for each of
the latter 3 severity levels, 333 pseudorandom positive samples of size n = 5 for
s = 6 streams are generated from ∑5

l=1
(6

l
)
= 62 OC scenarios and as many negative

samples. Note that, even if in this paper we do not train explicitly the considered
NN to signal which stream is OC, it is still crucial that training set is balanced
with positive samples from all possible OC scenarios in order to allow the MLP to
classify with the same probability as OC a MSP with l out of s streams shifted off
target, regardless of their order.

In order to design the MLP, i.e., to analyze the sensitivity of the proposed pro-
cedure with respect to typical MLP hyperparameters (viz., output neuron threshold,
number of hidden neurons and type of activation function in the hidden layer) [3],
we use the so-called area under the receiver operating characteristic (ROC) curve
(AUC) [2] as performance measure, known to be independent from the choice of
the particular threshold in the output neuron. The ROC curve is calculated on a sep-
arate validation set, with size set equal to 1/2 of that of the training data. Different
NN architectures have been explored in terms of number of hidden neurons and ac-
tivation functions. Even if the results are not shown here, a MLP with one hidden
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Fig. 1: ARL1 of the Rt control chart (solid line) and of the proposed NN approach
(dotted line) based on 100 000 simulations of a MSP with s = 6 streams and n = 5,
at different number l = 1, ...,s−1 of streams that shift off the target and mean shift
size ∆ µ = 1.0σ(a),1.5σ(b),2.0σ(c)

layer with five neurons and the rectified linear unit (ReLU) activation function turns
out to have the best performance in terms of the area under the ROC curve (AUC).
Furthermore, to set a fair comparison with the traditional SPC, the cut-off value
(CV) of the output neuron is properly fixed in the extent of controlling the Type-I
and Type-II error rates of the resulting control charting procedure, usually denoted
by α and β , respectively. Then, further 100 000 pseudorandom negative samples
are generated to set the CV threshold that corresponds to the desired IC average run
length ARL0 = 1/α . By simulation, α is calculated as the proportion of misclas-
sified negative samples. As an example, we set ARL0 = 370. The OC average run
length ARL1 performance is finally evaluated through 100 000 additional simula-
tions in the case that at least one stream of the MSP shifts off target (see Fig. 1).
Analogously, ARL1 = 1/(1−β ), and β is calculated as the number of misclassi-
fied positive sample. According to the existing SPC literature [5], the proposed NN
based control charting procedure is compared with the competitor Rt control chart
by means of the ARL1, at given ARL0 = 370. The upper control limit (UCL) for the
Rt control chart, corresponding to an ARL0 = 370, is found by simulation to be 2.35,
which is coherent with values reported in the original paper [6]. Additional 100 000
simulations are needed to evaluate the ARL1.

3 Conclusion

Fig. 1 displays the ARL1 performance of the Rt control chart and the proposed one
at different number l = 1,2...,s− 1 of streams that shift off target by as much as
∆ µ = 1.0σ ,1.5σ ,2.0σ . It is clear that the proposed MLP method outperforms the
Rt control chart in all simulated scenarios.

In addition, data mentioned in the introduction are used to test the practical ap-
plicability of the proposed method on a real-case study in the monitoring of the
performance of HVAC systems that are installed on board of passenger trains. Ta-
ble 1 summarises the variables used to describe HVAC operating conditions. The
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monitoring variable is the difference between target temperature Tset , which is set
automatically by the HVAC central unit on the basis of the other variables reported
in Table 1, and Tin, which represents the attained interior temperature. Acquisition
frequency on each of the 6 coaches of each train is equal to two minutes, but ac-
quired data are made available to the service and maintenance department every
10 minutes, only. Thus, we suitably set s = 6 and n = 5, as already done in the
simulation study. Also by means of this real-case study, even though results are
not shown for data confidentiality reasons, the proposed NN based control charting
procedure successfully has proven to be capable of enhancing the detection power
of OC streams and the real-time prognosis of faults, with respect to the industrial
common practice of triggering signals based on traditional Shewart’s control charts.

Table 1: Operational variables available for each of the s = 6 train coaches

Variable Description

Tin Interior temperature
Tout Outdoor Temperature
Tset Target temperature
Tsupply Air flow temperature measured at the exit of the

HVAC system

Acknowledgements This work has been done in the framework of the R&D project of the multi-
regional investment programme “REINForce: REsearch to INspire the Future” (CDS000609) with
Hitachi Rail S.p.A., supported by the Italian Ministry for Economic Development (MISE) through
the Invitalia agency.
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Forecasting air quality by using ANNs
L’uso delle ANNs per la previsione della qualità dell’aria

Annalina Sarra, Adelia Evangelista, Tonio Di Battista and Francesco Bucci

Abstract The artificial neural networks (ANNs) have been extensively used in
air pollution prediction because of their flexibility to deal with processes involv-
ing non linear and complex data and/or to solve articulate problems in which
a priori knowledge is incomplete or noisy. In this study, we trained different
ANNs in assessing the capability of models for the prediction of air quality.
The air pollution data from two monitoring stations in Pescara (Central Italy),
along with some meteorological parameters, were used in forecasting Nitrogen
Dioxide (NO2) levels, one day in advance, in the area of interest. The evaluation
of obtained results shows that the degree of success in forecasting NO2 is promising.

Abstract Le reti neurali sono state ampiamente utilizzate nella previsione
dell’inquinamento atmosferico per la loro flessibilità nel trattare processi che coin-
volgono dati non lineari e complessi. In questo studio, diverse reti neurali sono
state allenate per la previsione della qualità dell’aria. I dati sull’inquinamento at-
mosferico, provenienti da due stazioni di monitoraggio di Pescara (Centro Italia),
insieme ad alcuni parametri meteorologici, sono stati utilizzati per prevedere, con
un giorno di anticipo, le concentrazioni di biossido di azoto nell’area di interesse.
La valutazione dei risultati ottenuti mostra che il grado di successo nella previsione
di NO2 è promettente.

Key words: Air quality, Artificial Neural Network, Multilayer perceptron, Forecast
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1 Introduction

In recent years, understanding the status and development of air quality levels in ur-
ban areas has become of paramount importance worldwide due to the severe effects
of atmospheric pollution on human health [4]. In order to obtain accurate and com-
parable air quality information of a specific area, countries around the world have
established air quality monitoring networks. By relying on data retrieved from mon-
itoring stations, many studies are aimed at characterizing the underlying dynamic
interaction of pollutant time series in different sites of the monitored areas. Over the
years, the implementation of artificial intelligence techniques for air pollution time
series modeling and air pollution-concentration forecasting as well, has significantly
increased. Among them, Artificial Neural Networks (ANNs) have been widely used
in air pollution prediction (see, among others, Hadjiiski and Hopke [3] and Boz-
nar et al. [1]). In this paper, a modeling framework based on ANNs is explored to
forecast Nitrogen Dioxide (NO2) levels, one day in advance, in the urban area of
Pescara (Central Italy). Air pollution data from two monitoring stations, along with
some meteorological parameters, are included in the analysis. The benefit of using
ANNs in our research is twofold. Firstly, ANNs help to establish which meteoro-
logical variables have a strong impact on the behavior of the target air pollutant.
Secondly, by focusing on prediction of air pollution in each station, ANNs might
represent an effective way to investigate redundancy and optimize the layout of air
quality monitoring networks. The rest of the paper is arranged as follows: Section
2 illustrates the study area and the available data, Section 3 briefly describes the
ANNs framework used and Section 4 is devoted to present the main results and
some concluding remarks.

2 Study area and data

Air pollution data for this study consist of measurements of NO2 obtained from
Pescara hourly air quality reporting platform, run by Regional Agency for the En-
vironmental Protection of Abruzzo Region (ARTA). Daily measurements of NO2
pollutant have been collected from January 1, 2015 to December 31, 2017. Since
weather strongly influences pollutants formation and transport, the analyzed data
set also includes daily metereological variables, such as wind, rain, temperature.
NO2 measurements were taken at two monitoring stations: one designed of urban
traffic type and the other deemed as urban background station, representative of
the population average exposure. The urban traffic (UT) station is located next to
an one-way street (Via Firenze), characterized from constant vehicular traffic. The
urban background (UB) station, close to Teatro d’Annunzio, is located away from ur-
ban traffic or other direct pollution sources. A first glance of the trend and variability
of the NO2 concentrations observed in the two monitoring stations reveals that there
are, on average, higher values at the urban traffic station rather than in the back-
ground one, whereas the average difference between the concentrations measured
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Forecasting air quality by using ANNs 3

in the two stations is less marked in the summer semester (April- September). The
highest concentrations of this pollutant are recorded at the urban traffic station, with
an overall average of 34.2 µg /m3. Wind vector data were used to help verifying
the effects of synoptic meteorological conditions on NO2 pollution. The bivariate
polar plots of wind-direction and temperature contribution (Fig.1) show that in both
stations the highest concentrations occur to a greater extent at low temperatures and
this can be ascribed to domestic heating systems and combustion. However, there
are higher concentrations observed even at higher temperatures which indicate the
influence of road transport throughout the year.
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(a) Urban Background station.
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(b) Urban Traffic station.

Fig. 1: The bivariate polar plots with wind direction and temperature presented on a
radial scale.

3 Artificial Neural Networks model for Nitrogen Dioxide
Prediction

Artificial neural network (ANN) is a computational model inspired by the human
brain functioning [5]. ANNs may be defined as structure comprising of a group
of interconnected basic processing units, called neurons, associated with a learning
rule. The neurons provide a parallel processing of the data. In a commonly used
ANN architecture, known as the multilayer perceptron, the neurons are arranged
in layers. Here, we used the Multi-Layer Perceptron Neural Network architecture
(MLPNN). The chosen architecture is made up of only two layers of multiple neu-
rons (the input and hidden layer) and of a single neuron in the output layer. The
elemental structure of the adopted MLPNN is described in Fig.2.
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Fig. 2: Sketch of the MultiLayer Perceptron Neural Network (MLPNN) architecture

In this architecture, P1 is the input data vector, IW1, LW1 and bi are the input
and layer weight matrix and bias vectors that should be calculated by a training and
validation procedure; S1 is the number of neurons in the hidden layer that should
be optimized; ai are the output vectors and fi are the chosen transfer functions (tan-
sigmoid and pureline). The input variables chosen for the considered built neural
network consist of some meteorological parameters (i.e. average temperature, tem-
perature max, temperature min, rain, wind speed, wind high, wind direction) and
NO2 observed concentrations.

4 Results and conclusions

ANNs are supervised learning techniques involving a training step to create a math-
ematical model and a prediction step to compute the output for a given set of input
values using the model created in the training step. To define the best numbers of
neurons and optimize the network we follow the procedure describe below [2].
For each monitoring station, the three years data 2015-2017 are divided into two data
sets: the data for the years 2015 and 2016 constitute the set used to train the network
whereas the data of the last year were employed in the validation phase. Hourly data
have been aggregated into daily observations, and from each dataset missing values
for more than 48 hours have been deleted. The Levenberg-Marquardt technique was
used to train the chosen net, coupled with the repeated random sample validation
procedure. The net structure was identified through an optimization process that
provided the most favorable number of neurons in the hidden layer (S) through the
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Mean Square Error (MSE) minimization procedure. For the training of the ANNs we
used the Matlab Neural Networks Toolbox. In order to detect the optimum number
of neurons for the hidden layer, we have built as many networks as those obtained
by varying the number of neurons. In this respect, it worth noting that the optimum
number of interior neurons was searched between 1 and 30. Each network has been
trained 300 times and among them we have chosen the best one by looking at the
minimum MSE. Subsequently, the selected structure has been trained to optimize
the number of input variables, stopping the convergence process again in the mini-
mum MSE. We built all the networks resulting from the all possible combinations of
neurons and input variables. The better MLPNN networks in term of performance
metrics are displayed in Table 1. According to the considered model indicators, the
ANN with one neuron and all variables as input (model 1) has resulted the best ar-
chitecture for the air quality prediction in the urban background (UB) monitoring
station. As shown in Fig.3, this network has a very high accuracy in forecasting NO2
concentrations. Looking at the values for the urban traffic (UT) monitoring station,
from the aspect of absolute error (measured by RMSE and MAE) and min MSE,
the most accurate prediction is achieved through the architecture of model 3. How-
ever, from Fig.3 it is evident that this model exhibits a poor performance in mimic
the observed data at the beginning of time window analysed. Probably, the higher
variability in the traffic volumes and the limited wind exposition of this monitoring
site are at the basis of the initial poor accuracy of ANN that achieve better results
for smooth data. Nonetheless, overall, the correlation coefficient for measured ver-
sus predicted NO2 concentrations for both selected ANN models was shown to be
greater of 0.70 (0.81 in the UB vs 0.71 in UT) over the span of 1 year.

Table 1: Models performance main results

Test days Station Model Inputs Neurons minMSE RMSE CVRMSE nMAE CORR

707 UT 1 all 5 85.64 9.25 26.91 19.83 0.75
707 UT 2 NO2, tmed, tmax, ws 16 84.73 9.5 27.99 21.72 0.69
707 UT 3 NO2, tmed, tmax, ws, wdir 23 73.82 8.6 25 18.74 0.79
707 UT 4 NO2, tmed, rain, wh, wdir 4 84.42 8 29.55 23.12 0.7
707 UT 5 NO2, tmed, tmin, rain, wh, wdir 9 74 10.04 29.6 22.72 0.65
709 UB 1 all 1 53.85 7.34 30.76 22.29 0.81
709 UB 2 NO2, tmax, ws, wh 12 51.68 7.8 28.76 22.52 0.71
709 UB 3 NO2, tmed, tmax, tmin, rain, ws, wd, wdir 16 43.81 7.58 27.97 22.24 0.71
709 UB 4 NO2, tmax, tmin, ws, wh, wdir 9 43.91 8 26.55 23.12 0.7

Legend:

minMSE = minimum Mean Square Error;
RMSE = Root Mean Square Error;
CVRMSE = Coefficient of Variation of RMSE;
nMAE= normalized Minimum Absolute Error;
CORR =Correlation coefficient

These are promising results: managers, authorities of urban air quality, practi-
tioners and decision makers could efficiently exploit the toolkit of ANN modeling
to estimate the temporal profile of pollutants and air quality indices. Additionally,
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6 Annalina Sarra, Adelia Evangelista, Tonio Di Battista and Francesco Bucci

the different factors involved in the input stages in the two monitoring sites could
provide useful insights in ascertaining which variables affect the spatial distributions
of Nitrogen Dioxide (NO2) concentrations and to what extent redundancy informa-
tion can be detected in the monitoring stations.

(a) Urban Background station. (b) Urban Traffic station.

Fig. 3: Measured and predicted NO2 concentrations at urban background and traffic
stations.
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Robustness of Fractional Factorial Designs
through Circuits
Piani Fattoriali Frazionari Robusti attraverso i Circuiti

Roberto Fontana and Fabio Rapallo

Abstract Given a model we define the robustness of an experimental design as a
function of the number of estimable minimal sub-fractions of it. We show how the
circuit basis of the design matrix can be used to see if a minimal fraction is estimable
or not and we describe an algorithm for finding robust fractions.
Abstract Dato un modello si definisce la robustezza di un piano sperimentale in fun-
zione del numero dei suoi sottoinsiemi minimali per cui tale modello risulta stima-
bile. Si dimostra che è possibile determinare se una frazione minimale è stimabile
usando i circuiti della design matrix e si descrive un algoritmo per la ricerca di
frazioni robuste.

Key words: algebraic statistics, design of experiments, robust fractions

1 Robustness of a Design

In Design of Experiments, the choice of a design from a candidate set of runs is
probably the most relevant problem, with a number of open questions from the point
of view of both theory and applications. When searching for an efficient experimen-
tal designs, we aim to select a design in order to produce the best estimates of the
relevant parameters for a given sample size. There are a lot of criteria for the se-
lection of a design, both in the area of model-based designs (e.g., D-optimality and
related criteria), and model-free designs (e.g., orthogonal arrays, space filling de-
signs). In this work we focus on the model-based setting and we limit the analysis
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2 Roberto Fontana and Fabio Rapallo

to Fractional Factorial Designs. In particular, we consider the notion of robustness
of a design. This property is particularly important when the design may be incom-
plete, for instance when for some reasons one does not have the measurement for all
planned design points. Fractional Factorial Designs with removed runs are studied
in, e.g., [1], [7], [11]. A combinatorial analysis of the problem is introduced in [2],
but in a model-free context.

Following the works by Ghosh ([4] and [5]), we define here the robustness in
terms of the estimability of a given model on the basis of incomplete designs.

Let D be a large discrete set in Rm from which a small set F , usually referred
to as design or fraction, is to be selected. One standard example is to consider as
candidate set D the cartesian product of the level sets of the m factors. The set D ,
when thought of as a design in its own right, is referred to as a full factorial.

We point out that in our theory the coding of the level set is irrelevant, so that for
the level set of a factor with s levels we can use {0, . . . ,s−1} or the complex coding
or any other coding that is considered appropriate.

A linear model on the candidate set D is written as:

y = XDβ + ε ,

where XD is the full-design model matrix with dimensions K × p, β is the p-
dimensional vector of the parameters, E(y) = XDβ . In this work we assume that
the design matrix XD is full rank to simplify the presentation.

In the model-based approach to experimental design, the quality of the chosen
design F is expressed by some properties of XF . Here we focus our attention on
the notion of robustness. Robustness measures how many minimal fractions (i.e.,
fractions with as many points as the number of parameters) are estimable. A minimal
estimable fraction is named as a saturated fraction.

Definition 1. We define the robustness of a fraction F with design matrix XF as

r(XF ) =
# saturated Fp

#Fp
=

# saturated Fp(n
p
) (1)

where Fp denotes a fraction with p runs and #{·} denotes the cardinality of the set
{·}.

In particular a design F is robust if its robustness is equal 1, r(XF ) = 1.

2 Circuits of the Design Matrix and Robustness

Let X = XF be a model matrix on F , and assume that X has integer entries. To
simplify the notation, we drop the subscript F if there is no ambiguity. The matrix X
has dimensions K× p. Moreover, in order to match the common notation in Statistics
with the notation in Commutative Algebra, we consider the matrix A = XT , the
transpose of the model matrix.
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We are interested to use a special basis of the kernel of A as a lattice in ZK .
A vector u = (u(1), . . . ,u(K)) belongs to ker(A) if Au = 0, or equivalently if u
is orthogonal to AT = X . The support of a vector u ∈ ZK is the set of indices i
(i = 1, . . . ,K) such that u(i) ̸= 0. We denote the support of u with supp(u).

The circuits of A are the integer vectors of ker(A) with relatively prime entries
and with minimal support. This means that if u is a circuit, then there does not exist
another circuit v with supp(v)⊂ supp(u). We denote the set of all circuits of A with
C (A) (or C (X) if we refer to a design matrix X = AT ). The set C (A) is called the
circuit basis of the matrix A. Among the properties of the circuit basis, we make use
of the following:

1. C (A) is a basis of ker(A) as vector space.
2. Every vector v ∈ ker(A) can be written as a non-negative rational combination of

(K − p) circuits
v = ∑c ju j c j ∈Q+, u j ∈ C (A)

and each circuit in the decomposition above is sign-compatible with v.
3. The support of a circuit has cardinality at most (p+1).

For the proofs and for a detailed introduction to circuits in the context of Commu-
tative Algebra and Combinatorics, see [8].

The circuit basis of an integer matrix A can be computed through several pack-
ages for symbolic computation. The computations presented in the present paper
are carried out with 4ti2, see [9]. 4ti2 can be used as an independent executable
program or as a package of the Computer Algebra System Macaulay2, see [6].
For small designs the computations are performed in a few seconds at most, and
the circuit basis in the output can be easily analyzed. For instance, if we want to
compute the circuit basis for the full factorial 24 design with main effects and first
order interactions, it is enough to run 4ti2, input the design matrix and the circuit
basis with 140 elements is computed in less than 0.1 seconds on a standard PC.

From the minimal support property in the definition of the circuits we can use the
circuits to see if a minimal fraction (i.e., a fraction with exactly p points) is saturated
or not. Given a set F of p column-indices of A, the sub-matrix AF is non-singular
if and only if F does not contain any of the supports of the circuits u ∈ C (A). This
result is proved and applied to the analysis of Fractional Factorial Designs in [3].

Now, we extend the analysis to fractions with more than p points. The key prop-
erty here is that the circuit basis is consistent under selection of sub-fractions. Con-
sider two fractions F1 and F2 with k1 and k2 design points respectively, such that
F1 ⊂ F2. Without loss of generality, the matrix XF2 can be partitioned into

XF2 =

(
XF1

XF2−F1

)

and each vector u ∈ Zk2 can be written as

u = (u|F1 ,u|F2−F1) with u|F1 ∈ Zk1 .
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Theorem 1. If F1 and F2 are two fractions with F1 ⊂ F2, then the circuits in
C (XF1) are

{u|F1 : u ∈ C (XF2) with supp(u)⊂ F1} .

The result above lead us to the construction of an algorithm for finding robust
fractions. The strategy is as follows. First, a good fraction should avoid as much
as possible the circuits with support on p points or less. Second, small circuits are
worse than large circuits, since they are contained in a larger number of minimal
fractions, leading to a higher loss in robustness. Thus, at each step a loss function is
computed for each point R of the current fraction as the number of minimal fractions
becoming non-estimable when removing the point R. In formulae:

L(R) = ∑
u

(
n−#supp(u)
p−#supp(u)

)
(2)

where the sum is taken over all the circuits u in the current fraction containing
the point R. Notice that the formula in Eq. (2) does not guarantee that the relevant
minimal fractions are all distinct. The formula should be viewed as a first-order
approximation of the inclusion-exclusion formula.

Therefore, we can define a selection algorithm as detailed below. It works like an
exchange algorithm as introduced for optimal designs in [10]. To run such an algo-
rithm we only need the circuit basis C (XD ), and we extract the circuits of C (XD )
with support on p points or less. We denote this set of circuits by C p(XD ).

1. Starting with an arbitrary fraction F of a specified size n;
2. Repeat:

a. Consider the circuits of C p(XD ) which are contained in F ;
b. For each point R in F compute its associated loss L(R) as the (weighted)

number of circuits which include R;
c. Take all the points with the highest loss and build up all possible pairs with

one point not in F . Make the exchange using the pair which reduces as much
as possible the number of circuits contained in the fraction.

d. If no reduction is possible, then break.

3 Examples and Final Remarks

We describe the use of the algorithm on some examples where the candidate sets
are full factorial designs. We consider four and five 2-level factors with the main-
effect model and two mixed-level cases. In both mixed-level cases we consider three
factors, with 2, 3 and 4 levels. In the first case we work with the main-effect model
without interactions and in the second one with the main-effect model plus the inter-
action between the second and the third factor. The candidate sets are the 24, the 25

and the 2×3×4 full factorial designs respectively. The algorithm is used for finding
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robust fractions with different sizes. For each case the algorithm has been used start-
ing from 500 randomly selected fractions. For each case, in Tables 1 and 2 the mean
value r̄B of the robustness of the randomly selected fractions, the mean value r̄A and
the maximum value maxrA of the robustness of the fractions which are the output
of the algorithm are reported. It is worth noting that in all cases the mean of the final
robustness (r̄A) is greater than the mean of the robustness of the starting fractions
(r̄B), and the efficiency of the algorithm is strong especially in the binary cases. In
Fig. 1 the 500 pairs of robustness of the starting fraction and robustness of the final
fraction are reported in the case of 5 factors and n = 10 as pre-specified size of the
fraction. We observe that the distribution of the robustness of the final fractions is
better than that of the starting fractions both in terms of mean and dispersion.

Fig. 1 25 design and fractions
of size n = 10. Robustness
after vs robustness before the
algorithm on a set of 500
fractions.
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4 factors 5 factors
n r̄B r̄A maxrA r̄B r̄A maxrA

8 0.6889 0.8214 0.8214 0.6134 0.8163 0.9643
10 0.6909 0.7619 0.7619 0.6203 0.7700 0.9048
12 0.6887 0.7222 0.7222 0.6164 0.7589 0.8171
14 0.6887 0.6933 0.6933 0.6134 0.7162 0.7586

Table 1 Mean and maximum values of the robustness: 24 and 25 designs under the main-effect
model.

The computation of the circuit basis is actually feasible only for small designs,
with at most 6 to 9 factors, depending on the number of interactions included in
the model. We are working on an algorithm that uses only the circuits with mini-
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2×3×4 no interaction 2×3×4 with interaction
n r̄B r̄A maxrA r̄B r̄A maxrA

14 0.3818 0.4482 0.5216 0.0086 0.2857 0.2857
16 0.3793 0.3985 0.4399 0.0097 0.0571 0.0571
18 0.3838 0.3854 0.3986 0.0102 0.0224 0.0224
20 0.3833 0.3853 0.3906 0.0098 0.0132 0.0132

Table 2 Mean and maximum values of the robustness: 2×3×4 model under the main-effect and
the first-order-interaction models.

mal support. This new version of the algorithm could be used also in the case of
large designs, since in most cases the circuits with minimal support can be defined
theoretically, without any computation.
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Multi-objective optimal allocations for
experimental studies with binary outcome
Allocationi ottime multi-obiettivo per studi sperimentali
con risposta binaria

Alessandro Baldi Antognini, Rosamarie Frieri, Marco Novelli and Maroussa
Zagoraiou

Abstract The design of multi-arm clinical trials should take into account several
objectives. From the one hand, in order to maximize patients’ care, the treatment
assignments should be unbalanced in favour to the superior experimental arm. On
the other hand, according to the inferential goal of deriving correct statistical con-
clusions with high precision, the design strategies should be aimed at optimizing a
suitable inferential criterion. Following a multi-purpose design methodology, opti-
mal designs for testing the efficacy of several treatments have been derived in [3]
in unified framework for heteroscedastic experimental groups that encompasses the
general ANOVA set-up. Starting from these results, the objective of this work is to
assess the performance of the proposed optimal allocations for binary outcomes in
terms of power, estimation efficacy and ethics, also performing comparisons with
other designs presented in the literature.
Abstract Il disegno di prove cliniche per confrontare trattamenti sperimentali
dovrebbe tener contro di diversi obiettivi. Da una parte, per massimizzare i ben-
efici dei pazienti, le assegnazioni dovrebbero essere sbilanciate in modo da fa-
vorire l’allocazione al trattamento migliore. Dall’altra, con l’obiettivo inferen-
ziale di ottenere conclusioni statisticamente corrette, il disegno dovrebbe essere
derivato in modo tale da ottimizzare un opportuno criterio inferenziale. Seguendo
una metodologia multi-obiettivo, in [3] sono stati derivati disegni ottimi per testare
l’efficacia di diversi trattamenti usando un framework unificato per gruppi speri-
mentali eteroschedastici che comprende l’analisi della varianza ad un fattore. Par-
tendo da questi risultati, il lavoro ha l’obiettivo di valutare le prestazioni delle al-
locazioni ottime proposte nel caso di un modello binario, anche considerando con-
fronti con altri disegni presentati in letteratura.
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1 Introduction

The design of randomized clinical trials is a complex issue where multiple experi-
mental objectives, often conflicting, should be simultaneously considered. Nowa-
days, it is clear that the popular balanced design is unsuitable in many set-ups
[2, 4, 8]. The equal allocation has been widely used as it mirrors the condition
of equipoise at the beginning of the trial and it is usually considered optimal for
the estimation of treatment effects. However, multi-arm trials (i.e., trials comparing
K ≥ 2 treatments) have been increasingly adopted to speed-up the pharmaceutical
development and, in the presence of several experimental groups, balancing the as-
signments may be not efficient from both ethical and statistical viewpoints. Indeed,
(i) the demand of patient’s benefit often induces to skew the allocations in favour of
the most efficacious treatment(s) and ii) the equal allocation does not coincide with
the optimal design for hypothesis testing [2, 11].

Besides the inferential problem of estimating the treatment effects as precisely
as possible, the task of designing an experiment to maximize the power of the test
of homogeneity among the treatment effects has recently interested many authors
[2, 3, 4, 11]. Note that the overall null hypothesis in a multi-arm context allows to
compare many competing treatments at once, which could be particularly useful in
trials for new infectious diseases [6, 7].

The aim of this work is to elaborate on the results of [3] in which optimal designs
for testing in an unified framework have been derived. Such designs include also
the general ANOVA set up. We focus on clinical experiments with dichotomous
outcomes and we show that the proposed optimal allocations present good results in
terms of power, ethics and also estimation efficiency.

2 Notation and model

Let us consider a clinical trial with binary outcomes in which patients join sequen-
tially the study and are assigned to one of K ≥ 2 treatments. The success probabil-
ities on each treatment group are p1, . . . , pK , (so that we assume that higher values
are more desirable for patients), with ppp = (p1, . . . , pK)⊤ and the failure probabilities
are qk = 1− pk for k = 1, . . . ,K. At each step j, the treatment assignment indicator
δk j = 1 if patient j is allocated to treatment k (δk j = 0 otherwise), for k = 1, . . . ,K
with ∑K

i=1 δi j = 1. The corresponding response of subject j is denoted by Yj with
E(Yj|δk j = 1) = pk and V (Yj|δk j = 1) = pkqk. Moreover, let πk j = j−1 ∑ j

i=1 δki,
then πππ j = (π1 j, . . . ,πK j)⊤ is the vector of the allocation proportions to the treat-
ments so far, where ∑K

k=1 πk j = 1. We also denote by p̂pp j the vector of MLEs of ppp
after j treatment assignments.

For ease of notation and without loss of generality we assume that p1 ≥ p2 ≥
· · · ≥ pK , i.e. the treatment with the highest probability of success is denoted with
label 1 and the one with the lowest is denoted with label K. Note that the treatment
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ranking is a priori unknown but it can be sequentially estimated by using response
adaptive randomization procedures [1, 5, 9].

As in many multi-arm clinical trials, the inferential focus is on the contrasts.
Therefore, by letting A⊤ = [1K−1|− IK−1] (1w and Iw are the w-dim vector of ones
and the identity matrix, respectively), we denote by pppc = A⊤ppp = (p1 − p2, . . . , p1 −
pK)⊤ the vector of contrasts wrt the first treatment and by p̂ppc j = A⊤ p̂pp j their MLEs

(at step j). If ΣΣΣ = diag
(

π−1
k j pkqk

)

k=1,...,K
is the Fisher information matrix for ppp

and ΣΣΣ c = (A⊤ΣΣΣA)−1, by well-known results p̂ppc j
a.s.−→ pppc and

√
n(p̂ppc j − pppc)

d−→
N(0K−1,ΣΣΣ c).

In this setting, the typical question of experimental design is how to assign n
subjects to K treatments. In the presence of multiple experimental objectives, the
compromise among the conflicting goals can be formalized through suitable opti-
mization problems. The solution is a target allocation ρρρ =(ρ1, . . . ,ρK)⊤, with ρk ≥ 0
and ∑K

i=1 ρi = 1.

3 Optimal designs for binary model

By taking into account the inferential goal of estimating treatment contrasts, adopt-
ing the well-known A-optimal criterion, Sverdlov and Rosenberger [10] derived the
trA optimal target ρρρA by minimizing the trace of ΣΣΣ c, i.e.

ρA
1 =

√
p1q1(K −1)√

p1q1(K −1)+∑K
i=2

√piqi
and ρA

k =

√pkqk√
p1q1(K −1)+∑K

i=2
√piqi

(1)

for k = 2, . . . ,K.
However, in experimental studies for treatment comparisons, many authors have

recently considered the problem of hypothesis testing. For multi-arm binary trials,
in [11] the optimal target ρρρR has been proposed. It is obtained by maximizing the
power of the Wald test subject to the constraint ρR

k ≥ T , ∀k = 1, . . . ,K i.e. the al-
location proportion to each treatment should be at least T , where T ∈ [0,1/K] is a
user-selected threshold. Along the lines of [2, 4], in [3] the authors extended the pre-
viously obtained results by providing optimal targets maximizing the power of the
Wald test for a general heteroscedastic model. In particular, by taking into account
H0 : pppc = 0K−1 vs H1 : pppc ̸= 0K−1 (where 0K−1 is the (K − 1)-dimensional vector
of zeros) the optimal target ρρρ∗ is defined as follows. Given p1 = · · ·= pr ≥ pr+1 ≥
· · ·≥ pK−s > pK−s+1 = · · ·= pK with r,s positive integers such that r+s ≤ K, every
allocation such that ∑r

i=1 ρ∗
i = (

√p1q1 +
√pKqK)−1√p1q1 = 1−∑K

i=K−s+1 ρ∗
i is

optimal. Note that in the presence of a single superior and inferior treatment ρρρ∗ is
unique and it is a generalization of the Neyman allocation with non-zero allocation
proportions only to treatments 1 and K.

In addition, taking into account ethical considerations, in [3] the target ρ̃ρρ has been
derived by maximizing the power of Wald’s test under the constraint ρ̃1 ≥ · · ·≥ ρ̃K ,
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which resembles the need for patients’ care to receive the more effective treatments.
The optimal constrained design ρ̃ρρ , in the presence of a single superior treatment (i.e.
p1 > p2) can be restated as

ρ̃ρρ =

{
(1− (K −1)x,x, . . . ,x)⊤ if x ≤ 1/K,

ρρρB if x > 1/K,
(2)

where ρρρB is the balanced allocation and

x =
[(∑K

i=1
p1−pi
q1qi

)(∑K
i=1

p1−pi
p1 pi

)]−1/2 ∑K
i=1

p1−pi
piqi

−1

∑K
i=1

p1q1
piqi

−K
.

In the presence of a group of superior treatments, i.e. p1 = · · ·= pr > pr+1 ≥ · · ·≥
pK (with r ∈ {2,K − 1}) when x > 1/K then ρ̃ρρ = ρρρB. Whereas for x ≤ 1/K, by
letting ρ̃ρρ(i) be the target such that ∑i

h=1 ρ̃h = 1− (K − i)x, ρ̃i+1 = · · ·= ρ̃K = x and
clearly ρ̃1 ≥ · · ·≥ ρ̃i ≥ x, every convex combination of ρ̃ρρ(1), . . . , ρ̃ρρ(r) is optimal. For
instance, if ppp = (0.6,0.6,0.2,0.1)⊤ then r = 2 and e.g. ρ̃ρρ = (0.37,0.21,0.21,0.21)⊤
and all the other targets such that ρ̃1 + ρ̃2 = 0.58 are optimal.

In Table 1 we report the behaviour of ρ̃ρρ for K = 4 treatments and increasing p1
(scenario I-II), increasing p2 (scenario III-IV) and increasing p3 (scenario IV-V).

scenario p1 p2 p3 p4 ρ̃1 ρ̃2 ρ̃3 ρ̃4
I 0.33 0.30 0.28 0.10 0.25 0.25 0.25 0.25
II 0.60 0.30 0.28 0.10 0.52 0.16 0.16 0.16
III 0.80 0.50 0.40 0.20 0.43 0.19 0.19 0.19
IV 0.80 0.70 0.40 0.20 0.34 0.22 0.22 0.22
V 0.80 0.70 0.50 0.20 0.31 0.23 0.23 0.23

Table 1 Behaviour of ρ̃ρρ for K = 4 treatments and several values of ppp.

Starting from the balanced design (obtained in scenario I), the allocation propor-
tion to the superior treatment increases as its success probability grows (scenario
II). Conversely, by comparing scenario III and IV we observe how the proportion
of subjects assigned to treatment 2 increases when p2 increases, leading clearly to a
smaller value for ρ1. When p3 grows (scenario IV-V) also ρ̃3 behaves accordingly.

4 Performance in terms of power, estimation efficacy and ethics
of optimal targets

As correctly stated by many authors (see e.g. [10]), there exists a complex inter-
play between the efficiency criteria adopted to assess the design performances.
More specifically, measures of power, estimation efficiency or ethical considera-
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diftions lead to ffferent choices of the best design. In this work, we consider a mea-
efsure of ffificiency in terms of power i.e. EPP(ρρρρρρ) = φ(ρρρρρρ)/φ(ρρρρρρ∗) and the rAA efffificiency,

EAA(ρρρρρρ) = tr[A⊤ΣΣΣΣΣΣ(ρρρρρρA)A]

tr[A⊤ΣΣΣΣΣ(ρρρρρ)A]
. As a global measure of ethics, we take into account the nor-

malized total expected outcome EEE(ρρρρρρ) = p−1
1 ∑K

i=1 piρi W. Wee compare the above-
mentioned optimal targets ρρρρρρA, ρρρρρρ∗, ρ̃ρρρρρ and ρρρρρρR for T = 0.2. As a benchmark we also
included the balanced design ρρρρρρB. Figure 1 displays the operating characteristics of
the targets for K = 4 treatments, for p2 = 0.2, p3 = 0.15, p4 = 0.1 and p1 ranging
from 0.3 to 0.8.
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Fig. 1 Comparisons of ρρρρρρA, ρρρρρρ∗, ρ̃ρρρρρ , ρρρρρR for T = 0.2 and ρρρρρρB = (0.25,0.25,0.25,0.25)⊤ in terms of
normalized power, trA efffificiency and ethics where p1 ∈ [0.3,0.8], p2 = 0.2, p3 = 0.15 and p4 = 0.1.

In terms of power, it does not exist a design outperforming ρρρρρρ∗. As regards other
targets, ρ̃ρρρρρ shows the highest values of normalized power with a maximum gain
(i.e. 7.3% and 9% on ρρρρρρA and ρρρρρρR respectively) when p1 is around 0.6. Note that
ρρρρρ∗ is unsuitable from the viewpoint of estimation precision, as it does not collect
information on the intermediate treatments. On the other hand, EAA(ρ̃ρρρρρ) is higher than
0.92, showing that the optimal constrained design reaches good performance even in

efterms of estimation ffificiency. Slightly higher values are observed for ρρρρρρR, while the
balanced design exhibits inferior rAA efffificiency. The targets whose values of EEE(ρρρρρρ)
are closest to 1 are ρρρρρρ∗ and ρ̃ρρρρρ . More specifically the optimal constrained design
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outperforms all the other targets for p ≤ 0.6 while for higher success probabilities
the ethical efficiencies of ρρρ∗ and ρ̃ρρ tend to coincide. The loss in terms of normalized
total expected outcome induced by ρρρA varies from 4% up to 11% while adopting
ρρρR the loss ranges from 8% to 14%.

In summary, the results obtained in this work emphasizes that a good trade-off be-
tween power, estimation efficiency and ethics is achieved by ρ̃ρρ . Indeed, the optimal
constrained target is a valid tool in designing randomized multi-purposes binary tri-
als comparing several treatments, especially when drugs for life-threatening or rare
diseases are involved.
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KL-optimum designs to discriminate models
with different variance function
Disegni KL-ottimi per discriminare tra modelli con
diversa funzione di varianza

Alessandro Lanteri, Samantha Leorato and Chiara Tommasi

Abstract In many applications, researchers are interested in models that can be
defined by interpretable statistics, such as mean and variance. Kullback-Leibler cri-
terion is one of the best known optimum criteria to select designs to discriminate
between two competing models. We provide a simple closed form formula to ob-
tain the optimal KL-design to discriminate between regression models with dif-
ferent variance structures and common response mean and we conduct numerical
experiments to compare its performance with other benchmark designs in terms of
statistical power.
Abstract In molte applicazioni, i ricercatori sono interessati a modelli che possono
essere definiti tramite statistiche interpretabili, come media e varianza. Il criterio di
Kullback-Leibler e uno dei migliori criteri di ottimalità per selezionere disegni atti
a discriminare tra due modelli alternativi. In questo lavoro, forniamo l’espressione
in forma chiusa del disegno KL-ottimo per discriminare tra modelli di regressione
con diversa struttura di varianza e stessa funzione media. Inoltre, attraverso uno
studio di simulazione, abbiamo confrontato il disegno KL-ottimo con altri disegni
di riferimento in termini di potenza statistica.

Key words: Heretoschedasticity, KL-divergence, Optimal Design

1 Introduction

In many modern sciences, despite the development of new technologies, to gather
information and empirical evidence about specific hypotheses can be very expen-
sive, not only from a strictly economical standpoint. The time cost of the data-
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2 Alessandro Lanteri, Samantha Leorato and Chiara Tommasi

collection process could render the information gathered obsolete while ethical costs
could overwhelm the scientific benefits of an experiment. For these and many other
reasons, optimal or efficient experimental design is important in the scientific re-
search. The T-criterion [1] is one of the most widely used methods to obtain optimal
design when the goal is to discriminate between two rival regression models with
homoschedastic Gaussian errors. T-criterion has been generalized with weaker as-
sumptions in subsequent works [2, 5, 8]. A general criterion for discriminating be-
tween models, based on the Kullback-Leibler (KL) divergence, has been introduced
in [3] and extended in [6]. The problem of discriminating between homoschedas-
tic and heteroschedastic regression models with the same regression function has
not been less considered in the literature. To handle this problem we consider the
KL-criterion that generalizes the T-criterion (as it discriminates between any two
rival statistical models). A KL-optimum design, as well as T-designs, depends on
the nominal values of the parameters of the true model, that in the case of nested
models is the larger model. When the values of the parameters are unknown, but
it is available a prior information about such parameters, it has been proposed a
Bayesian approach, for the T-criterion [4] and for the KL-criterion [7]. Therefore,
beside the KL-optimal design, we compute the Bayesian KL-optimal design to han-
dle the problem of dependence on unknown parameters. In particular, in Section 2
we state a theorem which provides a closed form for a KL-optimal design for dis-
criminating between homoschedastic and non-homoschedastic Gaussian models. In
Section 3 we conduct a numerical experiment to analyze how good are different
designs in terms of statistical power when we use the log-likelihood ratio test to
discriminate between the two nested models.

2 Discriminating between different variance functions

One way to discriminate between two models is with the use of the KL-optimality
criterion [3] which is based on the well known Kullback Leibler divergence. In real
data applications, practitioners are often interested in models where the distribution
of the response y ∈ Y can be defined by some interpretable statistics somehow
linked with the covariates x ∈ χ ⊆Rp. Let us recall that a continuous design with K
design points is denoted as

ξ =

{
x1, . . . , xK
ω1, . . . , ωK

}
; 0 ≤ ωk ≤ 1;

K

∑
k=1

ωk = 1

where the domain χ of any experimental point x is assumed to be compact. A pro-
portion of ωk of responses are observed at the experimental point xk, k = 1, . . . ,K.
Let f1

[
y,µ1(x,β1),σ2

1 (x,θ1)
]

and f2
[
y,µ2(x,β2),σ2

2 (x,θ2)
]

be two competing sta-
tistical models, where µ j and σ2

j , j = 1,2, are the mean and the variance functions,
respectively. Let the two models be nested and let the first be the “true” and com-
pletely known largest model. The KL-optimality criterion function is
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KL-optimum designs to discriminate models with different variance function 3

I21(ξ ) = I21(ξ ;θ1,β1) = min(θ2,β2)∈Ω2

∫
χ
∫
Y f1

[
y,µ1(x,β1),σ2

1 (x,θ1)
]

log
{

f1[y,µ1(x,β1),σ2
1 (x,θ1)]

f2[y,µ2(x,β2),σ2
2 (x,θ2)]

}
dyξ (dx)

and thus, a design ξ KL
θ1,β1

which maximize I21(ξ ) is called KL-optimal. The sub-
scripts θ1,β1 underline that in general a KL-optimum design depends on the as-
sumed value for the parameters of the true model.

Let us assume that we are interested in discriminating between two rival Gaus-
sian models with the same regression function and different variance structures so
that yi = µ(xi;β j)+ εi with εi ∼ N(0,σ2

j (xi)) for i = 1, . . . ,n and j = 1,2. Consider
the specific case where σ2

1 (xi) = ς1h(xi;θ1) and σ2
2 (xi) = ς2, where h : R→ R+ is

a continuous positive function in χ . Let also θ̃ be a specific value for θ1 such that
h(x; θ̃) = 1, this implies that model 2 is nested in model 1. Then the following the-
orem, which allows to compute analytically the KL-optimal design, can be proved.

Theorem 1. Let h = infx h(x) > 0 and h̄ = supx h(x) < ∞. Let χl = {x : h(x) = h}
and χu =

{
x : h(x) = h̄

}
. Then

ξ ∗ =

{
xl , xu
ω , 1−ω

}
, with ω =

(
h̄

h̄−h
− 1

log h̄− logh

)

is a KL-optimal design, where xl ∈ χl and xu ∈ χu.

Theorem 1 is quite interesting because it is uncommon to find KL-optimum de-
sign in a closed form. Note that if χl or χu contain more than one point, then
any design with more support points in χl or χu is KL-optimal, provided that the
sum of the weights corresponding to the points in χl or χu is ω and 1−ω , respec-
tively. From this theorem we can deduce that since the design points are the ones
which provide the most extreme values of h(x), then, when the variance function
is strictly monotone in the compact χ ⊆ R, the design points are necessarily the
edge points of χ . This implies that, in this setting, KL-optimal designs will have
the same design points, independently on the values of the true parameters, and
only the design weights will vary. On the other hand, when h(x) is non-monotone,
KL-optimal designs might differ greatly also with regards to the design points for
different values of the parameters. To discriminate between the homoschedastic and
the heteroschedastic model, and thus when the hypotheses are

{
H0 : σ2 = ς2

H1 : σ2 = ς1h(x;θ1)
or equivalently

{
H0 : θ1 = θ̃
H1 : θ1 ̸= θ̃

,

we use the log-likelihood ratio test.
So far we assumed that all the parameters of the true model are known, but in

real applications they might be unknown. It is less stringent to assume that an ap-
proximate range of possible values of the parameters is available and it is possi-
ble to build a prior probability distribution π on the unknown parameters. Taking
the expected value of KL-optimality criterion over the prior distribution of the pa-
rameters we can define the partially Bayesian KL-optimality (PBKL-optimality)
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[7] as IPB
21 (ξ ,π) = Eπ [I21(ξ )] and, consequently, the design ξ PB

π which minimizes
IPB
21 (ξ ,π) is called PBKL-optimum design under the distribution π .

3 Numerical Experiment

In this section we conduce some numerical experiments in order to compare the per-
formance of the proposed optimal design criterion with other designs. Consider two
normal models, f1

[
µ1(x),σ2

1 (x)
]

and f2
[
µ2(x),σ2

2 (x)
]
, with σ2

1 (x) = ς1h(x;θ1),
σ2

2 = ς2 and the same mean structure µ1(x) = α1 +β1x and µ2(x) = α2 +β2x. In
each scenario we vary the sample size n and the variance function parameter θ1.
In the study we consider two different variance functions against homoschedasticity
h1(x;θ1) =

1
1+θ1x and h2(x;θ1) = 1+sin(9θ1x)+θ1x. Note that the first is monotone

while the second is not. From Figure 3 we can appreciate how, for different values of
θ1, h1 reaches its minimum and maximum value always at the extremes of χ while
h2 reaches its extreme values in scattered locations. Note that, with both choices

Fig. 1: Variance functions
in χ = [0,1]. h1(x;θ1), left
plot, and h2(x;θ1), right plot,
for θ1 = 0.1,0.5,1,2, repre-
sented by black, red, green
and blue curves, respectively.
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of variance functions, the two rival models (homoschedastic and heteroschedastic)
become more and more similar as θ1 goes to θ̃ = 0. We let χ = [0,1] and set the
nominal parameter α1 = β1 = ς1 = 1. Table 1 displays the estimated power of the
likelihood ratio test for different designs, in different experimental scenarios and
using the variance function h1(x;θ1). Each table entry is the average over 10000
repetition of the experiment in the same setting. The notation ξ KL

θ1
represents the

KL-optimal design for a specific value of θ1, such designs can be easily obtained
using Theorem 1. For θ1 = 0.5,1,2 we obtain:

ξ KL
0.5 =

(
0 1

0.44 0.56

)
; ξ KL

1 =
(

0 1
0.47 0.53

)
; ξ KL

2 =
(

0 1
0.41 0.59

)
.

We compare the performance of KL-optimal designs with two uniform designs,
which consist of a fixed number of equidistant and equally weighted design points
that cover all the domain χ . We denote U3 and U4 the uniform designs with three
and four points, respectively.
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Table 1: Estimated power
obtained in different designs
for different scenarios us-
ing the variance function
h1(x;θ1)

θ1 n ξ KL
0.5 ξ KL

1 ξ KL
2 U3 U4

0.5
30 0.1309 0.1175 0.1203 0.1013 0.0511
50 0.1721 0.1757 0.1682 0.1117 0.1173
100 0.2962 0.2895 0.2863 0.2175 0.1824

1
30 0.2676 0.2579 0.2581 0.1889 0.0735
50 0.4062 0.4030 0.3989 0.2014 0.2573

100 0.6814 0.6756 0.6563 0.5177 0.4342

2
30 0.5460 0.5266 0.5232 0.4032 0.1362
50 0.7560 0.7613 0.7481 0.4512 0.5431

100 0.9698 0.9631 0.9598 0.8838 0.8195

From Table 1 we can appreciate, as expected, how the power increases with the
sample size n and decreases as θ1 gets smaller, that is because for smaller values
of θ1 the two models become more and more similar an thus it is more difficult
to discriminate between the two. From this numerical experiment, we can see how
the KL-optimal designs outperform the uniform designs in all settings, even when
they are assuming a wrong θ1. We also notice that the design obtained from U3
provides better results than U4, this is because U3 is incidentally more similar to
the KL-optimal designs than U4.

We perform a similar experiment using the non-monotone variance function
h2(x;θ1). The KL-optimal designs, obtained with the application of Theorem 1 for
θ1 = 0.5,1,2, are:

ξ KL
0.5 =

(
0.37 1.00
0.38 0.62

)
; ξ KL

1 =
(

0.51 0.88
0.64 0.36

)
; ξ KL

2 =
(

0.26 0.79
0.65 0.35

)
.

Differently from the case with monotone variance, here the designs are very differ-
ent from each other.

In Table 2 we show, for each value of θ1 = 0.5,1,2, the KL-efficiency of a de-
sign ξ , EffKL(ξ ) = I21(ξ )/I21(ξ KL

θ1
), which is a measure of the goodness of ξ with

respect to ξ KL
θ1

for discrimination purposes. From Table 2 we can appreciate how the
difference between KL-optimum designs determines a poor KL-efficiency when a
KL-optimum design with a wrong value of θ1 is used. Uniform designs are more
robust but far from been efficient.

Table 2: KL-Efficiency of
different designs with respect
to ξ KL

θ1
for different values

of θ1 and variance function
h2(x;θ1)

EffKL(ξ KL
0.5 ) EffKL(ξ KL

1 ) EffKL(ξ KL
2 ) EffKL(U3) EffKL(U4)

ξ KL
0.5 1.0000 0.4550 0.2201 0.6009 0.5118

ξ KL
1 0.1689 1.0000 0.0184 0.5482 0.1442

ξ KL
2 0.0003 0.0043 1.0000 0.1604 0.0994

In order to obtain more efficient and robust designs we rely on the PBKL-
optimality criterion. We use two different prior distribution describing two different
type of prior knowledge. The first prior distribution, π1, assigns uniform weights to
the values of θ1 that we might consider to be true, in our experiment θ1 = 0.5,1,2.
To represent the case where the candidate values of θ1 are not known, but it is
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6 Alessandro Lanteri, Samantha Leorato and Chiara Tommasi

available a range of possible values, say θ1 ∈ [0.5,2], we use a second prior distri-
bution, π2, which is a discrete uniform distribution with several equidistant points
with maximum distance between each other. The PBKL-optimal designs, that we
have obtained computationally using a first order algorithm, are:

ξ PB
π1

=
(

0.000 0.255 0.486 0.828 1.000
0.0002 0.3848 0.3118 0.0586 0.2446

)
; ξ PB

π2
=
(

0.000 0.293 0.571 0.842 1.000
0.0001 0.4839 0.2182 0.2125 0.0853

)
.

From Table 3 we can appreciate that the KL-optimal designs provide the best results
in terms of statistical power when they are used for the correct value of θ1, although
they can be very inefficient when they are improperly adopted. As we commented
before, uniform designs seem to be more robust than KL-optimal designs but gen-
erally provide a low power. On the other hand, PBKL-designs seem to combine the
qualities of the other two kinds of designs, providing a high power in most settings.

Table 3: Estimated power
obtained in different designs
for different scenarios us-
ing the variance function
h2(x;θ1)

θ1 n ξ KL
0.5 ξ KL

1 ξ KL
2 U3 U4 ξ PBKL

π1
ξ PBKL

π2

0.5
30 0.7349 0.5014 0.2753 0.6013 0.4612 0.5984 0.4237
50 0.9117 0.7029 0.4066 0.7340 0.7715 0.8285 0.7122
100 0.9975 0.9517 0.6850 0.9662 0.9451 0.9732 0.9376

1
30 0.2402 0.8461 0.0373 0.6587 0.2896 0.7034 0.5478
50 0.4268 0.9721 0.0615 0.8603 0.4382 0.9052 0.7424
100 0.7164 0.9999 0.1173 0.9893 0.6690 0.9932 0.9242

2
30 0.0275 0.0232 0.9038 0.4084 0.3111 0.8524 0.6356
50 0.0324 0.0187 0.9878 0.5861 0.4012 0.9561 0.8280
100 0.0345 0.0246 1.0000 0.8010 0.5993 0.9969 0.9620
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Riemannian optimization on the space of
covariance matrices
Ottimizzazione riemanniana nello spazio delle matrici di
covarianza

Jacopo Schiavon, Mauro Bernardi and Antonio Canale

Abstract In many modern statistical applications the data complexity may require
techniques that exploit the geometrical properties of the objects of interest. For ex-
ample, if the parameter of interest is a covariance matrix, the parameter space is non-
Euclidean. In this work we focus on this notable example and study the Riemannian
manifold of symmetric and positive definite matrices. Specifically an optimization
procedures which takes into account such geometrical properties is described and
tested via simulations.
Abstract In varie applicazioni statistiche moderne, la complessità dei dati può
richiedere tecniche che sfruttino le proprietà geometriche degli oggetti d’interesse.
Ad esempio, se il parametro di interesse è una matrice di covarianza, lo spazio
parametrico è non-Euclideo. In questo lavoro ci concentriamo su questo esempio
notevole e studiamo la varietà Riemanniana delle matrici simmetriche e definite
positive. Nello specifico, una procedura di ottimizzazione che tenga conto di queste
proprietà geometriche verrà descritta e testata attraverso delle simulazioni.

Key words: Riemannian Optimization, Symmetric Positive Definite matrices, mul-
tivariate Student-t distribution, Skew-Normal distribution.

1 Introduction

In different modern statistical applications, mostly enabled by the recent availability
of new data sources, the main difficulties are not only related the large scale of the
problem but also from the complex constrains that the data or the model’s param-
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2 Jacopo Schiavon, Mauro Bernardi and Antonio Canale

eters require. A primer example is the necessity to study the space of covariance
matrices, namely the manifold of Symmetric and Positive Definite matrices (SPD)
both as a sample space [2] or as a parameter space.

In this work we will focus on the latter, and more specifically we will focus on
how to solve the general problem of optimization

min
Σ∈S +

f (Σ) (1)

where S + is the SPD manifold. To solve this problem, an Euclidean approach is
to transform the matrix Σ with a Cholesky decomposition such that Σ = LL⊤ and,
after a vectorization procedure to create a p(p+1) dimensional vector by stacking
the columns below the diagonal, to perform a standard Euclidean optimization. Of
course, depending on the specific problem to be solved other procedures might be
used, such as the Expectation-Maximization algorithm or (in some cases) a fixed
point procedure.

In this work instead we will describe and implement a general alternative ap-
proach that leverages the properties of the Riemannian manifold S +. This proce-
dure is comparable (and an alternative to) the Cholesky-Euclidean approach broadly
described above, which is generally applicable whenever it is required to optimize
a function of a covariance matrix. In the next section we describe the required dif-
ferential geometry and some implementation detail of the algorithms, while in § 3
a simulation study on the performance of this algorithm compared to the Cholesky-
Euclidean one is presented.

2 Riemannian optimization

The basic strategy to solve problems of the general form of equation (1) when the
space is Euclidean is simply to perform an iteration scheme with the following two
general steps:

1. find a descent direction (usually related to the gradient of the objective function
f ());

2. move in that direction with a step length that satisfies some sufficient decrease
conditions.

Hereafter, when discussing Riemannian optimization, we will follow the same strat-
egy, but applying the appropriate corrections that allow us to take into account the
actual manifold properties.
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Fig. 1 The parallel transport
map allows to compare vec-
tors that originally belong
to different vector spaces,
namely the tangent space at
different points TΣk S

+ and
TΣk+1S

+. Σk

Σk−1

dk

dk−1

d̃k−1

2.1 Differential geometry of the covariance matrices manifold

The main results for the differential geometry of the SPD manifold are well estab-
lished and many of the properties here discussed can be found in [3].

The first step in order to build a Riemannian manifold is to endow the space with
a metric, which can be equivalently expressed as the inner product between elements
of the tangent space in a point. In the case of the SPD manifold, the most widely
adopted metric is the affine-invariant one, which is obtained from the Frobenius
(Euclidean) one and that can be expressed as

gΣ (V,W ) = Tr
(
Σ−1V Σ−1W

)
. (2)

From the metric, all the relevant quantities (that we collected in table 1 for ease of
conciseness) can be derived, such as the expression of the retraction map (which is
the map that advances a point on the manifold along the geodesic tangent to an el-
ement of the tangent space) or the construction of the Riemannian gradient starting
from the Euclidean one. Finally, for the most advanced quasi-Newton optimization

Table 1 Geometrical quantities for the SPD manifold.

Description Expression

Inner product between two tangent vectors gΣ (V,W ) = Tr
(
Σ−1V Σ−1W

)

Riemannian gradient Σ
(
∇Σ f +∇Σ f⊤

)
Σ

Retraction of Σ with direction W RΣW (t) = Σ 1/2 exp
[
tΣ−1/2WΣ−1/2]Σ 1/2

Parallel transport of U ∈ TΣ S with direction W TΣ ,W (U) = RΣW ( d
2 )Σ

−1UΣ−1RΣW ( t
2 )

techniques (which require an approximation of the Hessian matrix built by compar-
ing the gradient at various point on the manifold surface) the parallel transport of a
vector along the geodesic is required, as exemplified in Figure 1. It is worth noting
that in the actual implementation of our algorithm we used a second order approxi-
mation of both the retraction expression and of the vector transport. Indeed, in both
maps, the exponential of a matrix (defined as exp(X) =U exp(Λ)U⊤ that leverages
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the spectral decomposition (Λ ,U) of X) needs to be computed, which is extremely
expensive. Moreover, the full spectral decomposition is computationally expensive
(it requires O(p3) operations) and numerically unstable if eigenvalues large in mag-
nitude appears during the intermediate steps of the optimization algorithm. The sec-
ond order approximation is used because it is the smallest order approximation still
preserves positive definiteness of the updated matrix.

2.2 Riemannian optimization algorithms

We have implemented two quasi-Newton optimization algorithms, namely a Rie-
mannian Conjugate-Gradient (R-CG) and a Riemannian Limited memory BFGS,
(R-L-BFGS). Both methods are presented for the Euclidean setting in [4], and both
implementations feature a Wolfe line search condition to obtain the optimal step
length, as described, for the Euclidean case, in [4]. Starting from an initial value Σ0,
for k = 0,1, . . . both algorithms follow the same steps:

1. obtain a descent direction Wk using information on the gradient at point Σk and
from the previous descent direction (after parallel transporting it);

2. define φ(α) = RΣkWk(α) and obtain the optimal αk that satisfy the Wolf condi-
tions to obtain Σk+1 = RΣkWk(αk);

3. store the relevant quantities to compute the descent direction at the next iteration.

Specifically, for the Conjugate-gradient procedure we define the descent direction
at the k-th step as

dk = Gk −βkdk−1 with βk =
⟨Gk,Gk −Gk−1⟩Σk

⟨Gk,Gk⟩Σk

, (3)

while the L-BFGS require a double loop as prescribed in [4, § 7 algorithm 7.4 and
7.5]. As can be see, both techniques require to compare vector from the tangent
space in different points, thus requiring the implementation of the vector transport.

3 Simulation study

We performed an extensive simulation study to check the performance of our
method. All the simulations were done by generating a sample {yi}n

i=1 of a p-
dimensional random variable Y distributed according to various distributions and
then estimating the maximum likelihood estimator (MLE) of the variance-covariance
parameter by leveraging our optimization techniques. We considered two examples.
First, a simple p-variate Gaussian distribution, for which the closed-form expression
for the MLE exists. As a second case-study, we estimated the parameters (scale and
asymmetry) of a Skew-Normal (SN) distribution, see [1]. To tackle the optimiza-
tion of the likelihood function for the SN case, we split the problem into two-steps:
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Table 2 Simulation results for the three algorithms (Riemannian Conjugate Gradient, Riemannian
L-BFGS and Cholesky-Euclidean). For each problem R = 50 replications of sample size n = 1000
were generated from the postulated distributions. The algorithms were required to reach a tolerance
10−5 on the gradient norm before stopping. In parenthesis, the 25% and 75% quartiles of the
number of iterations and the time needed is reported, with the indication of the median. Note that
we fixed the maximum number of iterations to 1000 to limit the computational resources required
by the Cholesky-Euclidean method, thus some element in the table are censored from the right and
are shown as -.

Gaussian
R-CG R-L-BFGS C-E

p Iterations Time [s] Iterations Time [s] Iterations Time [s]

2 12 (10,16) 0.99 (0.7,1.5) 11 (8,13) 0.79 (0.7,0.9) 29.5 (18,142) 0.40 (0.3,0.5)
5 18 (15,21) 1.55 (1.2,2.2) 16 (15,19) 1.50 (1.2,1.7) 88 (53,173) 0.68 (0.4,0.9)
10 25 (23,28) 2.68 (2.4,3.3) 24.5 (21,27) 2.66 (2.3,3.2) 183 (122,318) 1.02 (0.9,1.3)
25 30.5 (27,33) 10.24 (9.1,11.9) 27 (26,32) 10.03 (9.5,11.8) 372.5 (239,661) 2.25 (1.6,3.3)
50 32.5 (29,38) 12.29 (10.7,16.1) 28 (27,31) 11.87 (10.9,12.8) 811 (509,−) 6.57 (4.4,7.1)
75 34.5 (33,40) 13.97 (12.8,16.8) 32 (29,35) 13.65 (12.9,14.4) - (766,−) 16.24 (12.9,17.1)
100 32.5 (30,37) 13.5 (11.6,15.3) 29.5 (27,34) 13.53 (11.9,15.5) - (−,−) 22.00 (21.5,22.5)

Skew-Normal

2 4 (3,5) 1.1 (0.9,1.3) 4 (3,4) 1.1 (0.9,1.2) 21 (16,34) 0.59 (0.5,0.7)
3 5 (4,6) 1.4 (1.1,1.6) 4 (4,5) 1.3 (1.1,1.5) 31 (23,68) 0.77 (0.7,0.9)
5 6 (5,7) 1.8 (1.5,2.0) 5 (5,6) 1.5 (1.3,1.8) 72 (42,112) 0.91 (0.7,1.1)
10 11 (9,15) 3.6 (2.8,4.9) 9 (8,12) 3.1 (2.6,3.8) 98 (75,164) 1.7 (1.4,2.9)
25 31 (23,42) 12.9 (8.8,16.7) 25 (17,32) 9.6 (6.6,12.5) 178 (107,290) 4.55 (3.4,6.3)
50 44 (31,99) 22.6 (15.9,46.3) 65 (37,77) 30.3 (19.3,40.1) 190 (125,350) 4.82 (3.7,7.2)

for every iteration we first step updates the variance-covariance geodesic, while the
second consider the conditional optimization of the objective function with respect
to the skewness parameter. Without loss of generality we considered the location
parameter as fixed and known.

For all the settings and for various dimensions of the problem p, we gener-
ated R = 50 true values for the parameters, checking the performance of the two
algorithms and comparing them to the standard Cholesky-Euclidean optimization
performed with the scipy.optimize package. The results collected in Table 2
shows both the number of iteration needed to reach convergence and the time re-
quired, to better highlight the scaling properties of the competing algorithms. As
it can be seen, the number of iterations required for the convergence scale very
badly for the Cholesky-Euclidean optimization. This is due to the fact that nonlin-
ear optimization in high dimensional spaces rapidly become very slow, a problem
that our methods avoid due to their abilty to account for the geometrical properties
of the manifold. It is worth noting that the Cholesky-Euclidean procedure employs
pre-compiled and heavily optimized Fortran routines available from the scipy
package, that we are not able to fully exploit with our current implementation. This
may explain the large overhead shown for small problem sizes in Table 2.
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4 Discussion

In this work we have implemented two algorithms for the numerical optimization
of a function over the space of SPD (Symmetric and Positive Definite) matrices,
exploiting the geometrical properties of the manifold that correspond to the domain
of the function. Since this procedure can be considered a plug-and-play technique
that can replace any optimization of this kind, from the estimation of the covariance
parameter of a statistical model to the computation of the Fréchet mean of SPD
matrices, we are working toward releasing a lightweight Python package that will
allow users to simply replace their optimization routine with the Riemannian one.
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Estimation of Dirichlet Distribution Parameters
with Modified Score Functions
Funzioni di Punteggio Modificate per la Stima dei
Parametri della Distribuzione Dirichlet

Vincenzo Gioia and Euloge Clovis Kenne Pagui

Abstract The Dirichlet distribution, also known as multivariate beta, is the most
used to analyse frequencies or proportions data. Maximum likelihood is widespread
for estimation of Dirichlet’s parameters. However, for small sample sizes, the max-
imum likelihood estimator may shows a significant bias. In this paper, Dirchlet’s
parameters estimation is obtained through modified score functions aiming at mean
and median bias reduction of the maximum likelihood estimator, respectively. A
simulation study and an application compare the adjusted score approaches with
maximum likelihood.
Abstract Abstract in Italian La distribuzione di Dirichlet, anche nota come beta
multivariata, è la distribuzione più usata per analizzare dati nella forma di pro-
porzioni o frequenze relative. I parametri della distribuzione di Dirichlet sono co-
munemente stimati in massima verosimiglianza. Tuttavia, per piccoli campioni,
lo stimatore di massima verosimiglianza può esibire una notevole distorsione. In
questo articolo, la stima dei parametri della Dirichlet è ottenuta mediante funzioni
di punteggio modificate in grado di ridurre, rispettivamente, la distorsione in me-
dia e in mediana dello stimatore di massima verosimiglianza. Gli approcci basati
sulle funzioni di punteggio modificate vengono confrontati con quello della mas-
sima verosimiglianza attraverso uno studio di simulazione e una applicazione.

Key words: compositional data, likelihood, bias reduction.
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2 Gioia and Kenne Pagui

1 Introduction

Proportions data, also referred as compositional data, are very pervasive in many dis-
ciplines, ranging from natural sciences to economics. Dirichlet distribution, that is
a multivariate generalization of the beta distribution and belongs to the exponential
family, is the simplest choice to handle with proportions. Inference on parameters
is easily carried out with maximum likelihood (ML). However, for small sample
size and large number of parameters, the ML estimator exhibits a relevant bias, as
is apparent in simulation results of Narayanan (1992).

In Bayesian framework, the Dirichlet distribution is commonly used as a prior,
leading to a conjugate prior of the categorical and multinomial distributions. More-
over, as exponential family the Dirichlet distribution has a conjugate prior. Unfor-
tunately, direct Bayesian inference is not analytically tractable. To our knowledge,
there are no works in that direction, apart the following conference (Ma, 2012) and
working (Andreoli, 2018) papers.

This paper aims to improve the ML estimates by using modified score functions.
Following Firth (1993), the mean bias reduced (mean BR) estimator is obtained as
solution of a suitable modified score equation. An alternative modified score func-
tion, proposed by Kenne Pagui et al. (2017), aims at median bias reduction (median
BR). Mean BR estimator has smaller mean bias than ML and equivariant under
linear transformations of the parameters, whereas median BR estimator is compo-
nentwise third-order median unbiased in the continuous case and equivariant un-
der componentwise monotone reperameterizations. We study the proposed adjusted
score methods through a simulation study and an application, comparing their per-
formance with respect to ML.

2 Dirichlet Distribution

Let yi =(yi1, . . . ,yim)⊤, i= 1, . . . ,n, be independent realizations of the m-dimensional
Dirichlet random vectors parameterized by α = (α1, . . . ,αm)⊤, with αk > 0, k =
1, . . . ,m. The probability density function of Yi ∼ Dir(α) is

fYi(yi;α) =
Γ (∑m

j=1 α j)

∏m
j=1 Γ (α j)

m

∏
j=1

yα j−1
i j

with yik > 0, k = 1, . . . ,m, and ∑m
j=1 yi j = 1. The log-likelihood is

ℓ(α) = n
{

logΓ (s)−
m

∑
j=1

logΓ (α j)+
m

∑
j=1

α jz j

}
,

where z j = (∑n
i=1 logyi j)/n. The log-likelihood is globally concave and the ML es-

timate needs to be obtained numerically. Parameter estimation is usually carried out
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Modified score functions for bias reduction 3

through a Fisher scoring-type algorithm with a sensible choice of the starting value.
Wicker et al. (2008)’s proposal seems to be a stable initialisation.

3 Modified Score Functions

For a general parametric model with m-dimensional parameter α and log-likelihood
ℓ(α), based on a sample of size n, let Ur =Ur(α) = ∂ℓ(α)/∂αr be the r-th compo-
nent of the score function U(α), r = 1, . . . ,m. Let j(α) =−∂ 2ℓ(α)/∂α∂α⊤ be the
observed information and i(α) = Eα{ j(α)} the expected information.

In order to reduce the bias of the ML estimator, Firth (1993) proposes a suitable
modified score aiming at mean BR, of the form

Ũ(α) =U(α)+A∗(α),

where the vector A∗(α) has components A∗
r = 1

2 tr{i(α)−1[Pr + Qr]}, with Pr =
Eα{U(α)U(α)⊤Ur} and Qr = Eα{− j(α)Ur}, r = 1, . . . ,m. The resulting estima-
tor, α̂∗, has a mean bias of order O(n−2), less than O(n−1) of the ML estimator.
Since α is the canonical parameter of the full exponential family, α̂∗ corresponds to
the mode of the posterior distribution obtained using Jeffreys invariant prior (Firth,
1993).

A competitor estimator, α̃ , with accurate median centering property is obtained
as solution of the estimating equation based on the modified score (Kenne Pagui et
al., 2020)

Ũ(α) =U(α)+ Ã(α),

with Ã(α)=A∗(α)−i(α)F(α). The vector F(α) has components Fr = [i(α)−1]⊤r F̃r,
where F̃r has elements F̃r,t = tr{hr[(1/3)Pt +(1/2)Qt ]}, r, t = 1, . . . ,m, with the ma-
trix hr obtained as hr = {[i(α)−1]r[i(α)−1]⊤r }/irr(α), r = 1, . . . ,m. Above, we de-
noted by [i(α)−1]r the r-th column of i(α)−1 and by irr(α) the (r,r) element of
i(α)−1.

In the continuous case, each component of α̃ , α̃r, r = 1, . . . ,m, is median unbi-
ased with error of order O(n−3/2), i.e. Prα(α̃r ≤αr) =

1
2 +O(n−3/2) , compared with

O(n−1/2) of ML estimator. Both α̂∗ and α̃ have the same asymptotic distribution as
that of the ML estimator, that is α̂ ·∼ Nm(α, i(α)−1).

4 Simulation Study

Through a simulation study, with small sample size settings, we compared the per-
formance of the ML, mean and median BR estimators, α̂ , α̂∗ and α̃ , respectively.
The estimators are compared in terms of empirical probability of underestimation
(PU), estimated relative mean bias (RB), and empirical coverage of the 95% Wald-

648



4 Gioia and Kenne Pagui

Table 1 Estimation of parameter α = (α1,α2,α3). Simulation results for ML (α̂), mean BR (α̂∗)
and median BR (α̃) estimators.

n = 10 n = 20 n = 40

α PU RB WALD PU RB WALD PU RB WALD

S1

α̂1 40.89 20.89 96.34 43.19 9.23 95.69 44.40 4.39 95.63

α̂∗
1 60.87 -0.17 90.25 56.75 0.01 92.75 54.30 0.05 94.09

α̃1 50.26 10.39 94.31 49.54 4.69 94.75 49.11 2.27 95.04

α̂2 40.77 21.08 96.12 43.21 9.39 95.79 45.16 4.48 95.48

α̂∗
2 60.32 -0.03 89.67 57.29 0.16 92.92 55.09 0.13 94.11

α̃2 50.04 10.56 94.07 49.84 4.84 94.76 49.96 2.35 95.03

α̂3 39.93 21.13 96.54 43.40 9.24 95.82 45.32 4.50 95.19

α̂∗
3 60.55 0.02 90.35 57.71 0.02 92.97 54.87 0.15 93.84

α̃3 49.50 10.61 94.36 50.19 4.70 94.67 49.97 2.37 94.64

S2

α̂1 38.22 33.48 96.57 40.27 14.68 96.11 44.13 6.70 95.84

α̂∗
1 63.91 -0.61 86.97 58.66 0.40 91.61 56.60 0.15 93.70

α̃1 49.94 16.12 93.30 49.16 7.51 94.53 50.24 3.43 95.11

α̂2 40.40 23.22 96.23 42.71 10.15 95.88 44.03 4.92 95.23

α̂∗
2 61.35 -0.08 89.16 57.35 0.13 92.94 54.38 0.22 93.90

α̃2 50.20 11.27 93.73 50.24 5.04 95.08 49.34 2.54 94.77

α̂3 42.84 15.08 96.01 45.15 6.84 95.46 46.63 3.23 95.51

α̂∗
3 59.75 -0.04 91.10 56.75 0.02 93.12 54.26 -0.02 94.26

α̃3 49.77 8.26 94.54 50.02 3.80 94.81 49.99 1.79 95.23

S3

α̂1 33.06 26.14 96.03 38.48 11.28 95.47 42.29 5.37 95.40

α̂∗
1 59.07 0.25 89.37 56.72 -0.14 92.14 54.32 -0.03 93.67

α̃1 49.75 9.06 92.88 50.12 3.73 93.95 50.01 1.80 94.61

α̂2 33.88 25.49 95.79 38.46 11.05 95.62 42.69 5.26 95.29

α̂∗
2 58.98 0.16 89.29 56.15 -0.13 92.31 54.24 -0.02 93.52

α̃2 50.28 8.91 93.13 49.98 3.73 94.15 50.21 1.80 94.49

α̂3 35.06 23.68 96.05 39.47 10.19 95.58 42.96 4.79 95.32

α̂∗
3 58.61 0.26 89.79 56.26 -0.13 92.39 54.55 -0.10 93.90

α̃3 49.31 8.81 93.52 49.96 3.66 94.38 50.02 1.70 94.50

S4

α̂1 33.22 25.32 96.32 38.12 10.92 95.54 41.66 5.19 95.69

α̂∗
1 58.13 0.32 89.37 56.70 -0.12 92.27 53.96 -0.04 94.04

α̃1 49.43 8.78 93.34 50.34 3.61 94.06 49.75 1.73 94.70

α̂2 33.26 25.32 96.34 38.43 10.98 95.34 41.50 5.18 95.17

α̂∗
2 58.25 0.32 89.46 56.33 -0.07 92.35 54.77 -0.05 93.81

α̃2 49.16 8.78 93.31 50.15 3.67 94.08 50.21 1.72 94.59

α̂3 33.25 25.45 96.31 38.62 10.98 95.64 41.91 5.18 95.36

α̂∗
3 58.65 0.43 89.55 56.35 -0.07 92.65 54.85 -0.05 94.01

α̃3 49.00 8.90 93.21 50.14 3.67 94.27 50.09 1.71 94.71
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Modified score functions for bias reduction 5

type confidence interval (WALD). The three performance measures are expressed
in percentages.

We consider the sample sizes n = 10,20,40, and, for each of 10000 replications,
we draw samples of independent observations from 3-dimensional Dirichlet random
vector, with true parameter value α0. Combination of small and large true parameter
values with equal and different values are considered. In particular, we perform
the study under the settings α0 = (0.25,0.25,0.25) (S1), α0 = (0.6,0.3,0.1) (S2),
α0 = (12,6,2) (S3), and α0 = (40/3,40/3,40/3) (S4).

Table 1 shows the numerical results of the simulations. For all settings, mean
and median BR estimators proved to be remarkably accurate in achieving their
own goals, respectively, and are preferable to ML estimators. The poor coverage
of the mean BR estimator is implied by the strong shrinkage effect of the estimator,
whereas median BR shows empirical coverage closer to nominal values. The good
performances of the ML estimator in terms of empirical coverages, especially when
compared with mean BR, are overwhelmed by very large estimated relative mean
bias and a noteworthy overestimation of the true parameter.

5 Application

We consider the serum-protein data of Pekin-ducklings analysed in Ng et al. (2011),
coming from Mosimann (1962). Data concerns blood serum proportions of n = 23
sets of Pekin-ducklings, characterized by having the same diet in each set. For the
i-th set, i = 1, . . . ,23, the proportion of pre-albumin (yi1), albumin (yi2) and globulin
(yi3), are reported. Ternary plot, in Figure 1, shows in two-dimensions the distibution
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Fig. 1 Serum-protein data of Pekin-ducklings. Ternary plot.
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6 Gioia and Kenne Pagui

of yi = (yi1,yi2,yi3)⊤ on the simplex. Data shows that for a small amount of pre-
albumina there is about a 50/50 composition of albumin and globulin.

Table 2 Serum-protein data of Pekin-ducklings. Estimates of parameter α = (α1,α2,α3), esti-
mated standard errors and 95% Wald-type confidence intervals (95% Wald CI) using ML, mean
and median BR.

α Estimate Standard error 95% Wald CI
α̂1 3.22 0.68 1.89 - 4.54
α̂∗

1 2.95 0.62 1.73 - 4.17
α̃1 3.04 0.64 1.79 - 4.30

α̂2 20.38 4.32 11.91 - 28.86
α̂∗

2 18.59 3.95 10.84 - 26.33
α̃2 19.19 4.08 11.20 - 27.18

α̂3 21.69 4.60 12.67 - 30.70
α̂∗

3 19.77 4.20 11.54 - 28.01
α̃3 20.41 4.34 11.92 - 28.91

Table 2 reports point and interval estimates of the parameters, by using ML, mean
and median BR. It is noteworthy the shrinkage effect of the mean BR estimator. Me-
dian BR estimates are intermediate between those of mean BR and ML estimates,
as well as for the estimated standard errors. As a result of the shrinkage effect of the
mean and median BR estimators, the 95% Wald-type confidence intervals for mean
BR and median BR are narrower than those of ML.
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Confidence distributions for predictive tail
probabilities
Distribuzioni di confidenza per probabilità di previsione
sulle code

Giovanni Fonseca, Federica Giummolè and Paolo Vidoni

Abstract In this short paper we propose the use of a calibration procedure in or-
der to obtain predictive probabilities for a future random variable of interest. The
new calibration method gives rise to a confidence distribution function which prob-
abilities are close to the nominal ones to a high order of approximation. Moreover,
the proposed predictive distribution can be easily obtained by means of a bootstrap
simulation procedure. A simulation study is presented in order to assess the good
properties of our proposal. The calibrated procedure is also applied to a series of
real data related to sport records, with the aim of closely estimate the probability of
future records.
Abstract In questo lavoro proponiamo l’utilizzo di una procedura di calibrazione
per determinare probabilità predittive per una variabile futura di interesse. Il
metodo proposto fornisce distribuzioni di confidenza le cui probabilità si avvici-
nano a quelle vere con un buon ordine di approssimazione. Le distribuzioni predit-
tive proposte si possono ottenere facilmente attraverso una procedura di bootstrap.
Un primo studio di simulazione mostra le buone proprietà delle distribuzioni pred-
ittive ottenute. Il nuovo metodo viene anche applicato all’analisi di un insieme di
dati reali riguardanti record sportivi, con lo scopo di stimare la probabilità di un
nuovo record mondiale.

Key words: athletic records, asymptotics, bootstrap, calibration, confidence distri-
butions, generalised extreme value distribution, prediction.
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2 Fonseca et al.

1 Introduction

Consider the problem of predicting the value of a future or not yet observed random
variable, using a sample generated by the same random mechanism. In the frequen-
tist approach, prediction usually requires the specification of a suitable estimate for
the (conditional) distribution of the interest random variable, based on the available
data, which can be viewed as a confidence distribution ([4], [6]). In particular, this
predictive distribution is considered for defining prediction intervals or more simply
prediction quantiles, requiring that the associated coverage probability corresponds,
exactly or approximately, to the prescribed target probability. Several papers have
addressed this problem and, in particular, we mention the calibration approach in-
troduced in [1], and the related bootstrap-based procedure proposed in [3]. In this
paper we focus on the different, albeit related, problem of defining a predictive dis-
tribution giving well calibrated probabilities for the future random variable. The
bootstrap calibration procedure, introduced for the quantiles, is applied in this dual
framework, giving a new calibrated distribution in order to obtain predictive proba-
bilities. This new proposal is briefly compared with the existing ones by considering
an example involving normal distributed samples. Finally, a real data application,
related to sport records and based on the GEV distribution, is presented.

2 Calibrated distributions for prediction probabilities

Let us define the notation and the general assumptions that we require for obtain-
ing the result. Suppose that {Yi}i≥1 is a sequence of continuous random variables
with probability distribution specified by the unknown d-dimensional parameter
θ ∈ Θ ⊆ Rd , d ≥ 1; Y = (Y1, . . . ,Yn), n > 1, is observable, while Z = Yn+1 is a
future or not yet available observation. For simplicity, we consider the case of Y and
Z being independent random variables and we indicate with G(z;θ) and Q(α;θ)
the distribution function and the quantile function of Z, respectively. Given the ob-
served sample y = (y1, . . . ,yn), we look for a predictive distribution Ĝ(z;y), with
corresponding quantile function Q̂(α;y), that fullfills some good requirements for
prediction.

As far as we know, modern literature has mainly focused on the problem of find-
ing a predictive distribution which quantiles satisfy

EY{G(Q̂(α;Y );θ)}= α, (1)

for all α ∈ (0,1), at least with a high approximation. In this work, we concentrate
on the dual problem, that is finding a predictive distribution function Ĝ(z;y) such
that, exactly or approximately,

EY{Q(Ĝ(z;Y );θ)}= z, (2)
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Predictive tail probabilities 3

for every z ∈ R. As it can be noted, instead of assessing the quantile function of Z
we are trying to estimate the distribution function itself. In order to solve this prob-
lem, we simply apply the same procedure proposed by [3] to the quantile function
Q(α;θ) of Z instead of the distribution function itself. This easily lead to the defini-
tion of a new calibrated predictive distribution that may be useful for the calculation
of probabilities for Z.

Consider the maximum likelihood estimator θ̂ = θ̂(Y ) for θ , or an asymptoti-
cally equivalent alternative, and the estimative predictive distribution and quantile
function, G(z; θ̂) and Q(α; θ̂), respectively. The mean of quantiles of level equal to
G(z; θ̂) is

EY [Q{G(z; θ̂);θ}] = A(z,θ)

and, although its explicit expression is rarely available, it is well-known that it does
not match the target value z even if, asymptotically, A(z,θ) = z+o(1), as n →+∞.
It is easy to see that the function

Qc(α; θ̂ ,θ) = A{Q(α; θ̂),θ}, (3)

which is obtained by substituting z with Q(α; θ̂) in A(z,θ), is a proper quantile
function, provided that A(·,θ) is sufficiently smooth. Furthermore, the correspond-
ing distribution function Gc(z; θ̂ ,θ) = G{A−1(z,θ); θ̂} satisfies (2) for every z ∈ R.
Indeed,

EY{Q(Gc(z; θ̂ ,θ);θ)} = EY [Q{G(A−1(z,θ); θ̂);θ}]
= A{A−1(z,θ),θ}= z.

The calibrated predictive quantile function (3) and the corresponding predictive dis-
tribution are not useful in practice, since they depend on the unknown parameter θ .
However, a suitable parametric bootstrap estimator for Qc(α; θ̂ ,θ) may be readily
defined. Let yb, b = 1, . . . ,B, be parametric bootstrap samples generated from the
estimative distribution of the data and let θ̂ b, b = 1, . . . ,B, be the corresponding
estimates. We can thus write

Qboot
c (α; θ̂) = 1

B

B

∑
b=1

Q{G(z; θ̂ b); θ̂}|z=Q(α;θ̂). (4)

The associated distribution function allows to estimate the target probability G(z;θ)=
P(Z ≤ z), for each z ∈ R, with an error term which depends on the efficiency of
the bootstrap simulation procedure. Indeed, the estimate is the value α such that
Qboot

c (α; θ̂) = z.
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3 The Normal distribution: a simulation study

Let us first consider the case of prediction for a normally distributed random vari-
able. If we use Ȳ = ∑i Yii/n and S =

√
∑i(Yii − Ȳ )2/(n−1) as estimators for the

unknown parameters, then T =
√

n/(n+1)(Z−Ȳ )/S is a pivotal quantity having a
Student t distribution with n−1 degrees of freedom. Its quantiles satisfy (1) exactly.
In spite of this, it could be also interesting to consider the calibrated procedure
proposed in [3], which satisfies (1) approximately. Indeed, in some situations the

consample mean and standard deviation may not be the most vvenient estimators for
the parameters and, thus, a pivotal quantity may not be easily available.

In the following we compare the estimative distribution function (Est), the exact
distribution function obtained from the pivotal quantity (Piv), the quantile calibrated
distribution function of [3] (Qcal) and our proposal, that we name probability cali-

difbrated distribution function (Pcal). Figure 1 represents an example of the ffferent
predictive distributions obtained from a particular sample y.

WWee have performed a simulation study in order to assess the properties of the
Tdifffferent predictive distributions. Taables 1 and 2 show the results of a Monte Carlo

simulation based on M = 1000 replications. The bootstrap procedure is based on B=
500 replications. The sample size is n = 10 and the true parameter values are µ = 0
and σ = difW1. Wee have compared the ffferent predictive distributions on the basis
of the corresponding coverage probability for α = 0.9,0.95,0. (T99 Taable 1) and the
mean quantiles of levels Ĝ(z;y) for z = 1.5,2,2. (T5 Taable 2). As expected, the pivotal
and the quantile calibrated predictive distributions perform better with respect to
criterion (1) whereas the probability calibrated predictive distribution outperforms
the others with respect to criterion (2).
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Fig. 1 Normal case: predictive distribution functions (left) and upper tails of predictive distribution
functions (right).
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Target Piv Est Qcal Pcal
α = 0.9 0.902 0.876 0.902 0.895
α = 0.95 0.946 0.919 0.945 0.936
α = 0.99 0.990 0.972 0.990 0.982

Table 1 Normal model: coverage probabilities (standard errors are always smaller than 0.0025).

Target Piv Est Qcal Pcal
z = 1.5 1.40 1.63 1.40 1.47
z = 2 1.83 2.24 1.83 1.96

z = 2.5 2.16 2.75 2.16 2.30

Table 2 Normal model: mean quantiles of level Ĝ(z;y) (standard errors are always smaller than
0.025).

4 The GEV distribution: an application to athletic records

As a further example, we consider the case of prediction for the generalised ex-
treme value (GEV) distribution, which is usually applied to model maxima of a
process over certain time intervals; see for instance [2]. The GEV distribution has
three parameters: location, scale and shape. It is important noticing that when the
shape parameter is positive (Fréchet distribution) or equal to 0 (Gumbel distribu-
tion) the support of the distribution is not limited from above. We have collected
annual records in the period 2001 to 2019 for female long jump from the web site
of the World Athletics (formerly known as International Association of Athletics
Federations (IAAF)) [5].

Using the proposed probability calibrated predictive distribution, we can prop-
erly compute probabilities related to the variable Z which represents the best perfor-
mance in the year to come. In particular we can evaluate the probability of having a
new world record in the next year as αWR = P(Z >WR), where WR represents the
present world record. This probability can also be used to evaluate the goodness of
the world record: the smaller αWR the better the world record. Moreover, from αWR
we can calculate the expected number of years for the next record, TWR = 1/αWR.

In our example the estimate of the shape parameter of the GEV distribution is
positive, thus the estimative GEV distribution function is a Fréchet distribution with
no upper bound. Though, the confidence interval for the shape parameter includes
0 and hence, from an inferential point of view, the specification procedure indi-
cates the Gumbel model as the obvious candidate. However, prediction can be quite
affected by such a choice, as it can be seen from the results presented in Table 3. Fig-
ure 2 shows the estimative (solid), the quantile (dashed) and the probability (dotted)
calibrated GEV (red) and Gumbel (black) distribution functions for women’s long
jump data. The bootstrap procedures are based on 1000 replications. The present
world record (solid) is also represented.

The present world record, WR = 7.52 m, dates back to 1988 and is not included
in the data. Using the GEV probability calibrated distribution instead of the Gum-
bel one, we take into account for the uncertainty related to the shape parameter
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estimation and we can properly assess the probability of improving the current
world record: αWR = P(Z >WR) = 0.041. Notice also that both the GEV estimative
and quantile calibrated predictive distributions wrongly estimate this probability to
0.014 and 0.031, respectively. The expected time for improving the current world
record is about 24.4 years.

WR = 7.52 Est Gumbel Qcal Gumbel Pcal Gumbel Est GEV Qcal GEV Pcal GEV
Probability 0.007 0.014 0.011 0.014 0.031 0.041

Expected time 134.1 73 90.9 69.5 32.5 24.4

TTaable 3 Probabilities of improving the current world record (WR) with corresponding mean wait-
ing times.
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Impact of sample size on stochastic ordering
tests: a simulation study
Impatto della dimensione campionaria sui test per lo
stochastic ordering: uno studio di simulazione

Rosa Arboretti, Riccardo Ceccato, Luca Pegoraro, Luigi Salmaso

Abstract Evaluating the presence of a stochastic order among C populations in
terms of a certain variable of interest X represents quite a complex problem re-
quiring dedicated statistical solutions. A number of non-parametric techniques have
been proposed in the literature to address stochastic ordering problems and this pa-
per investigates the impact of group sizes on the power of some of these methods,
in particular considering imbalanced scenarios, by means of a simulation study.
Abstract Valutare la presenza di un ordinamento stocastico tra C popolazioni in ter-
mini di una variabile risposta X rappresenta un problema piuttosto complesso che
richiede degli approcci statistici appropriati. Svariate soluzioni non-parametriche
sono state proposte in letteratura per affrontare questi problemi di stochastic order-
ing ed in questo paper si valuta l’impatto della dimensione campionaria di ciascun
gruppo sulla potenza di questi metodi, considerando in particolar modo degli sce-
nari sbilanciati, attraverso uno studio di simulazione.
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2 Rosa Arboretti, Riccardo Ceccato, Luca Pegoraro, Luigi Salmaso

1 Introduction

Stochastic ordering refers to a problem in which the main interest lies in evaluating
the presence of a stochastic order among C populations in terms of a certain variable
of interest X .

This type of problem presents a number of possible practical applications. Let
us suppose that a manufacturing company is interested in evaluating the perfor-
mances of three different machines used in their production process. Let us suppose
they have an old machine A, a new standard machine B and a new top-of-the-range
machine C. We would expect machine C to outperform machine B, which in turn
should outperform machine A. In other words, an evident order should emerge from
the analysis of the performances of these 3 machines and we may be interested in
applying an appropriate test to verify this behavior.

From a mathematical point of view, C populations are stochastically ordered

if X1
d
≥ . . .

d
≥ XC and at least one strict inequality

d
>, where the symbol

d
> denotes

stochastic dominance and X is the variable of interest. Let us note that Xj stochasti-
cally dominates Xi if and only if Fi(x)≤ Fj(x),∀x and ∃I : Fi(x)< Fj(x),x ∈ I with
Pr(I) > 0, where Fi and Fj are the cumulative distribution functions of population
i and population j. For this reason, using the cumulative distribution functions, a
stochastic ordering problem can be formulated using the following system of hy-
potheses:

{
H0 : F1 = F2 = · · ·= F(C−1) = FC

H1 : F1 ≤ F2 ≤ · · ·≤ F(C−1) ≤ FC and at least one strict inequality,
(1)

where the null hypothesis is equality in distribution.
Several non-parametric methods can be found in the literature to address such a

problem. Among them are the Jonckheere-Terpstra test (Jonckheere, 1954; Terpstra,
1952), Cuzick’s test (Cuzick, 1985) and the permutation-based solutions involv-
ing Non-Parametric Combination (NPC) (Pesarin and Salmaso, 2010; Klingenberg
et al., 2009; Finos et al., 2007, 2008).

The aim of this paper is to investigate the impact of the size of each group on
the power of these common testing procedures for stochastic ordering. We therefore
perform a simulation study focusing on imbalanced scenarios, where the size of the
samples drawn from each of the C populations is different.

In section 2 we briefly describe the considered methods and in section 3 we
conduct the simulation study. In section 4 we draw some conclusions about the
results achieved in the simulation study.
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2 Methodology

The Jonckheere-Terpstra test (Jonckheere, 1954; Terpstra, 1952) is a non-parametric
test based on the adoption of multiple Mann-Whitney tests (Mann and Whitney,
1947). Where C is the number of populations or groups to be compared, C× (C−
1)/2 pairwise comparisons are performed using the Mann-Whitney test. If MWi j =

∑ni
k=1 ∑n j

l=1[I(Xik < Xjl)+0.5I(Xik = Xjl)] is the test statistic used to compare group
i and group j, for i, j = 1, . . . ,C and i ̸= j, the Jonckheere-Terpstra test statistic is
calculated as follows:

T JT =
(C−1)

∑
i=1

C

∑
j=i+1

MWi j, (2)

where I(z) is the indicator function which is 1 if condition z is satisfied and 0 oth-
erwise, and ni and n j are the sample sizes of group i and j respectively. Critical
values are provided in the literature for small sample sizes, while for large samples
a normal approximation is adopted (Jonckheere, 1954).

The implementation proposed in R package clinfun (Seshan, 2018) is used.
Cuzick’s test (Cuzick, 1985) is another non-parametric solution for testing or-

dered alternatives proposed as an extension of the Wilcoxon rank sum test. Firstly,
scores w j are given to the C groups according to their ordering: 1 to the first group,
2 to the second, and so on. Ranks are then calculated in each group j and their sum
S j is retrieved. Cuzick’s test statistic is calculated as follows:

ZC = (TC −µC)/σC (3)

where TC = ∑C
j=1 w jS j, µC is its expected value and σC is its standard error. Under

H0, the distribution of ZC is approximated to a standard normal distribution.
The version implemented in R package PMCMRplus (Pohlert, 2021) is adopted.
The NPC-based solution, described at length in Pesarin and Salmaso (2010),

takes advantage of the adoption of permutation tests. For k = 1, . . . ,C− 1, the first
k and the last (C− k) samples are pooled to achieve the pooled samples Xk

1 and Xk
2

with sizes N1 and N2. Therefore, for each k the following sub-problem is addressed:
⎧
⎨

⎩
Hk0 : Xk

1
d
= Xk

2

Hk1 : Xk
1

d
> Xk

2 .

by using appropriate permutation tests. The adopted test statistic is:

T NPC = ∑N
i=1[F̂2(Xk

i )− F̂1(Xk
i )]/{F̄(Xk

i )[1− F̄(Xk
i )]}

1
2 (4)

where Xk = {Xk
1 ,X

k
2} is the pooled sample, F̂1(t) = ∑N1

i=1 I(Xk
i1 ≤ t)/N1, F̂2(t) =

∑N2
i=1 I(Xk

i2 ≤ t)/N2, F̄(t) = ∑N
i=1 I(Xk

i ≤ t)/N, and t ∈ R1.
C−1 partial p-values λk and their simulated distribution λ ∗

kb,b= 1, . . . ,B, achieved
permuting the original data set B times, are therefore computed. A combination
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step is then performed to address the global stochastic ordering problem (see Sys-
tem 1). The partial p-values λk are combined using Fisher’s combining function
T ′′

F = −2 ·∑C−1
k=1 log(λk) to form a second-order test statistic. At the same time, the

distribution of the achieved test statistic is simulated by combining the B vectors
λ ∗

kb,k = 1, . . . ,C− 1. It is therefore possible to calculate a global p-value λ ′′ to as-
sess the stochastic ordering problem.

The whole procedure is implemented in R (R Core Team, 2020) and codes are
available upon request.

3 Simulation study

To investigate the impact of the size of each group on the aforementioned testing
procedures, we conducted a simulation study.

We considered a number of settings for sample sizes of the 3 different groups
considered:

Se1: n1 = n2 = n3 = 15
Se2: n1 = n2 = 20 and n3 = 5
Se3: n1 = n3 = 20 and n2 = 5
Se4: n2 = n3 = 20 and n1 = 5
Se5: n1 = n2 = 5 and n3 = 35
Se6: n1 = n3 = 5 and n2 = 35
Se7: n2 = n3 = 5 and n1 = 35

The total sample size remained fixed at 45.
For each setting we simulated data from 3 different distributions, namely Stu-

dent’s t-distribution (with non-centrality parameter µS and 2 degrees of freedom),
the Log-Normal distribution (with the logarithm of the distribution having mean µL
and standard deviation σL = 1), and the Cauchy distribution (with location parame-
ter µC and scale parameter σC = 1).

For each setting-distribution pair we investigated 2 different scenarios:

• Sc1, where H0 is true and µG = µS = µL = µC = 10 for each of the C = 3 groups
(i.e. F1 = F2 = F3)

• Sc2, where H0 is false and µG = µS = µL = µC = 10 in the first group, but equal
to 8 and 6 in groups 2 and 3 respectively (i.e. F1 < F2 < F3)

Both the number of simulation runs and the number of permutations B were set
to 2000. For each setting, distribution and scenario 2000 p-values were therefore
achieved and a rejection rate was calculated as the proportion of p-values less than
or equal to a chosen α-level.

Table 1 shows the type I error rates (i.e. the rejection rates under H0) for each test
and setting under scenario Sc1. The considered tests appear mainly to maintain the
nominal α-level fixed at 5%, with all the rates being between 0.04 and 0.06.
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Let us now focus on the achieved rejection rates (see Table 2) under the second
scenario (i.e. Sc2). With an α-level equal to 5%, it appears that the NPC-based
solution and Cuzick’s test are generally more powerful than the Jonckheere-Terpstra
test when the Student-t distribution and the Log-Normal distribution are considered.

All the solutions seem to underperform when both the first and the last group are
particularly small (i.e. Se6: n1 = 5, n2 = 35 and n3 = 5). In the case of the NPC-
based solution, this happens because it relies on a sequential pooling of the groups,
so that when the observations from the middle group tend to represent the majority
of the observations in the pooled groups, the method fails to detect the substantial
difference in mean between the first group and the third group. The weights of these
two strongly different groups tend to be low and also this affects the performances
of the two remaining methods.

Finally, all the methods show their best performance when the middle group is
the smallest (i.e. Se3: n1 = 20, n2 = 5 and n3 = 20).

Table 1 Scenario Sc1. Type I error rates.

Method Scenario Stud Log Cau

NPC test 15-15-15 0.049 0.040 0.044
NPC test 20-20-5 0.052 0.043 0.052
NPC test 5-20-20 0.051 0.052 0.046
NPC test 20-5-20 0.049 0.048 0.048
NPC test 35-5-5 0.046 0.044 0.055
NPC test 5-35-5 0.048 0.050 0.048
NPC test 5-5-35 0.054 0.050 0.047

JT test 15-15-15 0.054 0.052 0.052
JT test 20-20-5 0.056 0.057 0.047
JT test 5-20-20 0.048 0.054 0.045
JT test 20-5-20 0.052 0.048 0.046
JT test 35-5-5 0.044 0.050 0.048
JT test 5-35-5 0.057 0.048 0.048
JT test 5-5-35 0.050 0.040 0.056

Cuzick test 15-15-15 0.055 0.052 0.052
Cuzick test 20-20-5 0.060 0.052 0.046
Cuzick test 5-20-20 0.049 0.053 0.046
Cuzick test 20-5-20 0.054 0.050 0.044
Cuzick test 35-5-5 0.049 0.047 0.048
Cuzick test 5-35-5 0.060 0.050 0.048
Cuzick test 5-5-35 0.052 0.042 0.057

Table 2 Scenario Sc2. Rejection rates.

Method Scenario Stud Log Cau

NPC test 15-15-15 0.270 0.146 0.754
NPC test 20-20-5 0.218 0.110 0.624
NPC test 5-20-20 0.200 0.122 0.606
NPC test 20-5-20 0.334 0.165 0.827
NPC test 35-5-5 0.218 0.117 0.628
NPC test 5-35-5 0.148 0.096 0.416
NPC test 5-5-35 0.194 0.118 0.605

JT test 15-15-15 0.254 0.126 0.603
JT test 20-20-5 0.189 0.119 0.585
JT test 5-20-20 0.188 0.119 0.589
JT test 20-5-20 0.298 0.150 0.582
JT test 35-5-5 0.194 0.122 0.564
JT test 5-35-5 0.136 0.082 0.449
JT test 5-5-35 0.198 0.136 0.567

Cuzick test 15-15-15 0.270 0.130 0.743
Cuzick test 20-20-5 0.202 0.120 0.652
Cuzick test 5-20-20 0.194 0.128 0.661
Cuzick test 20-5-20 0.312 0.156 0.740
Cuzick test 35-5-5 0.215 0.128 0.638
Cuzick test 5-35-5 0.140 0.087 0.468
Cuzick test 5-5-35 0.204 0.130 0.646

4 Conclusions

In this paper we investigated the impact of size of different groups on a collec-
tion of dedicated non-parametric methods in a stochastic ordering problem. In par-
ticular we considered the Jonckheere-Terpstra test (Jonckheere, 1954; Terpstra,
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1952), Cuzick’s test (Cuzick, 1985) and a permutation-based solution involving
Non-Parametric Combination (NPC) (Pesarin and Salmaso, 2010).

The conducted simulation study showed that the size of the first and last groups
should be high in order to enhance the power of the considered methods, while only
a few observations are needed for the middle groups.

These results could provide useful guidelines for practitioners when collecting
data to address a stochastic ordering problem. A more complete simulation study
has been planned in order to provide further insights on the topic.
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On testing the significance of a mode
Verifica della significatività di una moda

Federico Ferraccioli and Giovanna Menardi

Abstract We propose a nonparametric test for the significance of a mode, with the
aim of evaluating whether a region of relatively high observed density reflects the
actual presence of a mode in the true distribution underlying a set of data. The
method leverages on Morse theory to characterize the local properties of the modes
and the gradient. This allows the definition of an asymptotic test, based on the con-
cept of gradient ascent paths and relying on resampling methods, to approximate
the distribution of the test statistic under the null hypothesis. The performances of
the proposed test statistic and the control of the Type-I error are shown via multiple
simulation studies.
Abstract Al fine di valutare se una regione ad alta densità osservata riflette la pre-
senza di una moda nella reale distribuzione sottostante i dati, in questo lavoro si
propone un test di verifica della significatività di una moda. La procedura proposta
sfrutta la teoria Morse per caratterizzare le proprietà locali delle mode e del gradi-
ente di una funzione di densità. In questo modo, è possibile definire una procedura
asintotica basata sull’ascesa del gradiente e che sfrutta una tecnica di ricampiona-
mento per approssimare la distribuzione della statistica test sotto l’ipotesi nulla. Il
comportamento del test è valutato rispetto alla probabilità di commettere un errore
di I-tipo via simulazione.
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1 Introduction

Inference on the modes of a distribution has been historically overlooked with re-
spect to other common location measures such as mean and median. In fact, espe-
cially when data exhibit non-Gaussian features as skewness or heavy tails, or some
unlabeled heterogeneity occurring in the form of multimodal structures, modes rep-
resent useful tools to summarize distributions. Additionally, their understanding
may represent a fundamental step to aid deciding how to subsequently approach
the analysis the most fruitfully.

A first, well established, branch of literature on this topic addresses the problem
of building statistical tests or confidence bounds on the true number of modes [see,
for a review, Chacón, 2020, and reference therein]. Alternatively, one may be in-
terested in evaluating the position, rather than the number of modes, to understand
whether the regions of relatively high observed density reflect the actual clustering
of data in subpopulations; similarly, the observation of somewhat clumped data in
the tails of an empirical distribution may induce to wonder if they are real or just
a spurious effect of sample variability. These problems can be formalized in the
- relatively neglected and fairly complicated - aim of testing the significance of a
mode. The few contributions in this direction mostly rely on the study of density
features like the gradient or the curvature. See Godtliebsen et al. [2002], Duong
et al. [2008] and more recently Genovese et al. [2016]. Consistently with this latter
aim, we propose an asymptotic test to evaluate if a specific point is a true mode
of the - unknown - probability density function underlying an observed set of data.
The procedure borrows some tools from both the theory and the operational means
addressing the modal formulation of the clustering problem and it is here applied
by following a nonparametric approach. Specifically, we leverage on Morse theory
to characterize the local properties of the modes, viewed as local maxima of a func-
tion, and their gradient. This formalization allows us to approximate the bootstrap
distribution of a mode estimator based on the gradient ascent paths of the density,
and used to define an asymptotically chi-squared test statistic.

After framing the problem in the context of Morse theory (Section 2), in the
following we illustrate the test and its underlying rationale (Section 3), and show its
behaviour with respect to the probability of type-I error via some simulations.

2 Modes as critical points of the density

While intuitively clear, the problem of testing mode significance is firstly defini-
tional. The concept of mode itself is, indeed, ambiguous, as for example the Uniform
distribution can be regarded to as both unimodal or without modes. To overcome this
problem and formalize our framework without any elusiveness, we shall restrict the
analysis to smooth distributions, and exclude non-standard ones as, for example,
functions with plateaux. For our purpose, we resort to the framework provided by
Morse Theory, a branch of differential topology which draws the relationship be-
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tween the stationary points of a smooth real-valued functions on a manifold, and the
global topology of the manifold. See Matsumoto [2002] for an introduction.

Given a continuous random variable X , with probability density function f :
Rd → R, we then assume that f is a Morse function, i.e. a function having non-
degenerate critical points. For any x ∈ Rd it is possible to define the integral curve
of the negative density gradient −∇ f , as the path νx : R <→ Rd such that

{
ν ′

x(t) =−∇ f (νx(t))
νx(0) = x.

With that in mind, we identify the set of the local maxima, or modes, of f as

Θ = {x ∈ Rd : lim
t→∞

νx(t) = x},

i.e. the set of points whose integral curve is degenerate at νx(0).
A standard result in Morse theory is that there is a unique gradient ascent path

starting at a point that eventually arrives at one of the modes (except for a set of
measure 0). Hence, the set of integral curves of the negative gradient allows us to
define a partition of Rd in “domains of attraction” of each mode, to be intended as
the sets of points for which νx(t) converges to that mode:

D(θ) = {x ∈ Rd : lim
t→∞

νx(t) = θ ∈Θ}.

The problem of finding the integral curve νx(·) and its limit limt→∞ νx(t), can be
approximated by the iterative scheme

⎧
⎨

⎩
x(0) = x,
x(s+1) = x(s) +A

∇ f (x(s))
f (x(s))

,
(1)

where A is a d × d positive definite matrix chosen to guarantee the convergence.
Operationally, the function f is unknown, and mode estimation is then performed
by plugging in (1) a suitable estimate of both f and its gradient, built from a a sample
X = (X1, . . . ,Xn) of i.i.d realizations of X , so that the recurrence in (1) becomes

x(s+1) = x(s) +A
∇̂ f (x(s);X )

f̂ (x(s);X )
. (2)

The convergence properties of this gradient-ascent algorithm have been studied in
Arias-Castro et al. [2016] and Chen et al. [2016]. A possible choice is to estimate the
density and its gradient with a kernel estimator, leading to a particularly convenient
iteration scheme known as the mean-shift [see Chacón and Duong, 2018, Ch. 6,
for a more detailed derivation]. In the next Section, we will use these properties to
define a test statistic for the modes of a density function.
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3 Methodology

In the lack of information about the true modal structure of f , testing the significance
of a mode recasts to defining the system of hypotheses

H0 : θ0 ∈Θ vs H1 : θ0 /∈Θ , (3)

for some θ0 ∈ Rd . While apparently composite, the null hypothesis is fact a simple
one, as the - yet unknown - partition of Rd in the set {D(θ)}θ∈Θ allows us to intend
H0 as “θ0 is the mode of the domain D(θ) where it belongs”.

Building on the sample X , we first obtain an estimate f̂ (·;X ) and ∇̂ f (·;X ) of
the density function and its gradient. For the subsequent developments, we consider
a nonparametric kernel density estimator, which has been proven to provide consis-
tent estimates of f under some regularity conditions on the function and the selected
amount of smoothing [see, e.g. Chacón et al., 2015]. In fact, other methods for den-
sity estimation - not necessarily nonparametric - with good general properties and
producing differentiable estimates can be used.

To test (3) we then build an estimate θ̂ of the mode. This is obtained as the
convergence point of the iteration scheme (2), with x(0) = θ0, and represents the
mode of f̂ associated with the domain D(θ) to which θ0 belongs. Afterwards, we
obtain an approximation of the distribution of θ̂ under the null hypothesis. Here
we propose to approximate such distribution with a resampling procedure, such as
bootstrap or subsampling [Politis et al., 1999], together with the iteration scheme in
(2). In particular, let X ∗ be a resampled version of the original data X . With the
obtained sample, using the initial condition x(0) = θ̂ , we compute

θ ∗ = θ̂ +A
∇̂ f (θ̂ ;X ∗)

f̂ (θ̂ ;X ∗)
.

Here we consider A = αId , with 0 < α < 1, to guarantee the convergence. The
underlying rationale is that, under the null hypothesis, since θ̂ → θ0 and ∇̂ f → ∇ f ,
we expect ∇̂ f (θ̂ ;X ∗) to be close to zero. Hence, by iterating the process B times,
we obtain a set {θ ∗

1 , . . . ,θ ∗
B} of realizations from the bootstrap distribution of θ̂

under H0. With that in mind, we define

µ̂ =
1
B

B

∑
b=1

θ ∗
b and Σ̂ =

1
B

B

∑
b=1

(θ ∗
b − µ̂)2.

From the multivariate central limit theorem [Van der Vaart, 2000] it follows that
under the null hypothesis

√
n(µ̂ − θ0)∼̇N (0, Σ̂). We can therefore define a test

statistic
T = (µ̂ −θ0)

⊤Σ̂−1(µ̂ −θ0)
·∼ χ2

d ,

and reject H0 for large values of T .
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Fig. 1 In the first row, two dimensional standard Gaussian. On the second row, the Gaussian mix-
ture. The left panels show the resampled distribution of the modes, with the black dot correspond-
ing to θ0. The right panels show the control of the Type-I error for two different sample sizes,
n = 1000 and n = 5000.

4 Empirical study

To check the control of the Type-I error probability of the proposed test statistic,
we have conducted a simulation study. For brevity, we report here the results of two
bivariate settings of different complexity only, illustrated in the left panels of Figure
1, and referred to the mode of a standard Gaussian distribution and the most promi-
nent mode of a balanced mixture of two Gaussian distributions with even variance
components.

In both cases we generated 500 samples of size n = 1000 and n = 5000, and we
compared the p-value curves vs increasing values of Type-I error probabilities.

In the first scenario, where the distribution is unimodal and isotropic, the test
shows very good performances and the control of the Type-I error is almost perfect,
even with a smaller sample size. Although this case is fairly simple, it is nonetheless
informative on the behaviour of the proposed test in a benchmark setting. In the
second, more complex, scenario, we focused on the right-most mode. As clear in
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6 Federico Ferraccioli and Giovanna Menardi

Figure 1, the region of interest is highly anisotropic in the vertical direction, with
very steep gradients in the horizontal direction. In this case the true distribution of
the mode might have a smaller variability in the horizontal direction with respect to
the resampled distribution, thus leading to a more conservative test.

The proposed test shows fairly good performances and control of the Type-I error
in both scenarios. Moreover, due to the small number of iterations in the gradient
procedure, it is computationally efficient even in higher dimensions and with larger
sample sizes. Future research will focus on a more thorough analysis on the control
of the Type-I error and the power of the test in more complicated scenarios. It would
also be of interest to better understand the theoretical and asymptotic properties of
the proposed procedure.
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José E Chacón and Tarn Duong. Multivariate kernel smoothing and its applications.
CRC Press, 2018.
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Hommel BH: an adaptive Benjamini-Hochberg
procedure using Hommel’s estimator for the
number of true hypotheses
Hommel BH: una procedura Benjamini-Hochberg
adattativa basata sullo stimatore di Hommel per il
numero di ipotesi vere

Chiara G. Magnani, Aldo Solari

Abstract We propose an adaptive Benjamini and Hochberg procedure for control of
the false discovery rate (FDR) by using Hommel’s estimator for the number of true
hypotheses. We show that the proposed procedure has FDR control under indepen-
dence and under the assumption that p-values corresponding to true null hypotheses
satify Simes’ inequality. We illustrate the new method with an application to two
well-known examples from the literature.
Abstract Con l’intento di controllare il false discovery rate (FDR) proponiamo una
procedura Benjamini e Hochberg adattativa, che utilizza lo stimatore di Hommel
per il numero di ipotesi vere. Mostriamo che la procedura proposta garantisce il
controllo del FDR, supponendo che i p-value siano indipendenti e che quelli cor-
rispondenti alle ipotesi vere soddisfino la disuguaglianza di Simes. Illustriamo il
nuovo metodo applicandolo a due noti esempi in letteratura.

Key words: adaptive procedure, Benjamini-Hochberg procedure, false discovery
rate, Hommel’s method, multiple testing, Simes’ inequality.

1 Introduction

When testing many hypotheses simultaneously, it is essential to control, or at least
to quantify, the flood of type I errors. In their seminal 1995 paper [1], Benjamini
and Hochberg introduced the False Discovery Rate (FDR) – the proportion of type
I errors among the rejections – and argued that in large-scale testing it is preferable
to control FDR because it is a scalable criterion as opposed to familywise error
rate. The Benjamini and Hochberg procedure, BH for short, has since become the
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2 Chiara G. Magnani, Aldo Solari

standard for multiple hypothesis testing in many fields, evidenced by more than
70000 citations as of February 27, 2021.

Given m ordered p-values p1 ≤ . . .≤ pm for m null hypotheses, the BH(α) pro-
cedure rejects the R(α) hypotheses with smallest p-values, where R(α) = max{i ∈
[m] : pi ≤ iα/m} with [m] = {1, . . . ,m}, and R(α) = 0 if this maximum does not
exist. Under the assumption of positive regression dependence on the subset of p-
values of true null hypotheses (PRDS) [3], the BH(α) procedure controls the FDR
at level α , i.e.

FDRPRDS(BH(α)) = E
( V (α)

R(α)∨1

)
≤ π0α ≤ α, (1)

where V (α) is the number of type I errors of BH(α) procedure, m0 is the number
of true hypotheses and π0 = m0/m is the proportion of true hypotheses.

If π0 were known, one could use the more powerful BH(α/π0) and still control
FDR at level α , i.e. FDR(BH(α/π0)) ≤ α . Since π0 is usually not known, several
authors have suggested adaptive procedures that first estimate π0 by π̂0, and sub-
sequently use BH(α/π̂0). However, FDR control of most adaptive procedures, i.e.
FDR(BH(α/π̂0)) ≤ α , has been proved only under the assumption of independent
p-values [4, 5]. An adaptive procedure that is a tiny, but uniform improvement over
the original BH procedure and which is valid under exactly the same conditions has
been proposed by [13]. This procedure, named Minimally Adaptive BH (MABH),
only admits the estimates π̂0 = 1 if R(α) = 0 and π̂0 = (m− 1)/m otherwise. Be-
cause of this limitation, the gain in power relative to the BH procedure is negligible
when m is large.

In this short contribution we propose Hommel BH (HBH), an adaptive procedure
that uses Hommel’s estimator [9] for π0. HBH can be seen as an iterative version of
MABH, although it is not a uniform improvement of BH. The procedure is presented
in Section 2, and FDR control (i) under the assumption of independent p-values or
(ii) under the assumption that p-values corresponding to true null hypotheses satify
Simes’ inequality [12] is discussed in Sections 3 and 4, respectively.

2 The HBH procedure

The method of Hommel [9] is a well-known multiple testing procedure that con-
trols the familywise error rate: it guarantees no type I error with probability at least
1−α . Hommel’s method is uniformly more powerful than the methods of Bon-
ferroni, Holm, and Hochberg, and the gain in power comes from making a certain
assumption on the dependence structure of the p-values. Hommel’s procedure as-
sumes that p-values corresponding to true null hypotheses satisfy Simes’ inequality,
i.e.

qi ≥ iα/m0, i = 1, . . . ,m0 (2)
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with probability at least 1−α , where q1 ≤ . . . ≤ qm0 denote the ordered null p-
values. Simes’ inequality is necessary but not sufficient for the validity of the BH
procedure.

A key element in Hommel’s method is the estimator for the number of true hy-
potheses m0, i.e.

m̂0(α) = max
{

i ∈ [m] : pm−i+ j > jα/i for j = 1, . . . , i
}

(3)

It has been shown [8] that Hommel’s estimator m̂0 is an upper (1−α)-confidence
bound for m0, i.e. m0 ≤ m̂0(α) with probability at least 1−α if (2) holds for the
null p-values.

Hommel’s estimator for π0, π̂0(α) = m̂0(α)/m, results in π̂0(α) = 1 if and only
if R(α) = 0, as the MABH estimator. Otherwise, Hommel’s estimator π̂0 quantifies
the largest proportion of p-values satisfying Simes’ inequality, as opposed to MABH
estimator that always indicates a proportion of (m−1)/m.

The HBH(α) procedure is defined as follows:

1. If pi > iα/m for all i = 1, ...,m, HBH(α) rejects 0 hypothesis, or if pm ≤ α
HBH(α) rejects all m hypotheses;

2. Otherwise, HBH(α) rejects

R(α/π̂0(α)) = max
{

i ∈ [m] : pi ≤ iα/m̂0(α)
}

where m̂0(α) is defined in (3).

The following Figure displays a geometrical representation of the steps involved in
Hommel’s estimator m̂0 and a comparison of BH and HBH rejection lines. In the
example, BH(α) rejects 3 hypotheses, but HBH(α) rejects an additional hypothesis
by using the estimate m̂0(α) = 3,

1 2 3 4 5 6
0

α

m
m̂0

α

1

i

p i

BH rejection line: y = i α
m

m̂0 = 3 HBH line: y = i α
m̂0

m̂0 = 2 HBH line: y = i α
m̂0

m̂0 = 1 HBH line: y = i α
m̂0

HBH rejection line: y = i α
m̂0
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3 FDR control under independence

In [10] we proved that by assuming independent p-values, the least favorable pa-
rameter configuration (LFC) for HBH is the Dirac-Uniform (DU) configuration of
p-values, meaning that non-null p-values are equal to zero and the null p-values are
Uniform(0,1) [7, 11]. Then

FDRIND.(HBH(α))≤ max
1≤m0≤m

FDRDU(m,m0)(HBH(α)) = FDRIND.(m,α) (4)

and in order to control FDR we can find a corrected significance level α∗ ≤ α such
that FDRIND.(m,α∗) = α . For example, FDRIND.(5,α) = FDRDU(5,2) = α +3α2/8
implies α∗ = (−8+

√
64+96α)/6. The following is a general expression of the

FDR for HBH assuming independence and DU configuration of p-values:

FDRDU(m,m0)(HBH(α)) = FDRDU(m,m0)(BH(α/π̂0)) (5)

=
m0

∑
v=1

v
m1 + v

v

∑
b=0

P(V (α/π̂0) = v, m̂0(α) = m0 −b),

where m1 = m−m0 is the number of false hypotheses and P is under DU(m,m0).
For more details see [10], but it’s important to underline that we’ve been able to
express all the events (V = v, m̂0 = m0 − b) depending on ordered null p-values,
which under DU are order statistics of the uniform distribution.

Calculation of P(V = v, m̂0 = m0−b) requires iterated integrals and may be com-
putationally hard especially for large values of m and m0. To make the algorithm
faster we decided to implement an upper bound FDRDU(m,m0) for FDRDU(m,m0),
which happened to be very tight [10].

Figure 1 shows FDRDU(m,m0) as a function of m0 for m = 15 and α = 0.1. The
decreasing trend after the maximum point is common for many values of m. Figure
2 shows FDRIND.(m) = max1≤m0≤m FDRDU(m,m0) as a function of m for α = 0.1.
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Based on the previous results, we consider the 15 p-values example presented
in [2, 4] and the 34 p-values example presented in [3]. The number of rejected
hypotheses of BH and HBH, when they both control the FDR at level α , are reported
in the following Table. For the data sets considered, HBH rejects at least as many
hypotheses as BH does, and possibly more.

Number of rejections
Data set m α BH HBH

[2, 4] 15 5% 4 5
10% 9 9

[3] 34 5% 11 12
10% 12 21

4 FDR control under dependence

A procedure is compliant at level α if every rejected p-value pi satisfies pi ≤
αR(α)/m [6]. Control of the FDR for compliant procedures under the Positive
Regression Dependence within Nulls (PRDN) has been recently proved by [14].

Theorem 1 (Su, 2018). Assume that the null p-values satisfy the PRDN property.
Then for any compliant at level α multiple testing procedure

FDRPRDN(COMPLIANT(α))≤ π0α +π0α log
1

π0α
≤ α +α log

1
α

(6)

It is easy to prove that BH and HBH are compliant respectively at level α and
αm/m̂0. PRDN is a sufficient condition for Simes’ Inequality [9] and necessary for
PRDS.

Corollary 1. Assume that the null p-values satisfy the Simes’ inequality. Then

FDRSIMES(HBH(α))≤ 2α +α log
1
α

(7)

The proof is available in [10]. The price to pay in order to use HBH is α , which is
low considering the values usually assumed by the significance level. Taking α =
0.0072 and 0.0163 is sufficient to ensure FDR control of HBH at level 0.05 and 0.1
under PRDN, compared to 0.0087 and 0.0204 for BH [14].
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5 Discussion

FDR control of the BH procedure has been proved under the following assumptions
on the p-values:

INDEPENDENCE ⇒ PRDS ⇒ PRDN ⇒ ANY DEPENDENCE

We have shown that the HBH procedure controls FDR under INDEPENDENCE and
PRDN with a small correction of the significance level. The relevant case of FDR
control under PRDS will be addressed in future research.
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Semiparametric Variational Inference for
Bayesian Quantile Regression
Inferenza Variazionale Semiparametrica per
Regressione Quantilica Bayesiana

Cristian Castiglione and Mauro Bernardi

Abstract Variational approximations are promising methods for fast and efficient
Bayesian inference and represent a valid alternative to the computational demand-
ing simulation-based algorithms such as Markov chain Monte Carlo. Though, mean
field variational Bayes requires strong assumptions on the local conjugacy structure
of the posterior distribution, which can often be achieved through a data augmen-
tation strategy, as in case of Bayesian quantile regression. This approach do not
scale well in high dimension, since the number of observations and the number of
parameters grow in parallel. Here we present an alternative semiparametric varia-
tional Bayes approach to approximate the posterior distribution in mixed quantile
regression models that does not rely on expensive data augmentation techninques.
Abstract I metodi di inferenza variazionale costituiscono una valida alternativa ad
algoritmi Markov chain Monte Carlo per stimare modelli Bayesiani. L’assunzione
chiave per l’implementazione di un algoritmo “mean field variational Bayes” è che
le distributioni a priori e la verosimiglianza siano almeno localmente coniugate,
cosa che talvolta può essere garantita introducendo variabili stocastiche ausiliarie
nel modello, come nel caso di regressione quantilica Bayesiana. Questo approccio
si rivela di diffcile applicazione quando il numero di osservazioni è molto elevato,
poiché ciò comporta parallelamente un aumento dei parametri da stimare. In questo
articolo introduciamo un algoritmo variazionale semiparametrico per la stima di
modelli quantilici gerarchici indipendente da strategie di “data augmentation”.

Key words: Quantile regression, Mean field variational Bayes, Semiparametric
variational Bayes.
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1 Introduction

Quantile regression is a flexible distribution-free tool introduced by [5] to estimate
the conditional quatiles of a response variable given a set of covariates. The con-
tributions of [14] and [6] made possible to deal with quantile regression even in
the Bayesian framework, exploiting the conditional Gaussian representation of the
Laplace distribution. Stochastic data augmentation technique for the Laplace distri-
bution permits to implement efficient Gibbs sampling [6] and mean field variational
Bayes (MFVB) algorithms [12, 7], but constrains the dimension of the parametric
space to be at least equal to the number of observed data.

Variational message passing [13] and semiparametric MFVB [9] give an alter-
native implementation of the mean field principle that applies even when the local
posterior conjugacy of the Bayesian factor graph is not satisfied. In particular, the
updating scheme for approximate Gaussian variational Bayes pointed out by [11]
provides an effective machinery to implement variational inference with closed form
updates in all those situations in which an analytic expression for the lower bound
to the marginal log-likelihood is available, that is very common, for example, in
generalized linear mixed model learning.

Our aim in this article is to present a semiparametric variational Bayes (SVB)
scheme to make approximate posterior inference for a Bayesian mixed quantile re-
gression model avoiding data augmentation strategies.

2 Model

Consider the Bayesian mixed quantile regression model specified as

y = Xβ +Zu+ ε, ε ∼ ALn(τ1n,0n,σ2
ε In), (1)

where y is a n× 1 vector of continuous response variables, β is a p× 1 vector of
fixed effects, u is a d × 1 vector of random effects, X and Z are the corresponding
design matrices of dimension n× p and n×d. The n×1 vector of random errors ε
has an asymmetric-Laplace (AL) distribution with shape parameter τ ∈ (0,1), which
is the desired quantile level that we want to estimate, location parameter centered in
0 and scale parameter σ2

ε . The notation 0n, 1n, In denote a n× 1 vector of zeros, a
n×1 vector of ones and the n×n identity matrix, respectively. In the following we
will also denote by On×m a n×m matrix of zeros. Further, we assume multivariate
Gaussian (N) prior distributions for β and u, being

β ∼ Np(µβ ,Σβ ), u ∼ Nd(0d ,σ2
u R), (2)

and conjugate inverse-Gamma (IG) prior distributions for the scale parameters σ2
ε

and σ2
u :

σ2
ε ∼ IG(Aε ,Bε), σ2

u ∼ IG(Au,Bu). (3)
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The constants µβ ∈ Rp, Σβ ∈ Sp
++, R ∈ Sd

++, Aε > 0, Bε > 0, Au > 0, Bu > 0 are
Wuser-specified prior parameters. Wee adopt the notation Sn

++ to indicate the space of
n×n symmetric positive definite real matrices. Hereafter we will denote with C the
column stacked design matrix C ≡ [X, Z], and with c⊤i its i-th row, for i = 1, . . . ,n.

The local dependence structure induced by model (1) and its priors (2) and (3) is
described in Figure 1.

Fig. 1 Directed acyclic graph
representation of model (1)–
(3). The empty knots indicate
the latent variables to be
estimated, the shaded knot
indicates the observed data,
the black knots indicate the
user-specified prior parame-
ters.

V3 Vaariational Inference

The main intuition behind the variational Bayes principle is to perform approximate
inference on the parameter vector θ ∈ Θ by substituting an intractable posterior
distribution p(θ | y) = p(θ)p(y | θ)/p(y) with a simpler density function q(θ) as-
sumed to belong to a specific space of functions Q. The optimal q-distribution,
q⋆(θ) ∈ Q, is then chosen so that it is the maximizer of the variational problem

max
q∈Q

∫

ΘΘ
q(θ) log

p(y,θ)
q(θ)

dθ . (4)

The right hand side integral in equation (4) is called the evidence lower bound,
log p(y;q), which corresponds to log p(y;q) = log p(y)−KL(q∥p), where KL(q | p)

Kis the Kuullback-Leibler divergence between q(θ) and p(θ | y). In particular, under
the mean field restriction, i.e. Q = {q : q(θ) = ∏m

j=1 q(θ jj)}, where (θ1, . . . ,θm) is
a partition of θ , the variational optimization problem in equation (4) have an ex-
act coordinate-wise solution [8, 1], that is q⋆(θ jj) ∝ exp

{
E−q(θ j)[log p(θ jj | rest)]

}
.

Here E−q(θ jj)(·) denotes the expected value calculated with respect to ∏k ̸== j q(θkk),
p(θ j | rest) is the full-conditional distribution of θ jj and rest is the set of data
and model parameters excluding θ jj. Under local conjugacy, q⋆(θ jj) has a closed

fform expression belonging to the exponential faamily. Hereafter we will denote
with µq( f (θ j)) ≡ Eq(θ j)[ f (θ jj)] the expected value of f (θ jj) calculated with respect

θθ
θθto q(θ jj), and, similarly, Σq(θ j) ≡ VVaarq(θ j)(θ jj) will be the variance-covariance matrix

of θ jj calculated with respect to q(θ jj). Now, referring to model (1)–(3), consider the
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product restriction

p(β ,u,σ2
u ,σ2

ε | y)≈ q(β ,u,σ2
u ,σ2

ε ) = q(β ,u)q(σ2
u )q(σ2

ε ). (5)

Then, the optimal q-densities are

• q⋆(β ,u)∝ exp
{
− 1

2

(
µq(β ,u)−

[
µβ
0d

])⊤[ Σ−1
β Op×d

Od×p µq(1/σ2
u )

R−1

](
µq(β ,u)−

[
µβ
0d

])

− 1
2 trace

([
Σ−1

β Op×d

Od×p µq(1/σ2
u )

R−1

]
Σq(β ,u)

)
−µq(1/σ2

ε )

n

∑
i=1

Eq(β ,u)[ρτ(εi)]

}
,

where ρτ(ε) is the quantile check function, defined as ρτ(ε) = ε[τ − I(−∞,0](ε)]
and I(a,b](ε) is the indicator function equal to 1 if ε ∈ (a,b], an 0 otherwise;

• q⋆(σ2
u )= IG(Au+

d
2 ,Bq(σ2

u )
), with Bq(σ2

u )
=Bu+

1
2 trace

[
R−1(Σq(u)+µq(u)µ⊤

q(u))
]
;

• q⋆(σ2
ε ) = IG(Aε +

3
2 n,Bq(σ2

ε )
), with Bq(σ2

ε )
= Bε +∑n

i=1 Eq(β ,u)[ρτ(εi)].

Even though the Gaussian prior for (β ,u) is not conjugate with the likelihood, it is
possible to find an analytic expression for Eq(β ,u)[ρτ(εi)], obtaining so a closed form
solution for the whole set of approximating distributions. Derivations of these results
and the explicit expression for Eq(β ,u)[ρτ(εi)] are not provided here for brevity.

Notice that q⋆(β ,u) is not a standard distribution and in practice it is difficult to
derive its properties. A very common solution is to project q⋆(β ,u) onto the space
of exponential family distributions using a non-conjugate variational message pass-
ing strategy [13]. In particular, we will choose a multivariate Gaussian projection,
such that q⋆(β ,u) ≈ q⋆(β ,u | µq(β ,u),Σq(β ,u)) = Np+d(µq(β ,u),Σq(β ,u)), leveraging
the results of [11] and [9], which proved that the optimal updating rule for µq(β ,u)
and Σq(β ,u) is given by

Σq(β ,u) ←
{
−Hµ S(µ,Σ)

}−1
µ=µq(β ,u),Σ=Σq(β ,u)

(6)

µq(β ,u) ← µq(β ,u) +Σq(β ,u)
{
Dµ S(µ,Σ)

}
µ=µq(β ,u),Σ=Σq(β ,u)

, (7)

where S(µq(β ,u),Σq(β ,u)) ≡ Eq[log p(β ,u | rest)] is the posterior contribution of β
and u to the evidence lower bound. Here Dµ and Hµ are, respectively, the gradi-
ent and Hessian operators calculated with respect to µ , while ← is the assignment
operator.

4 Algorithm

The iterative update of q⋆(β ,u), q⋆(σ2
u ) and q⋆(σ2

ε ) gives rise to a coordinate as-
cent scheme summarized in Algorithm 1, which converge to the optimal set of q-
distributions. The convergence of the algorithm is assessed by monitoring the rela-
tive change of parameters and lower bound, then the execution ends when both fall
below a given threshold, that we fix equal to 10−5.

686



Semiparametric Variational Inference for Bayesian Quantile Regression 5

In Algorithm 1, φ(·) and Φ(·) are, respectively, the probability density function
and cumulative density function of a univariate Gaussian random variable, diag(·)
is a column vector equal to the main diagonal of its argument, Diag(·) is a diagonal
matrix, whose diagonal is equal to its argument, ⊙ is the Hadamard element-wise
product between two arrays.

Algorithm 1: SVB algorithm for approximate inference in model (1)–(3)
Data: y,X
Input: µβ ,Σβ ,R,Au,Bu,Aε ,Bε
Output: µq(β ,u),Σq(β ,u),Bq(σ2

u )
,Bq(σ2

ε )

while convergence is not reached do
Bq(σ2

u )
← Bu +

1
2
{

µ⊤
q(u)R

−1µq(u) + trace[R−1Σq(u)]
}

;
Bq(σ2

ε )
← Bε +∑n

i=1[c⊤i Σq(β ,u)ci]1/2{φ(zi)+ [τ −1+Φ(zi)]zi
}

;
µq(1/σ2

u )
← (Au +

d
2 )/Bq(σ2

u )
; µq(1/σ2

ε )
← (Aε +

3
2 n)/Bq(σ2

ε )
;

s ← diag(CΣq(β ,u)C⊤)−1/2; z ← (y−Cµq(β ,u))⊙ s;

Σq(β ,u) ←
{[

Σ−1
β Op×d

Od×p µq(1/σ2
u )

R−1

]
+µq(1/σ2

ε )
CDiag[φ(z)⊙ s]C⊤

}−1
;

µq(β ,u) ← µq(β ,u) +Σq(β ,u)

{[
Σ−1

β µβ
0d

]
+µq(1/σ2

ε )
C⊤[τ −1+Φ(z)]

}
;

5 Application

In this section we present a real data application where the mixed quantile regres-
sion model specified in equations (1)–(3) is applied to the Italian general electricity
market prices [3]. It is well known that electricity prices are highly dominated by
multiple seasonal cycles of different lengths like daily, weekly and monthly patterns
[10], and by the presence of heteroskedasticity [4]. The mixed quantile regression
model specified in equations (1)–(3) provides a flexible approach for modelling the
τ-th conditional quantile as a function of the seasonal cycles by means of B-splines
regression [2]. The mixed quantile regression model has been fitted to the data on
daily average electricity prices for the Italian market over the period from January
1, 2013 to December 31, 2020. The data and the fitted quantiles are represented in
Figure 2.

6 Conclusions

We proposed a coordinate ascent algorithm for fitting Bayesian mixed quantile re-
gression models within the variational approximation framework. Our method does
not require data augmentation strategies to enforce the conjugacy between prior dis-
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Fig. 2 Daily electricity prices for
1 2013 D b 31 2020 T

Cristian Castiglione and Mauro Bernardi

r the Italian market and fitted quantiles for the period from January
Th l d id h h i l il l l i d1, 2013 to December 31, 2020. The legend provides the theoretical quantile level τ associated to

each curve and gives also the corresponding estimated empirical quantile level, i.e. τ̂ .

tribution and likelihood, and this feature permits to apply our algorithm even in
high-dimensional contexts. Future research directions include, but are not limited
to, generalizations for online learning and dynamical quantile models.
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Searching for a source of difference in
undirected graphical models for count data - an
empirical study
Ricerca di una sorgente per la differenza di modelli
grafici adirezionati con dati di conteggio: uno studio
empirico

Federico Agostinis, Monica Chiogna, Vera Djordjilović, Luna Pianesi, Chiara
Romualdi

Abstract A study is presented for exploring the possibility of applying the source
set approach ([3]), developed under the assumption of normality, to count data, after
data transformation. Some explanations about the source set approach, data trans-
formations and the simulation setting are provided. The suggestion is given that
the deviance-based or quantile randomized residuals could provide a better basis
for data transformation when coupled with source set analysis, along with standard
trasformations such as log transformation or square root transformation.
Abstract Si presenta uno studio volto ad esplorare la possibilità che l’approccio
source set ([3]), sviluppato sotto l’assunzione di normalità, possa essere appli-
cato al caso di modelli grafici adirezionati per dati di conteggio, dopo opportuna
trasformazione dei dati. Si forniscono alcuni dettagli sull’approccio source set, sulle
trasformazioni dei dati, sull’impianto di simulazione. Emerge il suggerimento che
i residui di devianza, oltre che trasformazioni tradizionali come la trasformazione
logaritmica e radice quadrata, producano risultati migliori quando usati all’interno
dell’approccio source set.

Key words: Undirected graphical models, Source set, count data, negative bino-
mial distribution, RNA-Seq data.
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1 Background

In many genomics studies, the expression of the set of genes is measured in two con-
ditions, and the main objective is to identify all genes showing differing behaviour
between two conditions. Given the interconnectedness between genes, it is useful
to go beyond this first level differential analysis, and to try to distinguish the site
of original perturbation – the so-called primary dysregulation – from the elements
affected by perturbation through dysregulation propagation, i.e. secondary dysregu-
lation. A subset of authors has recently proposed a novel statistical approach called
SourceSet [8] that aims to identify the source of primary dysregulation on the basis
of observations from the control and perturbed condition.

SourceSet models data from two experimental conditions under study, for in-
stance measurements of gene expression in patients affected by a certain disease
and in healthy controls, as realizations of two Gaussian graphical models sharing
the same graphical structure. More formally, we assume that the data from the i-th
condition, where i = 1,2, arise as independent draws from a p-dimensional normal
distribution N(µ(i),Σ(i)), with µ(i) ∈ Rp and Σ a p× p positive definite matrix such
that the zeros in the concentration matrix Ω (i) = (Σ (i))−1 correspond to the miss-
ing edges in a given undirected graph G = (V,E). Here, each node of the set of
nodes V = {1, . . . , p} is associated to a single variable, i.e. a gene under study, and
E ⊂V ×V is a set of gene-gene edges obtained from pathway topology conversion.

If we denote by X (i) a random vector distributed according to N(µ(i),Σ(i)), then
the novel entity termed source set introduced in [8] is a set D ⊂ V such that the
distributions of X (1)

D and X (2)
D differ, but conditional distributions of X (i)

V\D given X (i)
D

coincide for i = 1,2. Here, XA denotes a subvector of X induced by a subset A ⊂
V . In words, D contains genes in V that have different marginal distributions in
the two conditions, but, conditionally on their realization, the distribution of the
remaining genes is unaltered. Thus, assuming no confounding factors, genes in D
may be considered the starting point of the dysregulation process, while elements in
V \D, if affected by the dysregulation, are affected through the process of network
propagation.

The problem of estimating D from data has been addressed by means of an ef-
ficient procedure based on exploiting the modular structure of Gaussian graphical
models; we refer the interested reader to [8] and [3] for a detailed exposition. The
proposed estimating procedure has been implemented in the SourceSet R pack-
age, where the input consists of a matrix of data from two conditions and an under-
lying graphical structure. The output is an estimate of the source set, also termed
the primary set, and a secondary set composed of nodes affected by dysregulation
in the process of network propagation. See package vignette for some examples and
[4] for a description of the package.

SourceSet approach is based on the assumption that the data from the two exper-
imental conditions follow a multivariate normal distribution. While this assumption
has become fairly standard in the analysis of microarray experiments, it is not suit-
able in the context of count data coming from RNA-Seq experiments. RNA-seq
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technology is a type of next generation sequencing technology for estimating the
expression level of genes in whole-genome scale studies and has become the stan-
dard technology for the study of genomics. RNA-Seq data are usually represented
as a matrix of counts, with genes in rows and biological samples in columns. In this
work, we investigate, via simulations, the possibility of applying SourceSet to count
data, after a proper trasformation. We consider some standard transformations, such
as the logarithm or the square root, and transformations resulting as side effects of
modelling of the data through generalized linear models.

2 The proposal

We are concerned with finding a transformation which will justify, in practice, the
use of the source set approach outside normality. Numerous transformations for us-
ing discrete data in Gaussian settings have been examined in the literature, some of
which are considered here. Moreover, we adopt a regression perspective and con-
sider residuals from generalized linear modelling. Residuals measure discrepancy
between a statistical model and observed data and are typically used to evaluate
the quality of the model either through summary statistics or directly, e.g., via plots.
Here, the aim is to consider residuals that are approximately normally distributed, to
be used as input of the source set analysis. We first specify a null model of constant
gene expression in the two conditions, assuming a valid distribution for the counts
at hand. Next, we fit the models and compute appropriately chosen residuals. Typ-
ically, when dysregulation is present, the differences remain stored in the residuals
from the null model and should therefore be captured in a downstream analysis. The
residuals are thus interpreted as the z-scores to be used in the following source set
analysis. The use of residuals enables a fast transformation to normality, allowing
also for potential adjustment for other covariates of interest, if present.

3 The experiment

3.1 Modelling RNA-Seq measurements

The most obvious choice for modelling count data is a Poisson distribution. How-
ever, RNA-Seq data exhibit significant overdispersion, rendering the Poisson model
inadequate. Among many alternatives proposed over the years, the negative bino-
mial distribution – lending itself to a straightforward biological interpretation –
stands out. In this section, we briefly review a negative binomial model for mod-
elling gene expression X of a single gene.

To allow for overdispersion, the Poisson distribution model can be modified as

X | λ ,ε ∼ Poi(θ), with θ = λε
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where ε ∼ Gamma(α,α), for α > 0, is a nonnegative multiplicative random-effect
term to model individual heterogeneity (biological variability). Marginally, we thus
have a negative binomial distribution, X ∼NB(α, p), parameterized by a probability
parameter p = λ

λ+α and dispersion parameter α . For any α ≥ 0 and p > 0, the
probability mass function of the negative binomial distribution is

fNB(x;α , p) =
Γ (x+α)

Γ (x+1)Γ (α)
(1− p)α px, ∀x ∈ N.

It is
E[X ] = λ , Var[X ] = λ +φλ 2,

where φ = 1/α is the dispersion parameter. In this way, the model entails both
the biological variation (Gamma distribution) and the technical variation due to the
sequencing process (Poisson distribution).

3.2 Simulating observations from a negative binomial graphical
model

In the simulation study here reported, we will use a small undirected graph consist-
ing of five nodes shown in Figure 1. The difference between two conditions that we
will aim to uncover with the method of Source set, is the edge between nodes A and
B present in condition 1 and absent in condition 2. This perturbation of the model
leads to a source set D = {A,B}

While generating observations from marginal gene-wise models described in the
previous section is straightforward, generating data from a (multivariate) negative
binomial graphical model is far from trivial. We adapt the procedure proposed for
simulating data from a Poisson graphical model in [6] that we briefly describe here.
Let X ∈ Rn×p be the data matrix, i.e., the set of n independent observations of ran-
dom vector X∈Rp in a single condition. In our example, X= (A,B,C,D,E)T , p= 5
and n = 400. Then, X is obtained from the model X = YW + ε, where Y = (yst) is
an n× p matrix whose entries yst are realizations of independent random variables
Yst ∼ Poi(λtrue) and ε = (est) is the noise, i.e., an n× p matrix with entries est which
are realizations of random variables Est ∼ Poi(λnoise). Matrix W is the adjacency
matrix of the given true graph shown in Figure 1. To simulate observations from a
negative binomial model, instead of sampling each element from the same Poisson
distribution with mean λtrue, we sample the elements of the i-th row from a Poisson
distribution with mean λtrueεi, where εi ∼ Gamma(α,α), for i = 1, . . . ,n. In other
words, we first generate a sample of size n from Gamma(α,α), and then proceed
by sampling the elements of Y from row specific Poisson distributions.

To simulate data from a second condition, we modify the matrix W by removing
an edge between nodes A and B and then proceed as above. As in [1], we simulate
data at two levels of signal-to-noise ratio (SNR). We set λtrue = 1 and α = 0.1 with
λnoise = 0.1 for the high SNR level, and λnoise = 0.5 for the low SNR level.
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B
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D E

Fig. 1 Undirected graph used in simulations studies. The edge between nodes A and B is present
in condition 1 and absent in condition 2.

4 Results

We have applied SourseSet procedure implemented in the Sourceset package to in-
vestigate its performance in this context. We considered a number of transformations
of the original count data generated by the negative binomial graphical model:

1. raw data: untransformed data;
2. square root;
3. logarithm;
4. Anscombe residuals ([2]);
5. deviance residuals;
6. Pearson residuals;
7. random quantile residuals ([5]).

To obtain residuals 4-7, data matrices from two conditions were merged and a null
negative binomial model assuming constant gene expression across conditions was
estimated for each gene. Residuals from these models are then continuous, and in
general follow a more symmetric distribution with respect to the original count data.

In regard to using source set when count data are available, not all transforma-
tions of the data achieve the same results. From Table 1, it appears that standard
transformations, such as the logarithm or the square root transformation, produce
good results, competitive with the best trasformations based on residuals from gen-
eralized linear modelling. Pearson residuals always perform poorly. This might be
explained by the fact that, for enumerative data, the distribution of the Pearson statis-
tic is often much more nearly chi squared than is that of the deviance (e.g., see [7]).
Assuming that our conclusions from this first simulation study are valid, then further
work with different distributions and in more general settings would be very useful
for practitioner statisticians.
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Table 1 Simulation study results: the average number of times (out of 100) the source set D =
{A,B} was correctly identified (columns 1 and 3) and the average number of times the estimated
source set strictly covered the true source set (columns 2 and 4).

λnoise = 0.1 λnoise = 0.5

D̂ = D D̂ ⊃ D D̂ = D D̂ ⊃ D

Raw 42.30 0.94 39.26 0.44
Square root 91.84 5.38 92.30 4.10
Log 91.02 7.02 93.16 4.64
Anscombe 86.60 2.88 83.36 1.94
Deviance 91.76 6.30 93.30 4.48
Pearson 42.46 0.72 39.40 0.34
RQR 93.82 3.28 88.82 2.38
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Snipped robust inference in mixed linear models
Inferenza robusta nei modelli lineari con effetti misti
mediante snipping

Antonio Lucadamo, Luca Greco, Pietro Amenta, Anna Crisci

Abstract In this contribution, a robust approach to estimation and inference in
mixed linear models for longitudinal and repeated measures data is proposed. The
method relies on the idea of snipping. The model is fit a fter d iscarding some en-
tries of the data matrix leading. The method performs simultaneous estimation and
cellwise outlier detection. Standard errors for the fixed effects are obtained by para-
metric bootstrap. The behavior of the proposed method is investigated by a real data
example.
Abstract In questo lavoro proponiamo un metodo per la stima e l’inferenza robusta
nei modelli lineari misti per dati longitudinali o misure ripetute. Il metodo si basa
sull’idea dello snipping. La procedura di stima prevede che alcune osservazioni rel-
ative alla singola unitá possano essere eliminate. Gli errori standard associati alle
stime degli effetti fissi sono calcolati mediante bootstrap parametrico. Il comporta-
mento del metodo é stato verificato applicandolo ad un insieme di dati.

Key words: Bootstrap, Mixed linear model, Snipping, Stochastic optimization

1 Introduction

Mixed linear models (MLM) [14] provide a successful approach to the analysis
of longitudinal and repeated measures (or more in general clustered data). Actu-
ally, they allow modeling the linear relationship between the response and a set of
covariates while taking into account the heterogeneity across subjects under study
by the inclusion of random effects. The MLM state that yit = xitβ +Zitui + εit with
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i= 1,2, . . . ,n and t = 1,2, . . .Ti (in particular we may have Ti = T ∀i) and N =∑n
i=1 Ti

is the overall number of entries. In matrix notation y = Xβ+Zu+ϵ . Here y is the
response, β is the p−vector of fixed effects, u is the q−vector of random effects, X
and Z are the design matrices for the fixed and random effects, respectively, and ϵ
is the vector of independent error terms. Covariates may be time-dependent but also
subject-specific. The main assumption behind this approach is that the responses are
conditionally independent, given the random effects. The classical MLM formula-
tion assumes that ϵ∼ N(0,σ2

ε In) and u ∼ N(0,Ψu). It follows that

y|u ∼ N(Xβ+Zu,σ2
ε In) and y ∼ N(Xβ,σ2

ε In +ZTΨuZ)

In such a framework, parameter estimation is usually performed by (restricted)
maximum likelihood and all inferences are driven by the likelihood function. Nev-
ertheless, the fitted model can be highly influenced by the presence of outliers, un-
expected anomalous values departing from model assumptions. Outliers can be of
different nature. It may be that all the measurements made on the same unit ex-
hibit anomalous patters with respect to the bulk of the data. Such data anomalies are
called structural outliers but they represent a very extreme situation in longitudinal
data. On the contrary, it is likely that only some observations on the same subject are
separately contaminated. Only few outlying subject specific occasion-wise entries
could deteriorate the classical inferential procedures. In the presence of such data
inadequacies, one should avoid misleading conclusions. In other words, there is the
need to implement some robust inferential procedures that allow the fitted model to
be resistant against the occurrence of outliers.

An appealing approach to obtain robust parameter estimates in a MLM frame-
work is given by the employ of bounded influence estimators stemming from
weighted versions of the likelihood function. The reader is pointed to the book
by [13] for a detailed account on several approaches for robust fitting of MLMs.
In particular, the multivariate normal formulation of MLMs has been the starting
point in [3] in order to develop robust techniques for MLMs, based on constrained
S-estimators. Similarly, [4] proposed MM-estimators for the main effects param-
eter, whereas [11] suggested some robust proposals based on a constrained MCD
estimator.

In this contribution, we would like to provide further insights on the development
of robust techniques in the MLM framework. The proposed technique is meant to be
robust against entry-wise outliers and is entirely built on a cell-wise contamination
model. The main idea is that outlying entries have to be discarded. Here we apply
the approach developed along the lines of [2] and developed by [6, 7] in robust
multivariate estimation and cluster analysis. Other entrywise robust proposal have
been suggested by [1] and [15]. A methodology that allows simultaneous estimation
and outliers detection will be described in Section 2. Its behavior in finite samples
will be illustrated through a real data example in Section 3.
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2 Snipped MLM fitting

Let us assume ⌊Nα⌋ entries of the data yit are contaminated, therefore obtaining
subject specific occasion-wise outliers. Let w be a binary vector of the same length
of y, such that ∑it wit = ⌈N(1−α)⌉. The element wit is an indicator of yit being con-
taminated or not. When wit = 0, then the ith data point has been contaminated in its
tth measurement. According to this approach, one observation is snipped when one
or more of its dimensions are discarded, but at least one is retained in the analysis.
Potentially all observations can be snippe, that is, the rate of genuine observation
is not fixed for a given level of contamination α . In other words, snipping treats a
fixed fraction α of the data entries as it they were missing (see also [5]).

When the ith observation is contaminated, we assume it has been drawn from an
almost arbitrary subject-specific distribution gi(yi) in RTi . The entry-wise contami-
nation model can be expressed as follows

f (yi|ui) = wiφTi(yi;Xi,Zi,ui,β )+(1−wi)gi(yi) (1)

where f (yi|u) denotes the density of yi conditionally on random effects. The reader
should refer to [6, 7] and [8] for more details, even if in a different framework. Then,
under the entry-wise contamination model (1)

yi ∼ Ndi (µi(di),Σi(di))

where di = ∑t wit , µi(di) = xS
i β , Σi(di) = zS

i Ψuz
′S
i ; xS

i and zS
i have been obtained after

removing those rows corresponding to contaminated entries in xi and zi respectively,
where xi is Ti × p and zi is Ti ×q. Then, the dimension of µi(di) and Σi(di) depends
on the non null entries in wi = (wi1,wi2, . . . ,wiTi).

The log-likelihood under the entry-wise contamination model is

ℓ(β ,Ψu,σ2
ε ) =

n

∑
i=1

logφdi (yi; µi(di),Σi(di))+
n

∑
i=1

loggi(yi) (2)

where, now, gi(yi) is a density in RTi−di . In a similar fashion, one could define a
restricted log-likelihood function. Under the separation condition, the log-likelihood
(2) can be maximized by ignoring the contributions of those contaminated entries
[10]. Some additional constraints [6] are needed in order to be able to maximize (2):

∑
i

wit > 0, ∑
i

witwit ′ > 0 (3)

observation for each time occasion, ∑i wit > 0; the number of genuine entries should
allow estimation of variance components, ∑i witwit ′ > 0.

Maximization of the loglikelihood function (2) is a complex problem since it is
maximized over both W and θ = (β ,σ2

ε ,Ψu), that is we aim at finding
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argmaxW sup
θ

n

∑
i=1

logφdi (yi; µi(di),Σi(di)) .

Here, the problem is tackled by using a stochastic optimization algorithm involving
an acceptance-rejection scheme, set up along the lines of [2] and [6, 7]. The algo-
rithm proceeds as follows (see also [9] for an application to robust Cox regression):

1. Initialize W =W (0) by randomly discarding ⌊Nα⌋ entries
2. At the sth iteration:

a. obtain the Maximum Likelihood Estimates (MLE) or the Restricted Max-
imum Likelihood Estimates (REML) θ̂(s) based on the current set of non
trimmed entries W (s−1);

b. form a new set W (s) by switching one entry in W (s− 1) with a previously
discarded entry;

c. if W (s) satisfies the conditions in (3), then obtain θ̂ ∗(s) and accept the candi-
date set with probability p(s) = min[1,A] with

A = exp
{

log(s)
D

[ℓ(θ̂ ∗(s))− [ℓ(θ̂(s))]
}

;

3. stop after kmax iterations or when the current maximum is not updated for rmax
iterations.

We notice that whenever the likelihood evaluated over the candidate set increases,
the current parameter estimate is updated with probability one. The acceptance prob-
ability decreases with the number of iterations and is proportional to the likelihood
ratio when the candidate set gives rise to a lower likelihood. The maximum number
of iterations kmax should be set large enough. The tuning parameter D allows con-
trol of the speed of convergence and acceptance ratio. Here we set kmax = 10000,
D = 0.1N(1−α) and rmax=50. The algorithm should been tuned in order to es-
cape local maxima. Furthermore, in order to increase the chance to get the absolute
maximum, the algorithm should be run from several different initial sets. Then, the
solution leading to the largest likelihood is considered. The fitting process is com-
pleted by the estimation of the random effects. They are estimated on the snipped
set of observations at convergence by using standard results. In order to evaluate
standard errors for the regression coefficients vector β , it is natural to resort to the
application of the bootstrap. It is worth noting that conditioning on the selected set
on non trimmed entries would lead to underestimate uncertainty. Snipping intro-
duces a further source of uncertainty to be taken into account. Here we propose to
resort to bootstrap, new samples are generated according to the fitted model and the
proposed algorithm is applied to each replication. By using parametric bootstrap,
each replication is obtained as y∗it = xit β̂ + zitu∗i + ε∗it where u∗i is sampled from a
normal distribution with null mean vector and variance covariance matrix Ψ̂u and ε∗it
from a N(0, σ̂2

ε ) distribution. According to a non parametric bootstrap strategy, u∗i
and ε∗it are sampled with replacement from the fitted random effects and the resid-
uals, respectively [16]. The estimates from each bootstrap sample are then used to
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obtain standard errors and confidence intervals. The method clearly depends on the
snipping level α . When the snipping level is larger than the actual contamination
rate, all the outliers are expected to be discarded. The efficiency loss will increase
with the number of genuine entries wrongly included in the snipped set. On the
contrary, the consequences of setting α too small are more dangerous, since some
outliers will still affect inference. In order to improve the results, one should monitor
the changes in the fitted model as α varies. One strategy could be to fit the model for
different snipping level and evaluate to what extent the likelihood or the coefficients
estimates change. Another approach would be to set α in order to minimize the
average sum of squares of the differences between the estimates and the estimates
evaluated over each bootstrap replication. This approach has been introduced in [9].

3 Real data example

In order to investigate the proposed method, we consider data set from the well-
known study on investment theory by Yehuda Grunfeld [12]. This study analyzes
the effect of the real value of the firm and of the real capital stock on real gross
investments. The study involved 10 U.S. firms (considered as random effects) over
20 years, 1935 - 1954. Before performing the analysis we scaled the three vari-
ables, because they are on very different scales. The model can be written as
yi j = µ +β1xi1 +β2xi2 + ui + εi j, i = 1,2, . . . ,10 j = 1, . . . ,20 where Y are the
standardized gross investments, X1 the standardized real value of the firm and X2
the standardized real capital stock. The algorithm is designed to optimize a snipped
restricted likelihood. The estimates for fixed and random effects, with snipping at
10% and 15% are given in table 1.

Table 1 Grunfeld data: estimates (with s.e.) by snipped REML (α = 0.10,0.15).C.I. by bootstrap
α = 0.10 α = 0.15

Parameter Estimates St.Errors 95% CI Parameter Estimates St.Errors 95% CI
Fixed effects

µ -0.012 0.122 (-0.026, 0.015) µ -0.006 0.112 (-0.027, 0.016)
β1 0.615 0.062 (0.475, 0.768) β1 0.631 0.059 (0.478, 0.780)
β2 0.369 0.026 (0.283, 0.453) β2 0.381 0.025 (0.274, 0.459)

Random effects
σ2

u 0.147 σ2
u 0.124

σ2
ε 0.052 σ2

ε 0.047

Standard errors and percentile 95% confidence intervals obtained by paramet-
ric bootstrap (based on 999 replicates) for the fixed effects are introduced. The
REMLs of parameters result different from the classical estimates. The intercept
value changes from 0.000 to -0.012 and -0.006, with α = 0.10,0.15, respectively.
The βs estimates change from 0.665 to 0.615 and 0.631, and from 0.428 to 0.369
and 0.381, for α = 0.10,0.15, respectively.
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4 Conclusions

In this paper a methodology that allows simultaneous estimation and outliers detec-
tion is introduced. It is meant to be robust against entry-wise outliers and it is built
on a cell-wise contamination model. This robust approach, based on snipping, is an
useful method for estimation and inference in mixed linear models for longitudinal
data. The application to a real dataset highlights how the procedure detects outliers
and estimates the parameters. Furthermore, for inference purpose, parametric boot-
strap has been applied. Further simulation analyses and deeper studies are necessary
to better evaluate and appreciate the goodness of the proposal.
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A spatio-temporal model for events on road
networks: an application to ambulance
interventions in Milan
Un modello spazio-temporale per eventi su network
stradali: analisi degli interventi delle ambulanze nel
comune di Milano

Andrea Gilardi and Riccardo Borgoni and Jorge Mateu

Abstract The algorithms for optimal management and deployment of ambulances
within a municipality require a spatio-temporal model to forecast hotspots and
minimise the response times. Ambulance interventions represent an example of a
point pattern occurring on a linear network, which was created starting from the
main streets of Milan. The constrained spatial domain raises particular challenges
and unique methodological problems that cannot be ignored for proper model de-
velopment. Hence, this paper presents a non-separable spatio-temporal model for
analysing the emergency interventions that occurred in the street network of Mi-
lan from 2015 to 2017. A dynamic latent factor model is adopted for capturing
the temporal evolution, while the spatial dynamics are modelled using a network-
readaptation of a kernel estimator.
Abstract Gli algoritmi per la gestione delle ambulanze all’interno di un comune
necessitano di modelli statistici che possano prevedere l’insorgere di criticità, in
maniera tale da poter minimizzare i tempi di intervento. Gli interventi in emergenza
delle ambulanze rappresentano un esempio di processo di punto su network stradale,
creato partendo dalla rete stradale di Milano. Il supporto spaziale del fenomeno
sviluppa diverse problematiche sia da un punto di vista metodologico che appli-
cato, che non possono essere ignorate per la creazione di un modello appropriato.
In questo paper analizziamo la distribuzione degli interventi in emergenza delle
ambulanze nel comune di Milano tra il 2015 ed il 2017, sviluppando un modello
dinamico a fattori latenti per la componente temporale ed uno stimatore kernel non-
parametrico per l’intensità spaziale, riadattato nel caso di dati su network.

Key words: ambulance interventions, point pattern on networks, spatial networks,
spatio-temporal data
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1 Introduction

The algorithms for optimal staff management and ambulances deployment within a
municipality require a spatio-temporal model to forecast hotspots and minimise the
expected response times. The predictions are required at a fine spatial and temporal
resolution, due to intricate spatio-temporal patterns in emergency intervention data,
which are particularly relevant for a hectic city like Milan.

Ambulance interventions represent a typical example of a point pattern occurring
on a linear network, an increasingly popular type of events presenting several chal-
lenges related to the tangled and non-homogeneous nature of their spatial support
[1]. Several authors explained the perils of re-adapting classical planar techniques,
such as K-function or Kernel Density Estimator (KDE), to network data without
considering the network’s structure [5, 7]. The recent surge of interest can also be
linked with the rapid development of several open-source spatial databases (such
as Open Street Map), that provide the starting point for creating a computational
representation of a road network.

2 Data: Ambulance Interventions

The data at hand included all emergency calls registered in the municipality of Milan
(IT) from 2015-01-01 to 2017-12-31, which required an ambulance intervention
and were handled by the regional Emergency Medical System (EMS). We removed
all records with missing spatial or temporal coordinates, and we included only the
first intervention when multiple ambulances were dispatched for the same (typically

(A) (B)

Fig. 1 Left: Locations of ambulance interventions in Milan from 2015 to 2017. Right: The most
important streets of the road network. In both cases, we can recognise several white areas corre-
sponding to parks (Parco Sempione), pedestrian areas (Citylife), and non-urban places.
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life-threatening) event. The final sample included 495,950 interventions, 163,488
occurred in 2015, 165,368 in 2016 and 167,094 in 2017.

The spatial distribution of the EMS calls is reported in Figure 1(A). We note
that the events resemble a street network structure, highlighting the city ring road
and the most critical arterial thoroughfares. Hence, we argue that a spatio-temporal
model of emergency interventions should not ignore their peculiar spatial support.
The empty areas in Figure 1(A) correspond to non-urban places, mainly located in
the south or the west. We can also clearly distinguish the shapes of several iconic
locations of Milan, such as City Life, Parco Sempione or Scalo Farini.

We examined the temporal dimension of EMS interventions and determined the
seasonal patterns that govern the total number of emergency calls. More precisely,
we noticed that the average number of hourly events during the weekdays follows a
particular trend: after a rapid increase in the early morning, the time series reaches
its maximum around 10:00, slowly declines until 20:00 and then decreases until the
night. The weekends present a similar distribution, with more interventions during
the night hours (probably linked with the city’s nightlife) and fewer events in the late
morning. The time series of ambulance interventions also exhibits a weekly seasonal
pattern, and the global minima are registered around August, in conjunction with
national holidays. The dynamic latent factor model introduced in Section 3.1 was
defined taking into account these seasonal patterns, which are discussed by [6, 4].

A linear network, typically denoted by L, is defined as the union of a finite set of
segments, say li, lying in a planar region S:

li = [ui,vi] = {s : s = tui +(1− t)vi; 0 ≤ t ≤ 1}; ui,vi ∈ S ⊆ R2.

The endpoints of li are denoted by ui and vi, and, in this paper, S denotes the polygo-
nal boundary of Milan. The computational structure of the road network was created
starting with data downloaded from Open Street Map (OSM) and selecting only the
most important1 street segments.

Spatial networks can also be seen as graph objects, where the edges correspond
to the street segments, while the nodes are usually placed at road junctions [2]. We
took advantage of the graph representation to simplify Milan’s road network, ex-
cluding the small groups of isolated road segments. More precisely, we created a
binary adjacency matrix between pairs of edges, defining two edges as connected if
the corresponding road segments share one point at their geographical boundaries.
Then, we clustered the segments and removed the isolated groups (typically de-
noted as components in the graph-analysis literature). This procedure creates a fully
connected road network, which has relevant consequences on the kernel estimator
presented in Section 3.2.

The linear network obtained after applying the pre-processing steps described
above is depicted in Figure 1(B). It is composed of approximately 11,000 edges,
and it covers more than 1850km, traversing almost every part of the city. We can

1 We filtered only the street segments that, in the OSM jargon, are classified as motorways, trunks,
primary roads, secondary roads, tertiary roads, and unclassified roads. Using the Italian classifi-
cation, they range from Autostrada to Strada Comunale.
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notice several similarities between Figure 1(A) and 1(B), and, once again, we can
recognise several iconic places.

After creating the street network, we decided to exclude all ambulance interven-
tions that occurred farther than 50 metres from the closest street segment, since we
assumed that they occurred in other parts of the city network, and we projected the
remaining ones into the linear network. We removed approximately 5% of the EMS
data. Finally, we explored the spatio-temporal nature of EMS data, observing the
presence of space-time interactions in the hourly distributions. More precisely, we
noticed that from 08 AM to 08 PM the interventions are concentrated near the city
centre, close to the office areas and the main buildings, while, during the night hours,
they are scattered all around the municipality. These interactions are captured by the
weighted network kernel estimator detailed in Section 3.2.

3 Statistical Methods

Following and extending the approach introduced in [9, 4], we consider a continuous
one-dimensional linear network L and a discrete temporal dimension T divided
into intervals of one hour. Let yt denote the number of emergency calls that were
recorded at time t ∈T , and let si,t , i = 1, . . . ,yt be the location of ith event. Then, we
assume that, independently for each t ∈T , the point process {si,t : i = 1, . . . ,yt} can
be modelled as a Non-homogeneous Poisson Process (NHPP) on a linear network
with intensity function λt(s) [3, 1]. Furthermore, we assume that

λt(s) = µtgt(s), s ∈ L; t ∈ T , (1)

where µt represents the temporal dimension of the EMS counts, while gt(s) is the
spatial component of the process. Even though Equation 1 looks like the classical
separability assumption for spatio-temporal point processes, the notation gt(s) im-
plies that the spatial component depends on the temporal distribution of the data.
These space-time interactions are taken into account adding a set of weights into the
kernel function used to estimate gt(s), as detailed in Section 3.2.

In the next sections, we briefly introduce a time series model to capture the evo-
lution of µt , and we describe with greater details the procedures for estimating gt(s)
using a re-adaptation of the planar weighted kernel estimator for point pattern data
on linear networks.

3.1 Temporal model

Following the approach detailed in [6, 4], we modelled the temporal component µt
using a dynamic latent factor model. The hourly, daily, and weekly seasonalities
were included by imposing a set of constraints on the factors and loadings matri-
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ces, while penalised and cyclic cubic regression splines were adopted to impose a
smooth evolution on EMS counts.

3.2 Spatial model

As mentioned before, the spatial component of the EMS interventions is modelled
using a network-readaptation of Jones-Diggle corrected weighted kernel estimator,
which, given a location s ∈ L and a time period u, can be written as

ĝu(s) =
∑t∈T ∑yt

i=1 wsi(t,u)KN(s,si,t)

∑t∈T ∑yt
i=1 wsi(t,u)

.

We assumed that the weight function, hereby denoted as wsi(t,u), depends only on
the temporal lag between u and the historical data. The weights are used to incor-
porate a space-time interaction into the KDE, giving more importance to EMS calls
that occurred in the temporal proximity of u, and creating a non-separable structure
into λt(s). We refer to [9, 4] for more details on the weights’ estimation process.

The function KN(s,si,t) denotes the Jones-Diggle corrected network KDE, as in-
troduced by [8]. More precisely, considering a location s ∈ L and a time period
t ∈ T , the estimator is defined as

KN(s,si,t) =
K(s− si,t)

cL(si,t)
, (2)

where K denotes a planar bivariate kernel function, si,t is an historical ambulance
intervention, and cL(si,t) represents the convolution of the kernel K with arc-length
measure on the network, defined as cL(s) =

∫
L k(v− s) d1v. Equation 2 is analogous

to the planar KDE, where the Jones-Diggle correction is replaced using an integral
over the network. Despite a slightly suboptimal statistical efficiency, the KDE esti-
mator in Equation 2 can be computed rapidly using the fast Fourier transformation,
which is essential considering the size of the network and the volume of EMS calls.
The other statistical properties are extensively described in [8], whereas alternative
approaches are discussed by [1].

4 Results and Conclusions

We exemplified the algorithm described in Section 3 considering two future tem-
poral occasions: 2018-01-03 at 03:00 (left) and 2018-01-03 at 15:00 (right). The
results are reported in Figure 2. The map on the left shows that EMS interventions
are spread in several parts of Milan, highlighting nightlife areas such as Porta Gen-
ova or San Lorenzo, while the map on the right draws attention to other zones close
to Duomo and significant working places. In both cases, the main train station, Pi-
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(A) (B)

Fig. 2 Estimates of the spatial intensity function, ĝu(s), considering two future time periods: 2018-
01-03 at 03:00 (left) and 2018-01-03 at 15:00 (right).

azzale Loreto, and several retirement houses (such as Pio Albergo Trivulzio) are
highlighted. The two maps are represented using different scales in order to better
point out the temporal fluctuation of ambulance intervention intensity.

As further steps, we are developing a methodology for properly assessing the
fit of the suggested model. Moreover, we plan to extend the planar spatio-temporal
estimators for relative risk to network data to investigate and compare the spatial
dynamic of EMS calls having different severity levels.
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Forecasting electricity demand of individual
customers via additive stacking
Previsione della domanda di elettricità di consumatori
individuali attraverso modelli additivi per l’aggregazione
di esperti

Christian Capezza, Biagio Palumbo, Yannig Goude, Simon N. Wood, and Matteo
Fasiolo

Abstract Smart grids rely on renewable energy sources and distributed production,
which lead to increased variability in the electricity load. Then, accurate forecasts
of individual household electricity demand will be a key element for a cost-effective
management of smart grids. However, individual electricity demand forecasting is
particularly challenging because of the lower signal-to-noise ratio compared to the
aggregate demand. Therefore, we propose a new method for stacking probabilistic
forecasts, which borrows information across households while taking into account
their individual characteristics. The proposed method is an extension of regression
stacking where mixture weights vary with covariates via an additive model structure.
Abstract Le smart grid sono caratterizzate dalla produzione distribuita e l’uso di
fonti rinnovabili, che portano a una maggiore variabilità nella domanda di elet-
tricità. Per una loro gestione efficace, è dunque fondamentale avere previsioni ac-
curate della domanda a livello di consumatori individuali. Tuttavia, il rapporto
segnale-rumore più basso rispetto alla domanda aggregata rende questo tipo di
previsioni particolarmente difficile. Dunque, proponiamo un nuovo metodo per
l’aggregazione di previsioni probabilistiche che utilizza informazioni congiunte di
diversi consumatori, ma allo stesso tempo tiene conto delle loro caratteristiche in-
dividuali. Il metodo è un’estensione del classico “regression stacking”, in cui i pesi
sono modellati come funzioni di covariate attraverso un modello additivo.
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Key words: Electricity Demand Forecasting, Ensemble Methods, Generalised Ad-
ditive Models, Probabilistic Forecast, Regression Stacking.

1 Introduction

The need to reduce carbon emissions is leading to an expansion in the use of weather
dependent, renewable energy sources and the electrification of the transportation
system. Then, electricity production and storage are increasingly decentralised and
this setting is more complex than a centralised system where industrial operators
control the production and the limited storage. The main challenge for modern grid
management systems is to be able to satisfy a demand that is both larger, due to
the electric vehicles, and more uncertain, because of the less flexible production.
Therefore, new, smart policies need to be adopted to avoid the expansion of the
physical capacity of the electricity network with expensive infrastructural works.

One aim is to reduce the daily demand peak by adopting demand-side tools such
as dynamic electricity pricing and remotely controlled consumption. To achieve this,
with the increase of the distributed production and storage, electricity demand fore-
casts at a low level of aggregation will become more important with respect to the
aggregate demand, e.g., at regional scale. However, predictive accuracy decreases
with the level of granularity. In fact, the daily electricity demand profile is smooth
when the demand is averaged across customers, while individual household profiles
have a lower signal-to-noise ratio and are less predictable.

In this work, we define a set of experts that provide probabilistic forecasts and
are fitted separately to each household to capture the heterogeneous dynamics of the
individual customer demand, such as smooth daily demand components or abrupt
change-points. To deal with the low signal-to-noise ratio of the individual demand,
we “borrow strength” across the different households through a weighted aggrega-
tion of the experts. Weights are estimated in a single model, using data from all the
households. The main novelty of this work is that we use an additive model for the
weights, i.e. they can depend on covariates such as the time of the day, the day of
the week, individual household characteristics and so on, using linear combinations
of parametric and smooth effects based on spline basis expansions.

Note that the aggregation of several point predictors was firstly introduced by
Stone [11], with the aim to improve the predictive performance. Then, Breiman [2]
proposed the so called regression stacking. Our work is closely related to Yao et
al. [14], who use stacking to average Bayesian predictive distributions, as in our
work, but with fixed weights. Other aggregation methods let the experts’ weights
vary with time [9], while we use a more flexible model where weights are semi-
parametric functions of all the covariates. Finally, in Coscrato et al. [6] experts’
weights depend non-parametrically on covariates, however the authors only focus
on point predictions, not probabilistic forecasts.
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Forecasting electricity demand of individual customers via additive stacking 3

2 Additive Stacking

In this section we briefly illustrate the methodology we developed in Capezza et
al. [3], to which we refer for further details. Let pk(yi|xxxi) be the i-th conditional
density estimate produced by the k-th expert. Probabilistic stacking is performed
by forming a mixture, ∑K

k=1 αk pk(yi|xxxi), where we let the weights αk vary with
the covariates via an additive model structure. The weights are parametrised as
αki = expηki/(∑K

a=1 expηai), for k = 1, . . . ,K, where ηki is the linear predictor of
the k-th expert, evaluated at the i-th observation, and η1 is fixed to zero for iden-
tifiability. We model linear predictors as linear combinations of parametric, ran-
dom or smooth effects, based on spline basis expansions, so that they linearly de-
pend on unknown regression coefficients βββ which must be estimated. An improper
multivariate Gaussian prior, centered at zero and with precision matrix given by
∑G

g=1 λgSg, where the Sg’s are positive semi-definite matrices and λ1, . . . ,λG are
positive smoothing parameters, controls the wiggliness of the smooth effects. Then,
regression coefficients can be estimated via maximum a posteriori (MAP) estima-
tion, i.e. by maximising the Bayesian posterior log-density

log p(βββ |yyy,λλλ ) =
N

∑
i=1

log
K

∑
k=1

αki(βββ )pk(yi|xxxi)−
1
2

G

∑
g=1

λgβββ Sgβββ . (1)

We select the smoothing parameters by maximising a Laplace approximation to the
marginal likelihood (LAML). We are able to adopt the likelihood based fitting meth-
ods of Wood et al. [13], aimed at generalised additive models (GAMs [7]), because
we perform stacking in a probabilistic, rather than loss based, context. The pro-
posed additive stacking is quite flexible because of the many effect types available
under standard GAM models, see e.g. Wood [12], moreover, using a probabilistic
Bayesian framework allows us to adopt well-founded and computationally efficient
statistical methods for model estimation and inference.

The parametrisation of the proposed stacking model is non-linear in the regres-
sion coefficients, then it is difficult to interpret the effects of covariates on the
weights of the experts. In this work, we address this problem by using the accu-
mulated local effects (ALE) of Apley and Zhu [1], which allow to visualise the
main effect of the covariates on the aggregation weights. Moreover, another novelty
in this work is that we also quantify the uncertainty of the ALE effects, without extra
computational cost, based on the posterior distribution of the regression coefficients.

3 Disaggregate Electricity Demand Forecasting

We consider the data set from the Commission for Energy Regulation (CER) trial
[5], which contains electricity demand yc

i , for i = 1, . . . ,N, measured in kWh and at
30min resolution by smart meters at 2672 Irish households, c = 1, . . . ,C. The data
set covers the whole of 2010 and contains survey information about each household,
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such as the occupation of the chief income earner, the number of white goods, if
the customer owns or rents the property, as well as hourly temperatures from the
National Centers for Environmental Information (NCEI). The data set consists of
more than 30 millions observations.

We consider four experts. Under LastMonth, the predictive density is obtained
through kernel density estimation based on the most recent 30 available observa-
tions for each customer, at the same time of the day; its strength is that the elec-
tricity demand distribution can change abruptly with the time of the day. GaulssInd
is a log-normal generalised additive model for location scale and shape (GAMLSS,
[10]). GaulssInd is meant to capture smooth components of the daily individual
profiles, as well as the temperature, calendar and autoregressive effects, which are
typically used to model the aggregated demand. Dynamic is a log-normal GAM
model, where the mean of the logarithm of the data is modelled by a smooth effect
of the time of the day and is fitted only to the data from the last three days, which
makes it quicker to adapt in case of sudden changes. GaulssCommon is a log-normal
GAMLSS model and is the only expert fitted to all customers jointly and uses the
effects of household specific survey variables, together with smooth effects of co-
variates such as the time of the day. Because of the heterogeneity across customers,
predictions under GaulssCommon are strongly biased, however they are a valuable
baseline forecast to predict household demand for anomalous consumption trends.

We combine the four experts through the additive stacking model proposed in
Section 2. Covariates include: the mean and standard deviation of the consumption
of the individual customer up to the current week, in order to identify customers with
rich consumption dynamics, on which we expect that GaulssInd performs well; time
of the day; time of the year, which allows GaulssCommon to provide a starting base-
line prediction that becomes less useful during the year, as more data are available;
the number of consecutive days a customer has been out of home before the current
day, which, when large, is expected to give a large weight to Dynamic expert that is
the quicker to adapt to sudden changes in the demand; we also consider the relative
past predictive performance of each expert, based on the exponentially weighted av-
erage forecaster (EWA) [4], so that experts are given a larger weight if they are per-
forming particularly well on a customer in the previous days. Note that households’
electricity demand was not standardized for household size. In fact, in the individual
models fitted separately for each household, the household size is constant within
each model, therefore no standardization is required. In the GaulssCommon expert
and the additive stacking model, which use all households’ data together, we in-
cluded covariates that take into account the difference among household sizes, such
as the mean and standard deviation of the consumption of each customer observed
in the previous weeks, or the number of white goods.

To avoid overfitting, the training data set for estimation of the stacking model is
built on a rolling basis as follows. We fit experts on the first five weeks, then we
store their probabilistic forecasts on week 6, afterwards we fit experts on the first
six weeks and store probabilistic forecasts for week 7, and so on. By iterating this,
we obtain out-of-sample probabilistic forecasts from all experts, which can be used
to fit the stacking model. Then, we use again a rolling basis to build a test data set
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Dynamic GaulssCommon GaulssInd LastMonth Stacking
Log-loss -0.059 -0.019 -0.244 28.812 -0.376
Square loss 0.317 0.335 0.291 0.298 0.279
CRPS 0.216 0.230 0.203 0.204 0.195
Pinball 0.5 0.138 0.151 0.134 0.136 0.130
Pinball 0.9 0.121 0.123 0.105 0.105 0.100
Pinball 0.99 0.042 0.031 0.030 0.028 0.024

Table 1 Average predictive losses of each model. The lowest loss in each category is bold.

and compare the stacking predictive performance with that of the experts. We fit
the stacking model to the data from weeks 6–9 and use it to produce probabilistic
forecasts for week 10, then we use data from weeks 6–10 and predict the demand
on week 11, and so on. By iterating this, we obtain probabilistic forecasts of the
additive stacking that can be compared with those produced by the experts.

We use several loss functions to evaluate the predictive performance of each
model. In particular, we consider the log-loss, i.e., the negative log-likelihood eval-
uated on the test data, the square loss, the continuous ranked probability score and
the pinball loss [8] at quantiles 0.5, 0.9 and 0.99. In Table 1 we report the predictive
losses under each model, averaged over the entire data set. Additive stacking out-
performs all the experts under each predictive loss. This result is noteworthy, as the
additive stacking model is estimated via likelihood-based MAP and LAML meth-
ods, which are directly related to the log-loss, but not to the other losses. Moreover,
the improvement is achieved at any time of the day and that, relative to the individ-
ual experts, the stacking achieves larger improvements in terms of the pinball loss
on the highest quantiles. This indicates that stacking is doing a better job at predict-
ing the spikes in the daily demand. LastMonth performs particularly poorly on the
log-loss, because it is based on a thin tailed mixture of Gaussian densities, which
generates large losses on outlying demand observations. However, LastMonth is
more competitive on the other losses.
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Fig. 1 ALE effects on the stacking weights of some covariates: a) effect of time of day on each
expert, b) effect of the number of previous days a customer was out of home on Dynamic.
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We use ALE plots of Apley and Zhu [1] for the interpretation of the effects of
covariates on stacking weights. For brevity we show only a few of these plots. In
Figure 1a, LastMonth has the largest average weight, but on the key working hours,
when demand dynamics are more complex, GaulssInd is the dominant model. The
weight of Dynamic is low on average (Figure 1a), however it strongly increases
when a customer was out of home in the previous days (Figure 1b), because it adapts
quicker to sudden changes in the customer demand.

4 Conclusion

The proposed additive stacking allows to combine predictive densities in a flexible
way and the fast direct MAP and LAML methods for model fitting allow to deal with
a large data set. The results are promising because the additive stacking overcomes
experts under several loss functions, moreover ALE plots provide interpretability of
the covariates effects on the weights. One interesting use of such improved proba-
bilistic forecasts is the optimisation of energy costs under daily-max tariffs by means
of home battery scheduling, with the aim to make the daily aggregate demand profile
flatter.
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Hierarchical Forecast Reconciliation on Italian
Covid-19 data
Riconciliazione gerarchica su time-series: applicazione ai
dati Covid-19 italiani

Andrea Marcocchia, Serena Arima and Pierpaolo Brutti

Abstract Due to the spread of the Covid-19 pandemic, many different actions to
limit personal freedom have been decided according to the trend of the epidemi-
ological situation. Often these decisions were made at the national level or, in a
second phase, at the regional one. In order to ensure the implementation of actions
and behaviours more in line with the real epidemiological situation, it would be
useful to decide and give specific information at a more granular territorial level
(provinces) even if one of the main problem is the quality of the data. This paper
presents how the use of forecast reconciliation techniques can help forecasts at a
detailed territorial level, while exploiting the more robust information available at
the aggregate level.
Abstract Con la comparsa della pandemia da Covid-19 si sono rese necessarie
azioni di limitazione delle libertà personali, decise in funzione dell’andamento della
situazione epidemiologica. Tali decisioni sono state prese a livello nazionale o, in
una seconda fase, regionale. Per garantire la messa in atto di azioni maggiormente
in linea con la reale situazione epidemiologica di un territorio, sarebbe utile agire
ad un livello di maggiore granularità territoriale (province). Uno dei principali
problemi nel prendere decisioni a un livello più dettagliato risiede nella qualità dei
dati. In questo lavoro si presenta come l’uso di tecniche di forecast reconciliation
possono aiutare a migliorare le previsioni ad un livello granulare, sfruttando con-
temporaneamente le, più robuste, informazioni disponibili a livello aggregato.

Key words: forecasting, time series, forecast reconciliation, hierarchical time se-
ries, Covid-19 data
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2 Andrea Marcocchia, Serena Arima and Pierpaolo Brutti

1 Introduction

The main idea behind forecast reconciliation in a hierarchy is that observed demands
at each level will always add up to the observed demands at higher levels. It is usu-
ally desirable that the same holds true also for forecasts (that is the “forecasting
coherence”). If forecasting at the different levels is done independently, we usually
have forecast incoherence, meaning that the bottom level forecasts do not add up.
The various components of the hierarchy can interact in a variety of complex ways.
A change in one series at one level, can have an impact on other series at the same
level, as well as on series at higher and/or lower levels. By modeling the entire hier-
archy of time series simultaneously, we obtain better forecasts of each of the com-
ponent series. Reconciliation is the process that fix incoherent forecasts. Another
important benefit of forecast reconciliation is that, although usually the research in-
terest lays in the most disaggregated data, these are also noisier than the others; in
contrast, the “total” series, although less interesting, is typically way more resilient
to noise: forecast reconciliation is capable to extract the most relevant information
from both series [1].

2 Models

This section presents the used models: the first part explains the forecast algorithms,
while the second subsection adds the description of the reconciliation step.

2.1 Forecast models

Any type of prediction methods can be used in the first phase because the reconcili-
ation models have no limits in this regard. The used forecast methods are:

• ARIMA with and without external covariates: considering the difficulty in
identifying a single parameterization that guarantees a good performance on all
the series of the hierarchy, we proceeded using an automatic selection method of
the best set of parameters for each series. In an other case, an external variable
has been added as additional information. The considered variable indicates for
each date whether it is in a lockdown condition or not. The variable is the same
at all levels of the hierarchy, therefore restrictions were not considered at the
regional or the provincial level, but only at the national level. It should be borne
in mind that in the considered period (up to the beginning of November 2020),
the closure measures imposed by the Italian government were mainly national,
with few measures at the regional level, as lately more frequently decided.

• Exponential Smoothing (ETS): also with regard to this method, the best model
was selected for each series.
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• Segmented regression: this approach allows to divide the time series into differ-
ent segments and to use a simple linear regression to estimate the trend of each
segment. It was decided to use this approach after noting that there were purely
linear trends within the time series. The number of segments that have been cre-
ated is equal to 3. The reason is that, until November 2020, there was an initial
period of severe growth in the number of daily infections, then a decrease during
the summer and then a new growth phase after summer.

2.2 Reconciliation models

The reconciliation problem can be formalize as follows:

• Consider a multi-level hierarchy, where level 0 denotes the completely aggre-
gated series and level k contains the most disaggregated time series and assume
that the observations are recorded at times t = 1,2, . . . ,n and that we are inter-
ested in forecasting each series at each level at times t = n+1,n+2, . . . ,n+h.

• The additive structure of the time-series involved can be exemplified in a three
level hierarchy: Yt = ∑i Yi,t represents the most aggregated series, obtained as
sum of all the series that belong to the first level (Yi,t ), that is Yi,t = ∑ j Yi j,t so
that the first level series is obtained starting from the second level. As final stage,
Yi j,t = ∑z Yi jz,t represents the aggregation of the lowest level of the hierarchy (the
third level, with k = 3). The notation refers to Yi j,t as the values of series i j at
time t and to Yt as the aggregation of all the series at time t.

• More generally, let Yi,t be the vector that collects the values of all the se-
ries for i = 1, . . . ,k, observed at a specific level i at time t. Now define Yt =[
Y1,t , . . . ,Yk,t

]′. According to this notation, we can define Yt = SYk,t , where S
is a summing matrix used to aggregate the lowest level series. If we assume that
the number of bottom level time series is mk and that m is the total number of
series (considering all the levels), then S is an (m×mk) matrix. The S matrix can
be partitioned by the levels of the hierarchy: the top row is a unit vector of length
mk and the bottom section is a mk ×mk identity matrix. The symbols m and mi,
are the total number of series in the total hierarchy and at level i, so it is always
true that mi > mi−1 and m = m0 +m1 + · · ·+mk.

• If we compute forecasts for each period n+1,n+2, . . . ,n+h for a generic series
X , we can define this forecasted series ŶX ,n(h). Applying the same logic, Ŷn(h)
denotes the h-step ahead prediction of the total. The final step is to define Ŷn(h)
as the vector consisting of these base forecasts, stacked in the same series order
as for Yt ;

• Bearing all this in mind, all existing hierarchical forecasting methods can be
written as Ỹn(h) = SPŶn(h). The effect of the P matrix is to extract and combine
the relevant elements of the base forecasts Ŷn(h), which are then summed by S
to give the final revised hierarchical forecasts, Ỹn(h).
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The choice of P is a crucial step: the effect of its choice is to extract and combine
the relevant elements of the base forecasts according to: SPŶn(h).
According with this formulation, the following reconciliation approaches have been
used in order to reconcile the base forecasts introduced in the previous paragraph.
Net of some exceptions, all the reconciliation methods were applied for each pre-
diction method:

• Top-Down: this method entails the forecasting of the completely aggregated se-
ries (higher level of the hierarchy), and then the disaggregation of the forecasts
based on historical proportions [5]. In this approach P =

[
p | 0mk×(m−1)

]
, where

p is a vector of proportions that sum to one. Different methods of top-down fore-
casting lead to different proportionality vectors p. Some possible choices are the
Average historical proportions that reflects the average of the historical propor-
tions of the bottom-level series, the Proportions of the historical averages that
captures the average historical value of the bottom-level series Yj,t relative to
the average value of the total aggregate Yt or the Forecast proportions that uses
proportions based on forecasts rather than historical data.

• Bottom-Up: the idea is to forecast each of the disaggregated series at the lowest
level of the hierarchy, and then to obtain forecasts at higher levels of the hierarchy
by using simple aggregations. In this case P=

[
0mk×(m−mk) | Imk

]
, so the P matrix

extracts only bottom level forecasts from Ŷn(h) , which are then summed by S to
give the bottom-up forecasts.

• Mint: the forecast reconciliation through trace minimization is an approach that
incorporates the information coming from the full covariance matrix of forecast
errors in order to obtain a set of coherent forecasts. It minimizes the mean squared
error of the coherent forecasts across the entire collection of time series under the
assumption that they are unbiased [3].

• Bayesian approach: as typical of this inferential paradigm, the central point is
to explore and exploit the posterior distribution of the reconciled forecast. The
distribution of the reconciled forecasts can be obtained by sampling from the
posterior predictive distribution using a Gibbs sampler. Using such techniques
it is possible to keep into account some prior belief about the component time
series, so that during the reconciliation step, more importance is given to the
more robust time series by taking into account the in-sample variance of each
base forecast [2].

• Ordinary or Weighted Least Square: the revised forecast at each node will be
a weighted average of the forecasts from all nodes. The weights are obtained
using linear regression, where all the independent forecasts (from all nodes) are
regressed against a set of dummy variables indicating which of the bottom-level
series contribute to each node[4]. The mean squared reconciliation error, com-
puted using the differences between the reconciled and independent forecasts, is
as small as possible. In the OLS case the P matrix is equal to (S′S)−1S′.
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3 Data

The data used are the Italian Covid-19 incidence (new daily confirmed cases) ob-
tained from the Github repository of the Protezione Civile agency. The data are daily
updated and the information are released on a province basis. The first considered
observation is recorded on 24th February 2020 and the last one on 3rd Novembrer
2020 for a total of 254 observations. The data are divided into two groups: the train-
ing set (from the first day until 14th October 2020 for 234 observations) and the test
set (from 15th October 2020 until the last day for 20 observations). The dataset is
made by 107 bottom-level time series, related to the Italian provinces.
Starting from these bottom level time series, a hierarchical structure has been created
looking at the italian administrative organization, so the provinces have been aggre-
gated into regions, the regions into the five macrozones partion and the macrozes
summed up to obtain the total. The original data are transformed applying a loga-
rithmic function. Due to the fact that the data are forecasted using models not well
performing on count data. In detail, for a single value xi the following transformation
is applied: xi = log(xi + ε).

4 Results

Each forecast and reconciliation method leads to different performances depending
on the level of the hierarchy on which we focus. The most interesting level, for the
purposes of the research, is the bottom-level series, that is the provinces. In over
70% of the 107 Italian provinces, the prediction adjusted by the reconciliation step
is more accurate, in terms of RMSE, than the basic prediction.

Table 1 Count of bottom-level series where a method over-performs the others

Method Count Method Count Method Count

Segmented 27 Ets + TD-GSF 4 Arima with cov. + TD-FP 2
Ets + OLS 13 Segmented + WLS 4 Segmented + TD-FP 1

Arima + TD-FP 10 Ets + WLS 3 Arima with cov. + OLS 1
Arima + Mint 9 Arima with cov. 3 Arima + TD-GSA 1

Ets + Mint 8 Arima 3 Arima + OLS 1
Ets + TD-FP 8 Ets + TD-GSA 3 - -

Arima with cov. + Mint 4 Ets 2 - -

Analyzing Table 1, it is possible to observe that the prediction method that most
often has the best performance is the segmented regression. However, it must be
considered that there are some Italian provinces in which the trend of Covid-19 daily
cases in the considered period has remained stable and close to 0 even in the test
period. Focusing on some of the larger Italian provinces, such as Rome (see Figure
1), the best score obtained without the reconciliation was of an RMSE equal to 0.59

718



6 Andrea Marcocchia, Serena Arima and Pierpaolo Brutti

(obtained applying segmented regression), while by inserting the reconciliation step,
a value of 0.15 is reached (the ETS method was used for the base forecast). This
behaviour is true for most of the bigger Italian provinces.
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Fig. 1 Forecasted and real values for Covid-19 time series in Rome

It is important to note that among the reconciliation approaches there is no tech-
nique that systematically performs better than others. It must be borne in mind that
the performance of the various series is profoundly different. Even at a higher level
of aggregation (regions, macrozones, ...) there are important differences in the be-
haviour, which make it difficult to identify a single method valid all over the series.

5 Future works

Given the high variability of methods that over-perform others on the bottom-level
time series, the construction of a method that, using a validation frame, is able to
identify the best model would be very useful. Reconciliation techniques that make
machine learning have recently been presented in the literature, and this could help
in solving the problem by providing more accurate predictions.
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Link between Threshold ARMA and tdARMA
models
Relazione tra modelli a soglia ARMA e modelli ARMA
con parametri dipendenti dal tempo

Guy Mélard and Marcella Niglio

Abstract In the present contribution, we propose a link between Threshold Au-
toregressive Moving Average (TARMA) and Time-Dependent ARMA (tdARMA)
models. We show that a proper parametrization allows to include the TARMA model
in the large class of tdARMA structures. The main advantage that can be obtained
from this result is the derivation of the asymptotic properties of the estimators of
TARMA parameters that can be obtained under weaker conditions with respect to
those in the available literature.
Abstract Nel presente contributo proponiamo una relazione tra modelli a soglia
autoregressivi media mobile (TARMA) e modelli ARMA con parametri dipendenti
dal tempo (tdARMA). Diamo evidenza che una opportuna parametrizzazione con-
sente di includere il modello TARMA nell’ampia classe dei modelli tdARMA. Il
principale vantaggio che può essere ottenuto da questo risultato, è la derivazione
delle proprietà asintotiche degli stimatori dei parametri TARMA che possono essere
ottenuti sotto condizioni più deboli di quelle disponibili in letteratura.

Key words: Threshold model, time-dependent ARMA model

1 Introduction

In time series analysis, the dynamic of data has often been modelled through the in-
troduction of time-dependent coefficient structures. Starting from [8] different pro-
posals have been given in this domain.
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In the present contribution, the attention is focused on some generalizations of the
ARMA structure where the dependence of the coefficients to the time is differently
modelled. More precisely we will start considering Threshold ARMA (TARMA)
models [10]:

Xt =
k

∑
i=1

[
p

∑
j=1

φ (i)
j Xt− j −

q

∑
j=1

θ (i)
j εt− j

]
I{Yt−d∈Ri}+ εt , (1)

where Xt is the variable of interest at time t, k is the number of regimes, the φ (i)
j ,

j = 1, ..., p, and θ (i)
j , j = 1, ...,q, are, respectively, the autoregressive and moving

average coefficients of the ARMA models for the i-th regime, i = 1, ...,k, Yt−d is
the threshold variable, d is the threshold delay, I{·} is an indicator function, Ri is a
subset of the real line such that R =

⋃k
i=1 Ri with Ri ∩Rs = /0, for i ̸= s, and {εt}

a sequence of independent and identically distributed (i.i.d.) random variables with
null mean and finite moments of order 4+ δ , δ > 0, with εt independent from Yt
and Yt a stationary and ergodic process.

Even if model (1) can be shortly described as “local linear ARMA” because,
within each regime, Xt follows an ARMA model, its overall structure is more
complex and goes beyond the linear domain. This is the reason why general re-
sults for the statistical properties of model (1), such as stationarity and ergodicity,
have only been faced for well-defined parametrizations with endogenous thresh-
old variable (Yt−d = Xt−d): [3], consider a simplified structure with θ (i)

j = θ j, for
j = 1, . . . ,q where, in other words, the moving average coefficients do not change
among regimes; [6] define sufficient conditions for the stationarity of model (1) with
p = 1 whereas more recently [4] focus the attention on the ergodicity of first-order
threshold ARMA processes (with p = q = 1).

As clarified before, in all cited literature the examined threshold model is charac-
terized by an endogenous threshold variable. It makes, at the same time, the model
less general with respect to model (1) but even more complex, when its dynamic
structure needs to be investigated.

A recent contribution in this domain is given in [2], where, differently from
model (1) the switching structure at known dates is related to an observed process
with values in a finite set.

In the following, we consider a further variant of (1) that allows connecting the
TARMA model to the large class of tdARMA models ([1]). We are going to present
the model, the main differences with respect to model (1), and how these differences
can support the estimation of the model parameters.

2 Threshold ARMA model

In (1), t is assumed to vary in Z, the set of integers.
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In the following we consider the process Xt starting at time t = 1, such that Xt = 0
and εt = 0 for t < 1.

A tdARMA model is defined by

Xt =
p

∑
j=1

φt jXt− j −
q

∑
j=1

θt jεt− j + εt , (2)

where the coefficients φt j, j = 1, . . . , p, and θt j, j = 1, . . . ,q, depend on a vector of
parameters β and εt is like above.

To better understand the relation between the TARMA and the tdARMA mod-
els, we introduce the following notation: let I (i)

t−d be a short form for the indicator
function I{Yt−d∈Ri}, such that I (i)

t−d = 1 if yt−d ∈ Ri and I (i)
t−d = 0 otherwise, for

i = 1, . . . ,k, model (1) can be written as (2) where

φt j(β ) =
k

∑
i=1

φ (i)
j I (i)

t−d , j = 1, . . . , p,

θt j(β ) =
k

∑
i=1

θ (i)
j I (i)

t−d , j = 1, . . . ,q,

and β = (φ (1)
1 , · · · ,φ (k)

p ,θ (1)
1 , · · · ,θ (k)

q ), with β ∈ B an open set of a Euclidean space
R(p+q)k and let β 0 (an interior point of B) be the corresponding vector of the true
parameters. Let et(β ) be the residual defined iteratively by

Xt =
k

∑
i=1

[
p

∑
j=1

φ (i)
j Xt− j −

q

∑
j=1

θ (i)
j et− j(β )

]
I{Yt−d∈Ri}+ et(β ), (3)

for t = 1,2, .... Following [5] and the notation of [7], model (2) can be iteratively
given as:

Xt(β ) =
t−1

∑
r=0

[
r

∑
s=0

(
r−s−1

∏
ℓ=0

JAt−ℓ(β )

)
K

(
s−1

∏
j=0

At−r+s− j(β 0)

)]
Et−r, (4)

where:

Xt
[(p+q)×1]

(β )=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

Xt
...

Xt−p+1
et(β )

...
et−q+1(β )

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

, At(β )
[(p+q)×(p+q)]

=

[
Φ t Θ̃ t
0

(q×p)
C

]
, Et

[(p+q)×1]
=

⎡

⎢⎢⎢⎢⎣

εt
0

[(p−1)×1]
εt
0

[(q−1)×1]

⎤

⎥⎥⎥⎥⎦
,

with:
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Φ t =

[
φt1 φt2 . . . φt p

I
(p−1)

0
(p−1)×1

]
, Θ̃ t =

[
θt1 θt2 . . . θtq

0
(q−1)×q

]
, C=

⎡

⎣
0

[1×(q−1)]
0

I
(q−1)

0
[(q−1)×1]

⎤

⎦ ,

whereas I is the identity matrix, 0 a null vector or matrix, K = [ku,v], for u,v =
1, . . . ,(p+ q), is a null matrix with two elements replaced with k1,1 = k(p+1),1 = 1
and J = [ ju,v] is an identity matrix with two elements replaced with j1,1 = 0 and
j(p+1),1 =−1.

Given these results, model (4) can be shortly written as:

Xt(β ) =
t−1

∑
r=0

Ψtr(β )Et−r, (5)

with Ψtr(β ) = ∑r
s=0

(
∏r−s−1

ℓ=0 JAt−ℓ(β )
)

K
(

∏s−1
j=0 At−r+s− j(β 0)

)
.

Finally note that the results given in this section for the TARMA model with
exogenous threshold variable can be applied to the case where the threshold variable
is endogenous, Yt−d = Xt−d , and, in our knowledge, it is a novelty that has not been
considered in the cited literature. Note also that this section (and the next one) can
be written also for a vector TARMA model (VTARMA), see e.g. [9].

3 MA representation of the TARMA model

The notation introduced in Section 2 allows obtaining the MA representation of
et(β ). In fact, noting that et(β ) is the (p+1)-th element in Xt(β ), then:

et(β ) =
t−1

∑
r=1

ψtr(β )εt−r. (6)

with ψtr(β ) = U′
p+1Ψtr(β )U1, where U1 and Up+1 are two [(p+q)×1] null vectors

with the first and the (p+1)-th elements replaced with 1 respectively and U′
p+1 the

transpose of Up+1.
It is then possible to obtain the first three derivatives of et(β ) with respect to the

elements of β , e.g. for the first-order derivative with respect to βi, i = 1, ...,m, where
m = (p+q)k,

∂et(β )
∂βi

=
t−1

∑
r=1

ψtir(β )εt−r, (7)

where
ψtir(β ) =

∂ψtr(β )
∂βi

. (8)

Then we let ψtir =ψtir(β 0). Starting from here, we restrict the TARMA model to the
case of a strictly exogenous variable Yt−d . Otherwise, in the case of a TARMA with
an endogenous threshold variable, the coefficients ψtir will be random variables.
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Given the first three derivatives of et(β ) like in (7) and using the results in [5]
and [7] for homoscedastic tdVARMA models, we can obtain, under the conditions
A1-A6 in [7], see the Appendix, quasi maximum likelihood estimators for β whose
asymptotic properties are derived.

These conditions can be checked under relatively weak assumptions on the
TARMA model except A4. Indeed, A1 and A3 are trivially true, and it can be seen
that A2, A5, and A6 are verified if the k ARMA models involved in (1) are station-
ary and invertible, by proceeding like in [7]. This is because the Frobenius norm
of the products in (4) can then be bounded by a power of some constant Φ < 1 by
using properties of the eigenvalues of companion matrices.

It is unfortunately not possible to check (A4): it remains a condition. A natural
requirement is that the k ARMA models involved in (1) are identifiable (so each of
them has no common root for their autoregressive and moving average polynomials)
but it is not enough to guarantee the existence and invertibility of the information
matrix.
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Appendix: the assumptions of [7]

.
We use the notations introduced in Sections 2 and 3. We consider a homoscedas-

tic tdVARMA model of dimension ℓ (equal to p+ q above) and denote Σ the co-
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6 Guy Mélard and Marcella Niglio

variance matrix of the innovations Et supposed to be invertible (this is not the case
here).

We suppose
(A1) that the coefficient matrices Φti(β ) et Θt j(β ) are of class C3 in β in an open

set B which contains the true value β0;
(A2) denoting ∥.∥F the Frobenius norm of a matrix, that there exist positive con-
stants Nl , l = 1, ...,4, and 0 < Φ < 1 such that, for ν = 1, ..., t −1, and i = 1, ...,m,
∑t−1

r=1 ∥Ψtr∥2
F < N1, ∑t−1

r=1 ∥Ψtr∥4
F < N2, ∑t−1

r=ν ∥Ψtir∥2
F < N3Φν−1, ∑t−1

r=ν ∥Ψtik∥4
F <

N4Φν−1 and three others for second and third order derivatives;
(A3) κ = E

(
vec(EtET

t )vec(EtET
t )

T ) = E
(
(EtET

t )⊗ (EtET
t )

)
exists and does not

depend on t;
(A4) the limits limn→∞

1
n ∑n

t=1 Eβ0

(
∂ET

t (β )
∂βi

Σ−1 ∂Et (β )
∂β j

)
=Vi j exist for i, j = 1, ...,m,

where the matrix V = (Vi j)1≤i, j≤m is strictly positive definite;
(A5) 1

n2 ∑n−1
d=1 ∑n−d

t=1 ∑t−1
r=1 ∥Ψtir∥F

∥∥∥Ψt+d, j,r+d

∥∥∥
F
= O

( 1
n
)
, i, j = 1, ...,m;

(A6) Similarly

1
n2

n−1

∑
d=1

n−d

∑
t=1

[
t−1

∑
r=1

M jiT
t0rrΞ(Σ)Mi j

tdrr +
t−1

∑
r1=1

t−1

∑
r2=1

M jiT
t0r2r1

Kℓ,ℓ(Σ ⊗Σ)Mi j
tdr1r2

+
t−1

∑
r1=1

t−1

∑
r2=1

M jiT
t0r2r1

(Σ ⊗Σ)Mi j
tdr2k1

]
= O

(
1
n

)
,

with a commutation matrix Kℓ,ℓ, Ξ(Σ) = κ −vec(Σ).vec(Σ)T −(Σ ⊗Σ)−Kℓ,ℓ(Σ ⊗
Σ), and, for r′,r′′ = r,r1,r2, Mi j

t f r′r′′ = vec(Ψ T
t+ f ,i,r′+ f Σ−1Ψt+ f , j,r′′+ f ), f = 0,d, i, j =

1, ...,m.
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Bayesian nonparametric prediction: from
species to features
La previsione in Statistica Bayesiana nonparametrica:
modelli di specie e generalizzazioni

Lorenzo Masoero, Federico Camerlenghi, Stefano Favaro and Tamara Broderick

Abstract In species sampling models, observations represent the species’ labels of
distinct animals in a population. Feature sampling models generalize species sam-
pling models by allowing every observation to belong to more than one species,
now called features. In the present paper we review some results to face prediction
in the species sampling framework via Bayesian nonparametric tools. We then move
to introduce the most recent results on prediction in the context of feature models,
first discussed in [17] and further developed here. We conclude with a discussion on
possible future developments.
Abstract Nei modelli di specie, le osservazioni rappresentano le specie degli an-
imali all’interno di una popolazione. Un’importante generalizzazione dei mod-
elli di campionamento di specie si ottiene quando ogni osservazione può ap-
partenere a più specie contemporaneamete, che ora prendono il nome di caratter-
istiche. Nel presente lavoro, faremo una rassegna dei principali risultati sulla pre-
visione nell’ambito dei modelli di campionamento di specie, con approccio di tipo
Bayesiano nonparametrico. Successivamente, introdurremo i risultati più recenti
sulla previsione per modelli di caratteristiche; tali risultati sono stati dimostrati in
[17] e qui vengono ulteriormente sviluppati. Per concludere, delineeremo alcuni
importanti problemi aperti.

Lorenzo Masoero
Massachusetts Institute of Technology, 32 Vassar Street, Cambridge, MA 02139, USA. e-mail:
lom@mit.edu

Federico Camerlenghi
Department of Economics, Management and Statistics, University of Milano - Bicocca, Piazza
dell’Ateneo Nuovo 1, 20126 Milano, Italy. e-mail: federico.camerlenghi@unimib.it

Stefano Favaro
Department of Economics and Statistics, University of Torino, Corso Unione Sovietica 218/bis,
10134 Torino, Italy. e-mail: stefano.favaro@unito.it

Tamara Broderick
Massachusetts Institute of Technology, 32 Vassar Street, Cambridge, MA 02139, USA. e-mail:
tbroderick@csail.mit.edu

1

727

mailto:lom@mit.edu
mailto:federico.camerlenghi@unimib.it
mailto:stefano.favaro@unito.it
mailto:tbroderick@csail.mit.edu


2 Lorenzo Masoero, Federico Camerlenghi, Stefano Favaro and Tamara Broderick

Key words: Prediction, exchangeability, species models, feature models, Indian
Buffet process

1 Introduction

“Science cannot limit itself to theorize about accomplished facts but must foresee”.
As emphasized by B. de Finetti [6] here, one of the fundamental goals of Statistics
consists in predicting the outcome of a certain experiment given n analogous obser-
vations. In the present paper, we discuss and review how the problem of prediction
is performed in the Bayesian nonparametric literature for two distinct frameworks:
species sampling models and feature sampling models. In particular we would like
to show the most recent findings in the context of feature models. We also point out
some important open problems.

To fix the notation, we consider a sequence of observations Z1,Z2, . . . defined on
a common probability space (Ω ,A ,P) and taking values in a Polish space Z, which
is assumed to be endowed with a Borel σ -field Z . We further indicate by PZ the
set of all probability measures on the space (Z,Z ). In species sampling models,
each data point represents an individual and Zi stands for the species’ label of the
ith individual. There are a lot of contributions to face prediction within the species
framework, especially to estimate the number of new species that will appear in fu-
ture samples. See, e.g., [9, 4, 18] for the frequentist approach, and [15, 20] for a
Bayesian nonparametric framework.
Feature allocation models generalize species sampling models by allowing each
individual to belong to more than one species, now called features. Each individ-
ual displays an unknown finite set of features selected from a countable collec-
tion, more precisely Zi may be conveniently represented as a counting measure
Zi = ∑k≥1 ak,iδxk , where {xk}k≥1 is the infinite collection of features while ak,i = 1
if ith individual belongs to the kth feature, ak,i = 0 otherwise. Feature models first
appeared in ecology when animals are captured using traps and each observation is
an incidence vector collecting the presence or absence of each species in the traps,
see, e.g., [2] and [3]. These models found applications in other areas, such as in
biosciences (see, e.g., [13]), in the analysis of choice behaviour arising from psy-
chology, marketing and computer science [10], etc. See [1] and references therein.
These models found important applications in genetics, where a feature is inter-
preted as a variant with respect to a reference genome. Researchers have developed
a wide range of approaches for predicting the number of new features, often inter-
preted as amount of new genetic variation, in a follow-up study, when a pilot study
is available. See, e.g., [12, 13, 21]. A full Bayesian nonparametric approach to face
prediction in the context of feature models has been developed in [17].

In order to perform prediction, both for species and feature models, one has to
assume a kind of similarity or analogy across data. In the Bayesian nonparametric
literature, exchangeability is the simplest form of homogeneity across data. This no-
tion has been introduced by de Finetti [7], and it amounts to assuming that the distri-
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bution of the sequence {Zi}i≥1 is invariant under finite permutations of its elements.
Thanks to the de Finetti representation theorem, this is tantamount to assuming that
there exists a probability measure γ on PZ such that

P(Z1 ∈ A1, . . . ,Zn ∈ An) =
∫

PZ

n

∏
i=1

p(Ai)γ(dp) (1)

for any A1, . . . ,An Borel sets in Z and for any n ≥ 1. Equation (1) can also be
rephrased as follows: Zi

iid∼ p̃ where p̃ is a random probability measure with distri-
bution γ .

The rest of the paper is structured as follows. In Section 2 we review some impor-
tant results for prediction in species sampling model. Section 3 contains our most
recent findings to face prediction for feature models. We conclude with a discussion,
pointing out some interesting lines of research we are investigating.

2 Prediction for species sampling models

Lijoi et al. (2007) [15] developed a useful Bayesian nonparametric approach to face
prediction in the context of species sampling models. Assume that Z1, . . . ,Zn is
a sample of size n, they faced the problem of estimating how many new species
will be discovered in a future sample of arbitrary size. More precisely, denoting by
Zn+1, . . . ,Zn+m an additional sample of size m, in [15], the authors investigated the
random quantity K(n)

m , which counts the number of distinct species in Zn+1, . . . ,Zn+m
that have not been recorded in Z1, . . . ,Zn. The authors focused on a very large class
of priors, called Gibbs-type priors [8]; among them we find the noteworthy Pitman–
Yor process [19]. The Pitman-Yor random probability measure p̃ is characterized
by two parameters σ ∈ (0,1) and θ > 0, and it can be defined via a stick-breaking
procedure. More precisely, it equals p̃ = ∑ j≥1 π̃ jδZ∗

j
, with

π̃1 =V1, π̃ j =Vj

j−1

∏
i=1

(1−Vi) for j ≥ 2,

where the (Z∗
j ) j≥1’s are i.i.d. random variables taking values in (Z,Z ), with com-

mon distribution P0, and the Vi’s are independent Beta random variables with pa-
rameters (θ + iσ ,1−σ). In addition the sequences (Vi)i≥1 and (Z∗

i )i≥1 are assumed
to be independent. We would like to recall the results of [15] for the Pitman–Yor
case.

Proposition 1. Under a Pitman–Yor model, the posterior distribution of K(n)
m can be

expressed as

P(K(n)
m = k|Z1, . . . ,Zn) =

(θ +1)n−1

(θ +1)n+m−1
·

∏ j+k−1
i= j (θ + iσ)

σ k C (m,k;σ ,−n+ jσ),
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where k ∈ {0,1, . . . ,m}, C (n,k;σ ,γ) := 1
k! ∑k

j=0(−1) j(k
j
)
(−σ j− γ)n is the noncen-

tral generalized factorial coefficient, and j is the number of distinct species out of
the sample (Z1, . . . ,Zn).

Here the posterior distribution of K(n)
m is analytically tractable and available in closed

form. Starting from the contribution of Lijoi et al. [15], prediction via Bayesian non-
parametric tools has been faced for many other quantities of interest in the context of
species sampling problems (see, e.g., [16] and [5]). It seems natural to extend these
results to feature models: we will discuss prediction within the features’ framework
in the next section.

3 Prediction for feature models

Few results on prediction are available for feature sampling models from a Bayesian
nonparametric viewpoint. In this case, we assume that the observations {Zi}i≥1 are
modeled as Bernoulli processes, that is to say

Zi := ∑
k≥1

ai,kδx̃k , (2)

and the ai,k’s in (2) are independent Bernoulli random variables with parameter τ̃k,
i.e., ai,k|µ̃

ind∼ Bern(τ̃k), conditionally on the realization of a measure µ̃ , which works
as a prior distribution. The random measure µ̃ is supposed to be almost surely dis-
crete, i.e., µ̃ = ∑k≥1 τ̃kδx̃k . We assume that µ̃ is a Beta process, i.e. x̃k

iid∼ Unif(0,1)
and the τ̃ks are drawn from a Poisson point process with intensity

ρ(s) = α Γ (1+ c)
Γ (1−σ)Γ (c+σ)

s−σ−1(1− s)c+σ−1 1(0,1)(s) (3)

where α > 0, c > −σ and σ ∈ (0,1). See [11]. The predictive distribution for this
model has been nicely investigated by James (2017) [14] in a more general frame-
work. However James (2017) [14] focused on singular predictive inference, i.e. on
the outcome of the next observation Zn+1 given the past Z1, . . . ,Zn. Here and in [17],
we are able to investigate the more general situation of m-step ahead prediction, i.e.,
to predict the outcome of the next m observations Zn+1, . . . ,Zn+m, given the initial
sample Z1, . . . ,Zn, where m ≥ 1 is arbitrary. Here we would like to investigate three
different statistics:

• K(n)
m : the total number of hitherto unseen features that will be selected in the

additional sample of arbitrary size m;
• M(n)

m,r: the number of new features out of Zn+1, . . . ,Zn+m that have been observed
with frequency r in the additional sample;

• O(n)
m, j: the number of features out of Zn+1, . . . ,Zn+m coinciding with the j-th dis-

tinct feature, say x j, observed in the initial sample Z1, . . . ,Zn.
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It is possible to prove the following.

Theorem 1. Let {Zi}i≥1 be a Bernoulli process, whose prior is a Beta process µ̃ .
Then we have the following distributional results:

K(n)
m |Z1, . . . ,Zn ∼ Poiss

(
α

m

∑
h=1

(c+σ)n+h−1

(c+1)n+h−1

)
,

M(n)
m,r|Z1, . . . ,Zn ∼ Poiss

(
α
(

m
r

)
(1−σ)r−1(c+σ)n+m−r

(c+1)n+m−1

)
,

O(n)
m, j|Z1, . . . ,Zn ∼ BeB(m;m j −σ ,n−m j + c+σ),

where Poiss denotes the Poisson distribution, whereas BeB is the Beta-Binomial
distribution, i.e., a Binomial random variable with parameters (m, π̃), and π̃ is the
random probability of success, distributed as Beta(m j −σ ,n−m j + c+σ).

The previous results concerning K(n)
m and M(n)

m,r have been presented in [17] to face
prediction of genetic variants, while the distributional result on O(n)

m, j is new and it

can be proved by exploiting the probability generating function of O(n)
m, j. It is also

possible to determine asymptotic properties for all the statistics discussed there. See
[17] for details on K(n)

m and M(n)
m,r. Moreover, we are able to study the asymptotic

behavior of O(n)
m, j, in particular one can prove that O(n)

m, j/m|Z1, . . . ,Zn
a.s.−→ π̃ , as m →

+∞, where π̃ ∼ Beta(m j −σ ,n−m j + c+σ); finally O(n)
m, j satisfies the following

central limit theorem

O(n)
m, j −mπ̃

√
mπ̃(1− π̃)

∣∣∣Z1, . . . ,Zn
d−→ N(0,1) as m →+∞.

4 Discussion

In the present paper we discussed how prediction problems are performed via
Bayesian nonparametric tools. We briefly reviewed the literature for species sam-
pling models to introduce the new results we have found in the context of feature
models (see Theorem 1). The Bayesian nonparametric framework is pretty natural
to face m-step ahead prediction, thus solving a fundamental problem of Statistics.
The results presented in Section 3 are particularly useful in many applied context,
such as in genetics (see [17]). We finally point out that the distribution of K(n)

m , in
the context of features, depends on the initial sample Z1, . . . ,Zn only via the sample
size n, while, in the context of species, K(n)

m is a function of both n and the number
of distinct values appearing in the sample, i.e., j. Thus, a question arises: in the con-
text of features, is it possible to enrich the predictive structure, exploiting the whole
information contained in the sample to perform prediction? This is a question we
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are trying to answer by choosing a different prior for µ̃ . Finally, the problem of pre-
diction in presence of multiple-sample information is still open and merits further
investigation. In genetics, e.g., this is useful to deal with observations coming form
different tissues of the same organism.
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A framework for filtering in hidden Markov
models with normalized random measures
Filtraggio di modelli di Markov nascosti in presenza di
misure aleatorie normalizzate

Filippo ASCOLANI, Antonio LIJOI, Igor PRÜNSTER and Matteo RUGGIERO

Abstract The vast majority of explicitly available posterior characterizations in
Bayesian nonparametrics refer to the exchangeable case, a restrictive assumption
for time-dependent phenomena. Alternative formulations that accommodate partial
exchangeability include hidden Markov models (HMMs), where the exact deriva-
tion of the posterior distribution given data collected at past times (optimal filtering)
remains a challenging task. Here we outline a general framework based on duality
for the analysis of HMMs which feature normalized random measures. The poste-
rior tractability is ensured by combining certain projective properties of the infinite-
dimensional distributions involved with the existence of a suitable duality relation
between the hidden signal and an appropriate death process. Under these conditions,
the filtering distributions are all finite mixtures, paving the way for closed form in-
ferential strategies.
Abstract I risultati analitici disponibili nel campo della statistica Bayesiana non-
parametrica riguardano perlopiù il caso scambiabile, in cui la distribuzione deli
dati è invariante rispetto a permutazioni finite. Poichè questa assunzione non è
adatta per studiare fenomeni dinamici, sono state proposte molte alternative per
i modelli di Markov nascosti. In questo lavoro proponiamo una classe generale che
è dotata di grande trattabilità analitica, grazie a una relazione di dualità tra il
segnale nascosto e un opportuno processo di Markov.
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Key words: Bayesian nonparametrics, hidden Markov models, duality, optimal fil-
tering, completely random measures, partially observed Markov processes

1 Completely random measures and hidden Markov models

The standard Bayesian nonparametric specification for exchangeable data is

Yi | X iid∼ X , X ∼ Π , (1)

where observations Yi live in a Polish space Y with Borel sigma algebra Y , and Π is
a distribution on the space PY of probability measures on (Y,Y ) that plays the role
of the prior. A general approach to construct such priors considers suitable transfor-
mations of completely random measures (CRMs); see [5, 6]. Denote by (Ω ,F ,P)
a probability space and by MY the space of boundedly finite measures on (Y,Y ),
with corresponding Borel sigma algebra MY.

Definition 1. A measurable function µ from (Ω ,F ,P) to (MY,MY), is a com-
pletely random measure if, for any disjoint collection A1, . . . ,An ∈ Y , the random
variables µ(A1), . . . ,µ(An) are mutually independent.

In this work we focus on CRMs without deterministic drift and fixed points, so that
µ can be characterized through the Lévy-Khintchine representation of its Laplace
transform

E
[
e−λ µ(A)

]
= e−P0(A)ψ(λ ), ψ(λ ) :=

∫

R+

∫

Y
(1− e−λ s)v(ds,dy), A ∈ Y ,λ > 0,

where v is a measure on R+×Y satisfying
∫
R+

∫
A min{1,s}v(ds,dy) < ∞, A ∈ Y ,

called Lévy intensity, and ψ(λ ) is the Laplace exponent. Here we will focus on
homogeneous intensities v(ds,dy) = ρ(ds)α(dy), where ρ is a measure on R+ and
the intensity of jumps does not depend on the jump location, and we further assume
α is a finite non-atomic measure on Y, with normalized version P0(·) = α(·)/α(Y).
Typical examples are the gamma process, whereby v(ds,dy) = s−1e−sdsα(dy), and
the σ -stable process, whereby v(ds,dy) = (Γ (1−σ))−1σs−1−σ dsα(dy), for 0 <
σ < 1.

The following class of models is due to [9].

Definition 2. Let µ be a CRM such that 0 < µ(Y) < ∞ almost surely. Then
p(·) = µ(·)/µ(Y) is called normalized random measure with independent incre-
ments (NRMI).

In the following we will further assume v(R+ ×Y) = ∞ and ψ(λ ) < ∞ for any
positive λ , that guarantee almost sure finiteness and positivity of µ(Y). The class
of NRMIs is large and encompasses many priors of interest: for example, the well-
known Dirichlet process can be defined as a normalized gamma process. Moreover,
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the class of NRMIs enjoys a certain degree of analytical tractability, that makes pos-
terior inference feasible (see [4]). In addition, a NRMI p admits the representation
as discrete measure

p = ∑
j≥1

WjδZ j , Z j
iid∼ P0,

with the weights {Wj} independent from the locations {Z j}. A sample (Y1, . . . ,Yn)
will therefore yield ties with positive probability, and can be represented by the
unique observed values (Y ∗

1 , . . . ,Y
∗
k ) with associated multiplicities m=(m1, . . . ,mk)∈

Zk
+.

A natural extension of (1), that accommodates a partially exchangeable frame-
work where observations are collected at different times 0 = t0 < t1 < .. . , is given
by

Y i
tn | Xtn

iid∼ Xtn , i = 1, . . . ,ntn , X ∼ Q, (2)

where X = {Xt : t ≥ 0} and Q is the law of a stochastic process indexed by R+

with state space PY. If Xt is a Markov process, then (2) is a hidden Markov model
(HMM) (see [3]), and we denote by Q0 the initial distribution of the process and by
Pt its transition function. For brevity, let Yk := Ytk and Y0:n := (Y0, . . . ,Yn). The main
objects of interest are the update operator UY , that returns the posterior distribution
given observations Y at a fixed time, and the prediction operator, defined as applied
to measures ξ by

Pt(ξ )(dx′) =
∫

ξ (dx)Pt(x,dx′). (3)

The so-called filtering distribution Pn := L (Xtn | Y0:n) can then be obtained recur-
sively by considering P0 = UY0(Q0) and, for n ≥ 1, Pn = UYn

(
Ptn−tn−1(Pn−1)

)
.

2 A general framework for optimal filtering

We provide general requirements on Q that lead to computing explicitly the filter-
ing distributions. Let XK

t := (Xt(A1), . . . ,Xt(AK)) be the projection of Xt over an
arbitrary measurable partition A1, . . . ,AK of Y.

We make the following assumptions:

A1 Q0 is induced by a NRMI with Lévy intensity v.
A2 Q is such that L

(
XK

t | X0 = x
)
= L

(
XK

t | XK
0 = xK), for any partition of K

elements.
A3 Denoting by πK the distribution of XK

0 and by PK
t the transition function in-

duced by Q relative to the partition, we assume πK is reversible with respect
to PK

t , i.e. πK(dx)PK
t (x,dx′) = πK(dx′)PK

t (x′,dx). Moreover, we assume PK
t

admits a strictly positive transition density.
A4 The distribution of XK

t given (Y 1
t , . . . ,Y n

t ) has density h(xK ,Y ∗,m)πK(xK) for a
suitable function h(·), that depends on the unique values Y ∗ and multiplicities
m ∈ Zk

+. We assume XK
t is dual to a time-homogeneous death process Mt on
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Zk
+, that is

E
[
h(XK

t ,Y ∗,m) | XK
0 = xK]= E

[
h(xK ,Y ∗,Mt) | M0 = m

]
.

We denote by pm,n(t) the transition probabilities of Mt , with m ∈ Zk
+, n ∈ L(m)

and L(m) = {n | n ≤ m}, where n ≤ m if n j ≤ m j for any j = 1, . . . ,k.

Example 1. Define the transition Pt(x,dx′) = e−β tδx(dx′)+(1−e−β t)Q0(dx′). Then
A1–A3 are immediately verified, while A4 reads

E
[
h(XK

t ,Y ∗,m) | XK
0 = xK]= e−β th(xK ,Y ∗,m)+1− e−β t ,

so that pm,m(t) = 1− pm,0(t) = e−β t .

Example 2. The HMM induced by the Fleming–Viot process (see [8]) satisfies A1–
A4 with Q0 being the law of a Dirichlet process. Indeed, even if its transition func-
tion is known up to an infinite series, [7] proved that the projections are dual to a
pure death process with rates (m j/2)(α(Y)+ |m|−1), |m|= ∑k

j=1 m j, for jumping
from m to m−e j, where e j denotes the vector of all zeroes except the j-th element.
See [2] for an investigation of the predictive properties of this model.

Notice that, except for A1, the above requirements regard the finite-dimensional
projections, typically more tractable especially in terms of transition functions. In
this respect, note that NRMIs includes three classes of random measures for which
the distribution of the projections is known explicitly (Dirichlet, normalized inverse-
Gaussian and normalized stable processes).

3 Main results

In this Section we show how the tractability of NRMIs can be combined with duality
in A4 to prove explicit a priori and a posteriori properties.

3.1 Prior properties

The first result shows that the invariance property of the projections extend to the
distribution Q0 itself.

Proposition 1. Consider (2) with Q satisfying A1–A4. Then Q0 is the invariant mea-
sure for the stochastic process with transition Pt .

Proof. It follows from A3, since L (XK
t )(dx′) =

∫
πK(dx)PK

t (dx,dx′) = πK(dx′)
and the fact that random measures are characterized by their finite dimensional dis-
tributions. ⊓E
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Hence if X0 ∼ Q0, Xt ∼ Q0 as well, and before conditioning on the data the same
Bayesian nonparametric model for exchangeable data as in (1) is propagated to each
time t.

Since Q is the law of a collection of random probability measures, one is immedi-
ately interested in the support properties. The weak support is the smallest closed set
in the Borel sigma algebra B{PR+

Y }, generated by the product topology of weak
convergence, and can be seen as a measure of flexibility: indeed, each neighborhood
of an element of the support has positive probability under Q. The next proposition
shows that our proposal yields a full weak support, relative to the support of P0.

Proposition 2. Let S be the support of P0. Then the weak support of a model satis-
fying A1–A4 is given by PR+

Y (S).

Proof. The marginal law Q0 has weak support PY(S). Then the result follows as
for Proposition 1 in [2] using A2. ⊓E

When dealing with temporal data, it is often of interest to quantify the dependence
between measures at different times. A simple way consists in using the correlation
between the observables, that in this case can be computed exactly, as the next result
highlights.

Proposition 3. Consider (2) with Q satisfying A1–A4. Then

Corr
(

Y i
t ,Y

j
t+s

)
=−p1,1(s)

∫

R+

u
{

d2

du2 ψ(u)
}

e−ψ(u) du.

In particular Corr
(

Y i
t ,Y

j
t+s

)
≥ 0 for any t and s.

Proof. Since Xt is almost surely discrete we have Corr(Y i
t ,Y

j
t+s) = P(Y i

t = Y j
t+s) =

p1,1(s)P(Y i
t =Y j

t ). The latter is recovered from a reasoning similar to Proposition 2
in [4]. ⊓E

Considering for instance Example 1, with Q0 being the law of a Dirichlet process,
the formula reduces to Corr(Y i

t ,Y
j

t+s) = e−β t/(α(Y)+1).

3.2 Posterior properties

As shown in Proposition 1, at each fixed time t we have a sampling model as in
(1) with the marginal law Q0 in place of Π . We denote by H(· | m) the associated
posterior distribution given data Y , with unique values Y ∗

1 , . . . ,Y
∗
k and multiplicities

m. In the notation of Section 1, UY (Q0)(dx) = H(dx | m).
The next result shows that the prediction operator yields a finite mixture of such

distributions.
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Theorem 1. Consider model (2) with Q satisfying A1–A4. Then

Pt (H(dx,m)) = ∑
n∈L(m)

pm,n(t)H(dx,n)

Proof. Given an arbitrary partition, from A2 and A3 we have L (XK
t | m)(dx′) =∫

PK
t (x,dx′)h(dx,Y ∗,m)πK(dx)= πK(dx′)E

[
h(XK

t ,Y ∗,m) | XK
0 = x′

]
. The result now

follows from A4. ⊓E

For instance, in the case of Example 1, it reads Pt (H(dx,m)) = e−β tH(dx,m)+
(1− e−β t)Q0(dx).

Thanks to linearity of the prediction operator, the filtering distributions can be
derived explicitly.

Theorem 2. Consider (2) with Q satisfying A1–A4. Given unique values Y ∗
1 , . . . ,Y

∗
k

it holds
L (X0 | Y0) = H(dx | n0),

with n0 multiplicities of Y0. Moreover, there exist Mn ⊂Zk
+ and weights wn such that

L (Xtn | Y0:n) = ∑n∈Mn
wnH(dx | n).

Proof. Since prediction operator (3) is linear, we apply the same reasoning of Propo-
sition 2.3 in [7]. ⊓E

Since Q0 is a NRMI, the posterior distribution H(· | n) is analytically tractable, at
least conditionally to a suitable latent variable (see Theorem 2 in [4]). Thus, thanks
to the finiteness of the mixture, devising conditional or marginal algorithms for sam-
pling becomes a feasible operation. The results will be detailed and developed in [1].
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On the convex combination of a Dirichlet
process with a diffuse probability measure
Sulla combinazione convessa di un processo di Dirichlet
con una misura di probabilità diffusa

Camerlenghi Federico and Corradin Riccardo and Andrea Ongaro

Abstract The Dirichlet process is a discrete nonparametric prior, widely used in
Bayesian nonparametrics. As a consequence of the almost sure discreteness, a sam-
ple from the Dirichlet process may display ties with positive probability, and each
observed value has always positive probability to be observed again. In some real
problems, this property may be too restrictive or unrealistic. We propose a convex
combination of a Dirichlet process with a diffuse probability measure to overcome
this possible limitation. We finally discuss an application to text data.
Abstract Il processo di Dirichlet è una misura di probabilità aleatoria largamente
usata in ambito Bayesiano nonparamterico. Dal momento che esso è un processo
quasi certamente discreto, un campione estratto da un processo di Dirichlet può
contenere osservazioni uguali con probabilità positiva, inoltre ogni valore del cam-
pione ha sempre una probabilità positiva di essere riosservato. In talune appli-
cazioni, quest’ultima proprietà potrebbe essere troppo restrittiva od irrealistica.
Di conseguenza, per superare questa limitazione, proponiamo l’uso di una combi-
nazione convessa tra un processo di Dirichlet ed una misura di probabilità diffusa.
Per concludere, discuteremo un’applicazione del modello a dati testuali.

Key words: Dirichlet process, Bayesian nonparametrics, Hapax legomena, Unique
values, Convex combination
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1 Introduction

The Dirichlet Process (DP) is a combinatorial stochastic process, early introduced
by Ferguson [3]. Due to its mathematical tractability and flexibility, it is commonly
used in a large variety of applications, and nowadays its distribution is a natural
choice to model the prior opinion in Bayesian nonparamterics.

Let X be a Polish space, endowed with its Borel σ -field X . Let Q0(·) be a dif-
fuse probability measure defined on the measurable space (X,X ). There are several
equivalent definitions and representations of the DP, the stick-breaking construc-
tion is arguably one of the most popular representations in terms of computational
convenience. More precisely a DP is an almost surely discrete random probability
measure p̃ which equals

p̃(·) =
∞

∑
j=1

p jδXj(·),

where {p j} j≥1 is a sequence of random weights with ∑∞
j=1 p j = 1 a.s., and {Xj} j≥1

is a sequence of random elements i.i.d. from Q0(·), where {p j} j≥1 is independent of
{Xj} j≥1. Moreover the distribution of the sequence of weights {p j} j≥1 is described
by the one-parameter GEM distribution, i.e. p̃1 := V1 and p̃ j := Vj ∏ j−1

r=1(1−Vr),

as j ≥ 2, where Vj
iid∼ Beta(1,α) and α > 0. In the sequel, we will write p̃ ∼

DP(α ,Q0(·)), where α is termed mass parameter of the process, and it plays the
role of a concentration parameter, and Q0(·) is the centering measure. For an exten-
sive discussion on the DP and its properties, see e.g. [4].

If we now consider a sample from a Dirichlet process, i.e. X1, . . . ,Xn| p̃
iid∼ p̃ and

p̃ ∼ DP(α,Q0(·)), thanks to the almost sure discreteness of p̃, one may observe ties
among the Xis. This is appreciable from the predictive distribution of a DP, which
describes a generalized Pólya Urn sampling scheme [1]. In order to have a glimpse
on this, we will denote by X∗

1 , . . . ,X
∗
k the k ≤ n distinct values out of the sample

(X1, . . . ,Xn), and by n1, . . . ,nk the respective frequencies. The distribution of the
Xn+1 element, given X1, . . . ,Xn is equal to

P(Xn+1 ∈ A | X1, . . . ,Xn) =
α

α +n
Q0(A)+

k

∑
j=1

n j

α +n
δX∗

j
(A), A ∈ X ,

from which it is apparent that the jth unique value X∗
j has positive probability, which

equals n j/(α +n), to be sampled again at the (n+1)th sampling step. In some spe-
cific application, there are observations which appear only once in the sample and
cannot be observed again. Thus, in Section 2, we introduce a suitable modification
of the Dirichlet process in order to handle these specific situations. We also describe
the distribution of the random partition induced by the data. Finally, in Section 3,
we discuss how our proposal is useful in the context of text data.
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2 Convex combination of the DP with a diffuse measure

We aim to derive an extension of the DP to the case where, out of a sample
X1, . . . ,Xn, a subset of the realizations have null probability of being sampled again.
To this end, we consider a convex combination of the DP with a diffuse probability
measure Q0(·), where Q0(·) equals the centering measure of the DP. We then obtain
a new process q̃ of the form

q̃(·) = β p̃(·)+(1−β )Q0(·). (1)

When we consider X1, . . . ,Xn|q̃
iid∼ q̃, then each Xi can be sampled from p̃, with prob-

ability β , and from Q0 with probability 1−β . In the latter case, Xi is sampled from
a diffuse measure and it cannot be selected again, i.e. it is observed only once in
a sample of arbitrary size. We now denote by X1, . . . ,X∗

k the unique values in the
sample (X1, . . . ,Xn) from q̃. We further indicate by τ1 the latent number of ele-
ments sampled from the diffuse term Q0(·). We can characterize the exchangeable
partition probability function (EPPF) of X1, . . . ,Xn and τ1, which is the probability
to observe a partition of the sample into k sets of distinct values with frequencies
n1, . . . ,nk. See [8] for further details. We are now able to describe the EPPF of the
model in the following proposition.

Proposition 1 Let X1, . . . ,Xn be a sample form a random probability measure
q̃(·) = β p̃(·)+ (1− β )Q0(·), with p̃ ∼ DP(α,Q0(·)). The joint distribution of the
partition induced by the observations and τ1 equals

Π (n)
k,τ1

(n1, . . . ,nk) =

(
k1

τ1

)
β n−τ1(1−β )τ1

αk−τ1

(α)n−τ1

k

∏
j=1

(n j −1)!,

where k1 := ∑k
j=11{n j=1} is the number of distinct observations that are observed

only once, and (a)b :=Γ (a+b)/Γ (a), with a,b > 0, denotes the Pochhammer sym-
bol.

Proof. Let J1, . . . ,Jn be a set of suitable latent random variables, with Ji = 1 if the
i-th observations belongs to the discrete component of q̃, Ji = 0 otherwise, and
τ1 = ∑n

i=1 1[Ji=0]. We further denote by k1 the number of unique values with fre-
quency 1 out of a sample X1, . . . ,Xn. Without loss of generality, we assume the first
k1 observations X1, . . . ,Xk1 be the unique elements observed only once. Then we
have

Π (n)
k,τ1

(n1, . . . ,nk) =
∫

Xk
E
[

k

∏
j=1

n j

∏
i=1

β Ji p̃Ji(dX∗
i )(1−β )1−JiP1−Ji

0 (dX∗
i )

]

=
∫

Xk
E
[((

k1

τ1

) τ1

∏
j=1

(1−β )P0(dX∗
i )

)(
k

∏
j=τ1+1

n j

∏
i=1

β p̃(dX∗
i )

)]
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=

(
k1

τ1

)
β n−τ1(1−β )τ1

αk−τ1

(α)n−τ1

k

∏
j=1

(n j −1)!,

where the last equality holds thanks to p̃ distributed as a Dirichelt process.

Thanks to the previous proposition, we can describe the probability distribution of
a sample (X1, . . . ,Xn) from a convex combination of a DP with a diffuse measure,
including the number of unique elements arising from the diffuse part. We can fur-
ther exploit the EPPF of Proposition 1 to perform inference on the main parameter
of the model α , β and τ1.

3 Application to text data

We describe a possible application of the model proposed in Section 2 in the context
of text data. Random probability measures as the Dirichlet process are commonly
used to model several data types, and their usage in natural language processing
analysis has grown severally over the past decade. On the one hand the DP is suf-
ficiently flexible to capture the structure of the data, but, on the other hand, it does
not take into account observations that cannot be recorded again in the sample.

It is well known that text data may show words observed only once. These unique
words, commonly termed as hapax legomena, have been recognized as peculiar
usage of words by the authors, and they represent an interesting problem to study
from a statistical perspective. See e.g. [6] for further details on word frequency
distributions. Hereby we aim to use the results of Section 2 to model text data,
allowing for the presence of unique words.

Let π(α) and π(β ) denote the prior distributions for the parameters α and β
respectively. We further assume that π(α) is a Gamma(a,b) distribution and π(β )
is a Beta(c,d) distribution. Given an observed sample, we can perform inference on
the parameters characterizing the distribution of the data, and the number of words
associated with the diffuse measure, using the EPPF to build a MCMC algorithm
and to update iteratively from

π(α | τ1,β ,X1, . . . ,Xn) ∝ αa−1e−bα αk−τ1

(α)n−τ1

,

π(β | α ,τ1,X1, . . . ,Xn) ∝ β c+n−τ1−1(1−β )d+τ1−1,

P(τ1 = t | α,β ,X1, . . . ,Xn) ∝
(

k1

t

)
β n−t(1−β )t αk−t

(α)n−t
,

where, thanks to conjugacy, the posterior distribution of β is a Beta(cn,dn) random
variable, with cn = c+n− τ1 and dn = d + τ1. In order to sample realizations from
π(α | τ1,β ), we resort to a Metropolis-Hastings [7, 5] step with Gaussian proposal,
on a logarithmic scale. Finally we note that the posterior distribution of τ1 is a
discrete random variable with values in {0, . . . ,k1}.
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As a text data set, we consider the story of WAdventur”Alice’s rees in Woonderland”
W[2], available on the Project Gutenberg (www.gutenberg.org). Wee are interested in

both modeling the distribution of the words, and the probability of having unique
Wwords which cannot be observed again. Wee pre-processed the text data set by dis-

carding the symbols and the main stopwords. The data set is composed by a total
number of n = 12715 distinct words, 1220 of which are used just once in the story.
WWee split the story in two parts, with the first 6358 words as data set used to es-
timate the model. Figure 1 shows the frequency spectrum on log-log scale of the

0.001

Fig. 1 Frequency spectrum on a log-log scale. The red line denotes the ZIPF distribution evaluated
with the maximum likelihood estimate parameter.

words used in the first part of WAdventur”Alice’s rees in Woonderland” Wstory. Wee can
appreciate the presence of a large amount of elements with frequency one, hence
our proposal is particularly suited for this kind of data.

WWee model the frequencies’ distribution with the EPPF function described in
WProposition 1. Wee initialize the prior parameter by setting α ∼ Gamma(1,1) and

β ∼ Beta(1,1), i.e. assign to the parameter β an uniform distributed prior over
(0,1) W. Wee estimate the model with 20000 iterations, which include a burn-in pe-
riod of 10000 iterations. Figure 2 shows the traceplots for the sample of the main
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Fig. 2 Left to right: traceplots of α , β and τ1.

parameters of the model from their posterior distributions. There is no visual sug-
congestion against the nvvergence of the chain. Furthermore, the Geweke diagnostic

detected are −0.999, 0.808 and 1.009 for α , β and τ1 respectively, and the accep-
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6 Camerlenghi Federico and Corradin Riccardo and Andrea Ongaro

tance rate of the Metropolis-Hastings steps to sample from the posterior distribution
of α is equal to 0.387: these results suggest that the chain is stable.

posterior mean 0.95 posterior CI True value Geweke diagnostic

α 266.030 (239.326–295.005) - -0.999
β 0.894 (0.881–0.906) 0.904 -0.808
τ1 676.053 (638.975–712.000) 657 1.009

Table 1 Posterior summaries for the model estimated with the first part of the book.

Table 1 shows the posterior summaries of the model, for the ”Alice’s Adventures
in Wonderland” story data. The model identifies averagely τ̂1 = 676.053 words as
unique words, and also the posterior estimate of the probability of being an unique
term is equal to β̂ = 0.894, where (1− β̂ ) = 0.106 corresponds to the point estimate
of the probability for a word of being a hapax legomena.

The parameter τ1 represents the number of hapaxes, i.e. words which are assigned
to the contaminant component of the model Q0. We can easily check the accuracy
of our estimation by looking at how many unique words with frequency 1 in the
first part of the story remain with frequency 1 also in the second part, which we
refer to as the true value of τ1. The point estimate 676.053 is close to the true value
657 respectively. Furthermore the 0.95 posterior credible interval for τ1 is covering
the true number of hapaxes. Although with the Dirichlet process there is a positive
probability that a word observed once in a sample remains unique in a larger sample,
it is not possible to model directly uniqueness in the corresponding population. For
comparison, we estimated the number of words with frequency one in the first part of
the sample not observed in the second part of the sample, using a Dirichlet process.
We obtained as 0.95 posterior confidence interval (481.223−482.955), far from the
true value 657.
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Detection of neural activity in calcium imaging
data via Bayesian mixture models
Rilevamento dell’attività cerebrale in dati di calcium
imaging tramite modelli mistura bayesiani

Laura D’Angelo, Antonio Canale, Zhaoxia Yu, and Michele Guindani

Abstract The recent technological advancements in the field of miniature mi-
croscopy have made it possible to study the brain activity in alive animals at a neu-
ronal level. In particular, the technique of calcium imaging has allowed to record
the neurons’ activity over time in response to external stimulation, thus enabling the
study of how neurons encode information. However, this technique has several lim-
itations, and statistical tools are necessary to extract valuable information from the
noisy time series. In this paper we analyze a neuron’s response to a range of visual
stimuli: exploiting a Bayesian mixture model we detect the neuron’s spiking activity
and study the distribution of the activations in relation to the type of stimulus.
Abstract Il progresso tecnologico nel campo della microscopia miniaturizzata ha
recentemente reso possibile studiare l’attività cerebrale in animali vivi al livello
dei singoli neuroni. In particolare, la misurazione della concentrazione intracellu-
lare di ioni di calcio ha reso possibile rilevare l’attività dei neuroni in risposta a
stimoli esterni e, di conseguenza, studiare come questi codifichino l’informazione.
Tuttavia, questa tecnica ha varie limitazioni, e sono necessari nuovi strumenti statis-
tici per estrarre l’informazione contenuta nei dati. In questo contributo presentiamo
l’analisi della risposta di un neurone a una serie di stimoli visivi: tramite un mod-
ello mistura bayesiano riusciamo ad identificare le attivazioni, e a studiare come
queste varino in risposta a diversti stimoli.

Key words: Bayesian nonparametrics, Dirichlet process, Mixtures of Finite Mix-
tures, Model-based clustering, Nested Dirichlet process.
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2 Laura D’Angelo, Antonio Canale, Zhaoxia Yu, and Michele Guindani

1 Introduction

The understanding of the brain functioning is still an important open question in
neuroscience. In particular, in the past few years, the study of how neurons react to
stimuli and encode information has become a central topic of research [10]. This
was made possible by technological advances in miniaturized microscopes which
enabled the analysis of the neuronal activity through the technique of calcium imag-
ing. This technique is based on the observation of the intra-cellular calcium con-
centration through fluorescent molecules that bind to the calcium ions. Fluctuations
of such concentration can be used as a proxy of the neuronal activity: because of a
physiological process, when a neuron fires, calcium floods the cell, and a transient
spike in the intra-cellular calcium level is produced [7].

On one side, the ability to observe the neurons’ behavior opened the way to the
understanding of how neurons react to external stimuli, however, it also posed new
challenges on how to extract valuable information from the observed noisy fluores-
cent calcium traces. These traces are in fact not directly available for the analysis
of a neuron’s spiking activity, as the real object of study is not the calcium itself,
but the underlying spike trains, i.e. the exact firing times and the related intensities.
Extracting the spike trains from the calcium trace is not straightforward, as the tech-
nique itself has some limitations as, for example, the presence of measurement error
and the slow decay of the fluorescence trace compared to the underlying neuronal
activity. Several statistical methods have been proposed to detect the spikes: [5] pro-
posed an efficient on-line algorithm based on a lasso penalty, while [8, 9] proposed
to replace the L1 with an L0 penalization. Previous methods provide high accuracy
in spike detection but lack of uncertainty quantification. In this sense, a Bayesian
approach would be preferable. In this paper we focus on the Bayesian approach
recently proposed in [3], a specification that explicitly takes into account the pres-
ence of varying external stimuli, and allows to study whether and how the neuronal
activity is affected by them.

2 Allen brain observatory data

We focus our analysis on a publicly available data set of calcium imaging data pro-
vided by the Allen Institute for brain science [1] and we analyze the activity of
a neuron located in the mouse visual cortex. During this experiment, a mouse is
placed in front of a screen, and different types of visual stimuli are presented, while
its neuronal activity is recorded. Here, it is of interest not only to detect the spikes,
but also to understand how the neuron’s activity varies in relation to the type of vi-
sual stimulus. Specifically, we aim to understand if different types of visual stimuli
induce a similar response in the neuron’s activity, and if there is any pattern in the re-
sponse, i.e., recurring amplitudes of the spikes. We consider two experiments for the
same neuron, for a total of 5 different visual stimuli (experimental conditions). The
fluorescent calcium traces for the two experiments are shown in Fig. 1 and Fig. 2
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with a black line, while the colored backgrounds indicate the type of visual stimulus
presented in that moment. Each experiment has a duration of about an hour: since
the traces are recorded at a frequency of 30 Hz, for both experiments we have over
100,000 time points.

3 Model for Spikes’ Detection and Analysis

The observed fluorescent trace is considered to be a noisy realization of the un-
observed (latent) true calcium concentration. To model the underlying calcium dy-
namic, it is often assumed an autoregressive process with jumps at the neuron’s
activations. (see, e.g., [12, 5, 8, 9]). Denoting with yt the observed trace at time t,
and with ct the underlying true calcium concentration, for t = 1, . . . ,T , the model
can be written as

yt = b+ ct + εt (1)

ct = γ ct−1 +At +ωt (2)

where εt ∼N(0,σ2) and ωt ∼N(0,τ2) are independent random variables describing
the measurement error. The parameter b represents the observed baseline level, so
that, in absence of activity, the concentration is centered around zero; while γ is
the autoregressive parameter. Finally, the parameters At describe the activity at each
time t: with this model specification, each At will either be equal to zero, if no spike
occurs at time t, or will assume a non-zero positive value corresponding to the spike
amplitude (jump) at a neuron’s activation. Specifying an adequate and flexible prior
for the parameters At is extremely important, as it will determine the accuracy of the
estimated spike trains.

Figures 1 and 2 clearly show that the neuron’s activity is affected by the type of
stimulus and that, possibly, a clustering structure of its response exists between ex-
perimental conditions. The nested Dirichlet process [11] is a flexible nonparametric
prior that was proposed to deal with this kind of settings, where it is of interest to
obtain a cluster at both the unit level (here, the spikes) and the distribution level (the
stimuli). More recently, [4] proposed the common atom model (CAM), a modifica-
tion of the original nested Dirichlet process that does not suffer from the degeneracy
issue pointed out by [2]. Starting from the CAM, [3] combined its nested structure
with the generalized mixtures of finite mixtures of [6] in place of the two levels of
Dirichlet process. We adopt the latter model specification for the prior on the neu-
ronal activity At and, following [3], we place a spike-and-slab base measure on the
parameters At . This is a mixture base measure, with a spike at zero, modeling the
absence of activity, and a Gamma “slab” component, modeling the amplitude of the
neuron’s firing activity.
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4 Data Analysis

We applied the model of [3] to the fluorescence traces of a neuron located in the
mouse visual cortex of the Allen brain dataset described in Section 2. Specifically,
in the considered experiments, the mouse is subjected to five types of visual stim-
uli: static grating, drifting grating, natural scene, and two different natural movies,
namely natural movie one and natural movie three. The stimuli go from simple
synthetic and static images, to more complex movies. Fig. 1 and Fig. 2 show the
estimated spike trains (yellow lines) for the two experiments: the lines represent the
inferred neuronal activities, after removing of the measurement error and of the slow
decay of the calcium. At each time point it is shown the actual presence or absence
of a spike, and its amplitude when present. It is evident that the neuron’s activity can
be very different between experiments as well as between experimental conditions.
In general, the neuron has a much more intense activity during the first experiment,
with a larger number of detected spikes and higher amplitudes. The posterior mean
of the firing rate (number of detected spikes per second) and related 95% credible
interval are equal to 0.75 (0.72,0.79) for the first experiment, and 0.19 (0.16,0.21)
for the second experiment. In the following paragraphs we will analyze in detail the
neuron’s activity in each of the two experiments.

Within each experiment, it is of interest to understand which stimuli led to a
similar response in the neuron’s activity, which corresponds to studying the clus-
tering of the stimulus-specific distributions. In the first experiment, natural scene
and natural movie one are clustered together, while static grating is put into a sepa-
rate distributional cluster. The firing rate can be used to describe the intensity of the
neuron’s activity in response to a stimulus, with higher rates associated to more ac-
tivity. The posterior expectations (together with the 95% credible intervals) of these
rates for the three stimuli are equal to 0.235 (0.206,0.264) for static grating, 1.498
(1.434,1.566) for natural scene, and 0.884 (0.797,0.973) for natural movie one.
The more complex stimuli led to an increased activity.

We now analyze the clustering of the amplitudes of the spikes: first, we obtained a
posterior point estimate of the partition by minimizing the variation of information
loss [13]; then, we computed a representative value for each cluster by averaging
through the group-specific parameters At (keeping the partition fixed). The ampli-
tudes were grouped into 5 clusters, with parameters equal to 0.20, 0.44, 0.60, 0.77
and 0.99. Figure 3 (left) shows how these clusters are distributed within each ex-
perimental condition: each bar shows the relative frequency of each cluster during
the stimulus. The first cluster (associated with the smallest amplitude) is largely the
most frequent, and accounts for over 75% of the spikes in all the conditions. On the
contrary, the largest spikes (corresponding to an amplitude equal to 0.99) are only
found during natural scene, which is also the stimulus with the largest firing rate.
Hence, during natural scene, the neuron had the most intense activity, with more
frequent spikes and larger spikes’ amplitudes.

Turning now to the second experiment, each stimulus was allocated to a different
distributional cluster, except for drifting grating, which was clustered along with
the absence of stimuli condition. The firing rates (posterior mean and 95% credible
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intervals) were estimated equal to 0.0379 (0.0254,0.0535) for grdrifting raating, to
0.164 (0.123,0.203) for naturraal movie one, and to 0.471 (0.417,0.523) for naturraal

thrmovie reee. If compared to the previous experiment, we notice a strong reduction
of the overall activity, with thrnaturraal movie reee being the only stimulus leading to
a comparable level of activation. The analysis of the clustering of the spikes’ am-
plitudes shows the existence of only three clusters, with amplitudes 0.16, 0.38 and
0.75. Figure 3 (right) shows how these clusters are distributed within each exper-
imental condition: again, most spikes are associated with the smallest amplitude.
Also in this case the largest cluster is found only in one experimental condition
( thrnaturraal movie reee), i.e., in correspondence with the most intense activity.

These findings highlight how the behavior of a neuron can be very complex and
difnot trivial to understand, as in ffferent situations its response can vary quite heav-

difily. In particular, we noticed how its activity can be very ffferent not only between
experiments, but also between stimuli that are similar. These insights confirm that

inthe study of neurons’ behavior is an open field of research, and that further vves-
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Fig. 1 Observed fluorescence trace (black line) for Experiment 1 and estimated spike train (yellow
line). The background colors correspond to the type of visual stimulus.
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Fig. 2 Observed fluorescence trace (black line) for Experiment 2 and estimated spike train (yellow
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Fig. 3 Posterior estimate of the clustering of the amplitudes of the positive spikes, for the two
experiments. Each bar shows the relative frequency of the observational clusters within each ex-
perimental condition.

tigation is needed in order to fully understand how single neurons and neuronal
networks respond to stimulation and encode information.
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Clustering categorical data via Hamming
distance
Raggruppamento di dati categoriali attraverso la distanza
di Hamming

Edoardo Filippi-Mazzola and Raffaele Argiento and Lucia Paci

Abstract Clustering methods have typically found their application when dealing
with continuous data. However, in many modern applications data consist of mul-
tiple categorical variables with no natural ordering. In the heuristic framework the
problem of clustering these data is tackled by introducing suitable distances. In this
work, we develop a model-based approach for clustering categorical data with nom-
inal scale. Our approach is based on a mixture of distributions defined via the Ham-
ming distance between categorical vectors. Maximum likelihood inference is deliv-
ered through an expectation-maximization algorithm. A simulation study is carried
out to illustrate the proposed approach.

Abstract Le tecniche di clustering trovano normalmente la loro applicazione su
variabili continue. Tuttavia, in molti contesti applicativi, i dati sono categorici senza
un ordine naturale. All’interno del framework euristico, la clusterizzazione di questi
dati avviene grazie all’utilizzo di metriche adeguate. In questo lavoro, proponiamo
un approccio probabilistico per la clusterizzazione di dati categorici nominali. Il
nostro approccio si basa su una mistura di distribuzioni derivate dal concetto di
distanza di Hamming. Proponiamo l’utilzzo di un algoritmo EM per la stima di mas-
sima verosimiglianza dei parameteri del modello. L’approccio è validato su dataset
simulati.

Key words: Expectation-Maximization algorithm, Hamming distribution, mixture
modeling, nominal data
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1 Introduction

Clustering is a widely used data analysis technique with application in many re-
search fields such as life, environmental and social sciences. The main goal of clus-
ter analysis is to investigate underlying structures in the data and identify subsets of
observations such that data belonging to the same group are close to each other in a
measurable space.

The most popular technique for clustering analysis is the K-means algorithm
(MacQueen, 1967). The main limitation of this procedure is that it can be used
to cluster only continuous data. Indeed, most of the clustering algorithms in the
literature have been proposed to deal with continuous data and very few methods
have been developed for clustering categorical data. The main challenge in dealing
with nominal categorical data is the lack of a metric space in which data points are
positioned with measurable coordinates.

Ralambondrainy (1995) proposed a numerical coding scheme for categorical at-
tributes, i.e., convert multiple category variables into binary attributes and treated
them as numeric using the K-means algorithm. However, converting the categorical
data into numeric values does not necessarily produce meaningful results, especially
when data do not have a natural ordering. Moreover, the arbitrary choice of en-
coding scheme can lead to different results. Huang (1998) introduced the K-modes
algorithm that modifies the K-means algorithm by replacing means with modes.
However, the number of clusters must be known to run the K-modes algorithm. As
an alternative, Zhang et al (2006) developed the UH-Vector algorithm to identify un-
derlying clusters based on the Hamming distance. The algorithm uses a chi-squared
type statistic to determine the cluster center, the cluster radius and determines the
cluster’s assignment. One advantage of this procedure is that the number of clusters
is not needed in advance, rather it is determined by the algorithm.

Celeux and Govaert (2015) discussed latent class models, i.e, mixture models for
clustering categorical and mixed-type data. In this framework, our contribution is to
propose a model based approach for clustering categorical data with nominal scale.
Building upon the work Zhang et al (2006), we define a new distribution based on
the concept of the Hamming distance. From a probabilistic point of view, cluster-
ing is usually addressed via mixture modeling (Frühwirth-Schnatter et al (2019),
Argiento and Iorio (2019)). Hence, a mixture of Hamming distributions is proposed
to model non-ordinal categorical data. A hierarchical formulation of the mixture
model is exploited to facilitate the computation via the Expectation-Maximization
(EM) algorithm. A simulation study is carried out to assess the performance of the
proposed algorithm.

The paper is organized as follows. Section 2 presents the categorical sample
space and the Hamming distribution. Section 3 introduces the mixture model and
the adapted EM algorithm. In Section 4 we discuss the results of a simulation study.
We conclude with a brief summary in Section 5.
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2 The Hamming distribution

Let xi = (xi1, . . . ,xip)⊤ be a vector of categorical variables collected on a set of
observations i = 1, . . . ,n. Each variable j, for j = 1, ..., p, can assume m j possible
levels called categories defining the finite set A j; namely, xi j ∈ A j, where A j =
{a j1,a j2, . . . ,a jm j}. Hence, in our setting, we consider data x1, . . . ,xn collected over
the discrete sample space Ωp = A1 ×A2 × · · ·×Ap, i.e.,

Ωp =
{

x = (x1, . . . ,xp)
⊤|x1 ∈ A1, . . . ,xp ∈ Ap

}

The set Ωp is a discrete sample space of size N = ∏p
j=1 m j.

To determine the distance between two elements of Ωp, we can use the Hamming
distance as an indicator of mismatch that counts how many attributes differ between
the two. Analytically, the Hamming distance between two points in Ωp is

d(xi,xh) =
p

∑
j=1

1−δxi j

(
xh j

)
,

where δx denotes the Dirac measure on x, i.e.,

1−δxi j

(
xh j

)
=

{
0 if xi j = xh j

1 if xi j ̸= xh j.

The Hamming distance defines a proper metric space in Ωp and the distance that
separates two points in Ωp can only assume a finite number of integer values that
range from 0 to p.

Consider a center parameter c = (c1, ...,cp)⊤ ∈ Ωp and a scale parameter σ > 0.
A random variable X = (X1, . . . ,Xp) with support Ωp follows an Hamming distribu-
tion with center c and scale σ if its p.m.f. for each x ∈ Ωp is the following

p(x|c,σ) =
p

∏
j=1

(
1+

m j −1
exp{1/σ}

)−1

exp

{
−

1−δc j(x j)

σ

}
, (1)

and we write X ∼ Hamming(c,σ). It is possible to show that ∑x∈Ωp p(x|c,σ) = 1,
namely that p(x|c,σ) defined in (1) is a proper p.m.f.

2.1 Maximum likelihood estimation

For a given sample x1, . . . ,xn and a scale parameter σ > 0, we denote with l(c,σ |
x1, . . . ,xn) the log-likelihood corresponding to (1). The maximum likelihood esti-
mate of the two parameters is based on a two-step procedure. The first step involves
the optimization with the center parameter c, that is
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arg max
ĉ∈Ωp

l(ĉ | x1, . . . ,xn,σ) = arg min
ĉ∈Ωp

{
n

∑
i=1

d(xi, ĉ)

}
. (2)

According to (2), ĉ does not depend on σ and turns out to be the Fréchet mean with
respect to the square root of the Hamming distance. In practice, we look for the set
of points whose sum of distances from point ĉ ∈ Ωp is the lowest. To accomplish
that, we follow the HD-vector algorithm (Zhang et al, 2006), that is we define Op the
set of augmented data consisting of all points in Ωp at Hamming distance smaller
or equal of 1 from the observed data and then solve (2) over Op.

The second parameter that has to be estimated is the scale parameter σ . Given
the center ĉ, the maximum likelihood estimator for the scale parameter σ has no
closed formulation and it is numerically approximated.

3 Mixture modeling

We address model-based clustering assuming that each observation xi, i = 1, . . . ,n
comes from a linear combination of K different Hamming distributions, that is

p(xi) =
K

∑
k=1

πk p(xi|ck,σk), (3)

which we refer to as a mixture of Hamming distributions. Each p(xi|ck,σk) is a
component of the mixture with center ck and scale parameter σk. Moreover, the pa-
rameter π = (π1, . . . ,πK), is referred to as the vector of component weights. For each
k = 1, . . . ,K, πk is the probability that a generic observation i belongs to component
k. The latter means that the observation xi has been generated from an Hamming dis-
tribution with parameters ck and σk. Finally, 0 ≤ πk ≤ 1 for each k with the constrain
∑K

k=1 πk = 1.
Inference under mixture model is computationally simplified when express-

ing model (3) in a hierarchical fashion by introducing a latent set of variables
zi ∈ {1, . . . ,K}, i = 1, . . . ,n, called cluster allocators (Bishop, 2006). In particular
zi = k denotes the event that data i belongs to cluster k, and P(zi = k) = πk indepen-
dently for i = 1, . . . ,n. It is not difficult to realize that if p(xi | zi) = p(xi | czi ,σzi),
then the joint p.m.f. p(xi,zi) = p(xi | zi)P(zi = k) induced as marginal for xi in (3).

Working with the joint distribution p(xi,zi) simplifies the computation. In par-
ticular, once the number of components K is fixed, the implementation of a EM
algorithm is as follows. Given the initial values of the parameters ck, σk and πk,
k = 1, . . . ,K, the algorithm iterates between the following steps:

• E-step: using the current parameters ck, σk and πk, evaluate the posterior proba-
bility for observation i to belong to cluster l (also called responsibilities):

p(zi = l | xi) =
πl p(xi | cl ,σl)

∑K
k=1 πk p(xi | ck,σk)

, l = 1, . . . ,K
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• M-step: using the current responsibilities p(zi = l | xi), estimate the parameters
ck, σk and πk, for k = 1, . . . ,K, by maximizing the expected complete-data log-
likelihood; this is achieved by adapting the procedure in Section 2.1.

The estimation procedure assumes that K is fixed. In practice, when the number
of clusters is relatively small, a simple way to estimate K is by comparing the values
of model selection criteria calculated for various mixture models with fixed number
of groups. Then, the number of components is chosen according to the optimal
value of model selection criterion. Finally, the clustering estimation is obtained by
assigning each observation to the k-th component with the highest responsibility.

4 Simulation results

We carried out a simulation study to evaluate the ability of the proposed approach
to correctly allocate the observations within the clusters. We simulate categorical
data from the mixture of Hamming distributions in (3), with different values of:
the number of components K, the sample size n, the cluster size nk and the scale
parameter σ , see Table 1. In the first two experiments the number of attributes is
p = 2, while in the other scenarios the number of attributes is p = 10. Performances
are evaluated using the Adjusted Rand-Index (RI) (Rand, 1971) and compared with
the results obtained by employing the HD-vector algorithm of Zhang et al (2006).

Table 1 displays the results that we obtained in the different settings. Here, we
select the number of clusters according to both the AIC and the BIC indexes; the
selected K is equal to the true number of clusters in all experiments. The first two
experiments consider data sampled from a mixture with just one component, i.e.,
K = 1. In other words, data come from the Hamming distribution in (1). The results
show that the maximum likelihood estimator described in Section 2.1 provides an
accurate estimate of the center of the distribution and a good approximation of the
scale parameter.

In the last three experiments, data are simulated from a Hamming mixture distri-
bution with an increasing number of components, i.e., K = {3,4,5}. The results
show the capability of the EM algorithm to recover the true model parameters.
Moreover, our approach outperforms the HD-vector algorithm in recovering the true
clustering. As we expected, the number of incorrect clustering assignment increases,
as the number of components and the sparsity of the data increases, such as in the
last scenario. However, our method shows improved results over the HD-vector al-
gorithm also with increased complexity of the data.

5 Summary and future work

In this work we have proposed a model-based approach to cluster categorical data
with nominal scale based on the Hamming distance. We first introduced a valid
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Table 1 Results on simulated scenarios.
Scenario K n cluster size nl True σl Estimated σl RI EM RI HD

1 1 100 - { 0.5} { 0.457} - -
2 1 100 - { 1} { 1.02} - -
3 3 150 { 50, 50, 50} { .4, .7, .9} { .39, .68, .93} 93.3% 31.3%
4 4 200 { 70, 30, 40, 60} { .4, .7, .9, .8} { .39, .72, .84, .75} 88.5% 63.4%
5 5 220 { 70, 30, 40, 60, 20} { .4, .7, .9, .8, 1} { .38, .8, .81, .8, .85} 83.2% 58.3%

probability mass function based on the Hamming distance; links to heterogeneity
measures such as the Gini and entropy indeces can be illustrated (not shown here
for brevity). Then, a mixture of Hamming distributions has been specified to cluster
categorical data. The hierarchical formulation of the mixture model has been em-
ployed to facilitate the computation via a EM algorithm. The main drawback is that
the number of clusters is fixed. However, in practice, the number of clusters is usu-
ally unknown and needs to be estimated. Future works will find us to develop a fully
Bayesian approach with unknown number of clusters. Finally, the simulation study
shown the capability of our approach to recover the underlying clusters. Real-data
applications of the proposed method are ongoing.
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Penalized model-based clustering for three-way
data structures
Clustering penalizzato basato su un modello per dati con
struttura tridimensionale

Andrea Cappozzo, Alessandro Casa, and Michael Fop

Abstract Recently, there has been an increasing interest in developing tools able to
find groups in matrix-valued data. To this extent, matrix Gaussian mixture models
(MGMM) represent an extension of the popular model-based clustering based on
normal mixtures. Unfortunately overparametrization issues, already affecting the
vector-variate framework, are exacerbated in the MGMM one, where the number of
parameters grows quadratically with both row and column dimensions. To overcome
this limitation, we introduce a sparse model-based clustering approach for three-way
data structures. The proposed penalized estimation scheme, shrinking the estimates
towards zero, achieves more stable and parsimonious clustering in high-dimensional
scenarios. An application to satellite images underlines the benefits of the proposal.
Abstract Il crescente interesse verso metodi in grado di identificare gruppi in
dati matriciali ha portato allo sviluppo di modelli di mistura matriciali Gaussiani
(MGMM) che rappresentano una naturale estensione del clustering basato su mis-
ture di normali. L’eccessiva parametrizzazione, che già interessa il contesto vetto-
riale, è particolarmente evidente nei MGMM dove il numero di parametri cresce
all’aumentare sia del numero di righe che di colonne. Al fine di superare questa
limitazione, in questo lavoro si introduce un approccio di clustering basato su mod-
elli sparsi per dati matriciali. La procedura di stima penalizzata adottata permette
di ottenere un clustering più stabile e parsimonioso in scenari ad alta dimensione.
Un’applicazione a immagini satellitari evidenzia i vantaggi del metodo proposto.

Key words: Model based clustering, Matrix distribution, EM-algorithm, Penalized
likelihood, Sparse matrix estimation
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1 Introduction and motivation

Model-based clustering is a probabilistic-based approach to account for heterogene-
ity in a population, useful for discovering subgroups in data [2]. This framework
assumes that each cluster corresponds to a different component of a finite mixture,
with the Gaussian distribution being the standard choice when dealing with contin-
uous data [4]. Nonetheless, the ever-increasing complexity of real-world datasets is
jeopardizing the usage of standard Gaussian Mixture Models (GMM), as they tend
to be over-parametrized in high-dimensional spaces [1]. To this extent, parameters
regularization by means of penalized estimation has been proven useful in perform-
ing model-based clustering and variable selection in such scenarios [9].

The aforementioned problem complicates even further when dealing with three-
way data structures, where, for each statistical unit, multiple variables are recorded
simultaneously on various occasions and dimensions. These increasingly common
situations lead to a complex statistical framework, for which the observations are
assumed to be realizations of some matrix-variate distribution. In details, for a given
sample of n standardized matrices X = {X1, . . . ,Xn}, with Xi ∈ Rp×q, the GMM
extension to the three-way data context is provided by the matrix normal mixture
model (MGMM [7]), in which the marginal density of each Xi reads:

f (Xi;ΘΘΘ) =
K

∑
k=1

τkφp×q(Xi;Mk,ΩΩΩ k,ΓΓΓ k). (1)

The number of mixture components is denoted by K, τk’s are the mixing propor-
tions with τk > 0,∀k = 1, . . . ,K, ∑K

k=1 τk = 1 and φp×q(·;Mk,ΩΩΩ k,ΓΓΓ k) is the k-th
component density of a p×q matrix normal distribution:

φp×q(Xi;Mk,ΩΩΩ k,ΓΓΓ k) = (2π)−
pq
2 |ΩΩΩ k|

q
2 |ΓΓΓ k|

p
2

exp
{
−1

2
tr(ΩΩΩ k(Xi −Mk)ΓΓΓ k(Xi −Mk)

′)

}
,

with Mk representing the mean matrix and ΩΩΩ k and ΓΓΓ k are the rows and columns pre-
cision matrices with dimensions p× p and q×q, respectively. The previously men-
tioned over-parametrization issue deeply affects the model in (1), since the number
of parameters ΘΘΘ = {τk,Mk,ΨΨΨ k,ΣΣΣ k}K

k=1 scales quadratically with both dimensions
p and q. Motivated by this, the present manuscript proposes a matrix-variate exten-
sion to the two-way penalized model-based clustering framework introduced in [9],
assuming that Mk, ΩΩΩ k and ΓΓΓ k, k = 1, . . . ,K, possess some degree of sparsity. The re-
sulting model flexibly accounts for cluster-wise conditional independence patterns,
providing a unified way for jointly reducing the number of estimated parameters
and eliminating redundant variables, combining advantages of state-of-the-art pro-
cedures for matrix-variate clustering [5, 8].

The remainder of the paper proceeds as follows: in Section 2 we introduce our
new proposal and we discuss its main methodological aspects. An application to
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soil classification by means of satellite images is reported in Section 3. Section 4
summarizes the novel contributions and highlights future research directions.

2 Penalized matrix-variate mixture model

A penalized likelihood approach is introduced for parameter estimation. The result-
ing objective function to be maximized with respect to ΘΘΘ is:

ℓ(ΘΘΘ ;X) =
n

∑
i=1

log

{
K

∑
k=1

τkφp×q(Xi;Mk,ΩΩΩ k,ΓΓΓ k)

}
− pλ1,λ2,λ3(Mk,ΩΩΩ k,ΓΓΓ k), (2)

with the penalization term pλ1,λ2,λ3(Mk,ΩΩΩ k,ΓΓΓ k) being equal to

pλ1,λ2,λ3(Mk,ΩΩΩ k,ΓΓΓ k) =
K

∑
k=1

λ1||P1 ∗Mk||1 +
K

∑
k=1

λ2||P2 ∗ΩΩΩ k||1 +
K

∑
k=1

λ3||P3 ∗ΓΓΓ k||1.

With ∗ we denote element-wise product, P1,P2,P3 are matrices with non-negative
entries, λ1,λ2 and λ3 are penalty coefficients and ||A||1 = ∑ jh |A jh|. A dedicated
EM-algorithm is devised for inference by firstly defining a suitable penalized com-
plete log-likelihood for model (2):

ℓC (ΘΘΘ ;X) =
n

∑
i=1

K

∑
k=1

zik

[
logτk −

pq
2

log2π +
q
2

log |ΩΩΩ k|+
p
2

log |ΓΓΓ k|+

−1
2

tr
{

ΩΩΩ k (Xi −Mk)ΓΓΓ k (Xi −Mk)
′}]

− pλ1,λ2,λ3(Mk,ΩΩΩ k,ΓΓΓ k) (3)

where as usual for mixture models zik = 1 if observation Xi belongs to the k-th
component, and 0 otherwise. The E-step at the t-th iteration requires computing the
estimated a posteriori probabilities of class membership ẑ(t)ik , achieved via the stan-
dard updating formula. On the other hand, the M-step involves a partial optimization
strategy. Let us denote with mlsk, xlsi, ωlsk, γlsk and pls1 the element in the l-th row
and s-th column of matrices Mk, Xi, ΩΩΩ k, ΓΓΓ k and P1. The sparse estimation of Mk is
achieved via a cell-wise coordinate ascent algorithm, where m̂(t)

lsk = 0 if

∣∣∣∣∣∣∣

n

∑
i=1

ẑ(t)ik

⎡

⎢⎣
p

∑
r=1
r ̸=l

ω̂(t−1)
lrk

(
q

∑
c=1

(
xrci − m̂(t)

rck

)
γ̂(t−1)

csk

)
+

+ ω̂(t−1)
llk

⎛

⎜⎝
q

∑
c=1
c ̸=s

(
xlci − m̂(t)

lck

)
γ̂(t−1)

csk

⎞

⎟⎠+ ω̂(t−1)
llk xlsiγ̂

(t−1)
ssk

⎤

⎥⎦

∣∣∣∣∣∣∣
≤ λ1 pls1, (4)

760



4 Andrea Cappozzo, Alessandro Casa, and Michael Fop

otherwise, m̂(t)
lsk is obtained by solving

n̂(t)k ω̂(t−1)
llk m̂(t)

lsk γ̂(t−1)
ssk +λ1 pls1 sign

(
m̂(t)

lsk

)
=

n

∑
i=1

ẑ(t)ik

p

∑
r=1

q

∑
c=1

ω̂(t−1)
lrk xrciγ̂(t−1)

csk +

− n̂(t)k

⎛

⎜⎝
p

∑
r=1
r ̸=l

q

∑
c=1
c ̸=s

ω̂(t−1)
lrk m̂(t)

rck γ̂(t−1)
csk

⎞

⎟⎠ (5)

with respect to m̂(t)
lsk, where n̂(t)k = ∑n

i=1 ẑ(t)ik . Lastly, expressions for estimating sparse
precision matrices ΩΩΩ k and ΓΓΓ k rely on dedicated modifications of the the coordinate
descent graphical LASSO [3].

3 Application to Satellite Data

The data encompass 397, 211 and 237 satellite images of respectively grey soil,
damp grey soil and soil with vegetation stubble. Each scene (represented by q = 9
pixels) is recorded p = 4 times with different spectral bands, resulting in n = 845
samples of 4×9 matrices. The methodology described in Section 2 is employed to
perform clustering on this three-way dataset, mimicking the analyses performed in
[5, 7]. Table 1 reports the classification error rate, Adjusted Rand Index and num-
ber of estimated parameters for our method and two competing procedures, namely
constrained MGMM [5] and standard GMM applied to the two-way representation
of the data, obtained by unfolding the original three-way data into a 845×36 matrix.
Our model not only succeeds in better retrieving the true underlying data partition,
but it is also the most parsimonious, displaying the lowest number of non-zero es-
timated parameters. The resulting sparse structures retrieved by our proposal are

Table 1 Misclassification errors, Adjusted Rand Index and number of free estimated parameters
for three clustering procedures, Satellite Data. Sparsemixmat denotes the proposal introduced in
the present paper.

Sparsemixmat Sarkar et al. [5] Mclust [6]
Misclassification error 0.0793 0.0828 0.3053
Adjusted Rand Index 0.7883 0.7772 0.3841
# of free parameters 218 275 850

showcased in Figure 1, where estimated parameters for the three soil types are dis-
played. Matrix entries that are shrunk to 0 by the penalized estimator are highlighted
with an × symbol in the plots. As expected, the clustering is mainly driven by the
different patterns in the mean matrices, while the column-precision matrices Γ̂ΓΓ k,
k = 1, . . . ,3 possess the highest level of sparsity.
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Fig. 1 Estimated sparse mean matrices (upper plots), row-precision matrices (middle plots) and
column-precision matrices (lower plots) for the three clusters, satellite data. Matrix entries that are
shrunk to 0 by the penalized estimator are highlighted with an ×.

4 Conclusion

The present work has introduced a novel penalized matrix-variate mixture model,
able to capture heterogeneity and redundancy in three-way data structures. By
means of sparse estimation, we are able to overcome the over-parametrization is-
sue occuring in MGMM when either the row or the column dimensions increase.

Future research directions aim at deriving an efficient procedure for performing
model selection. Jointly determining the best values for the penalty coefficients,
as well as the number of mixture components define a challenging computational
problem: feasible solutions are currently being investigated.

762



6 Andrea Cappozzo, Alessandro Casa, and Michael Fop

References

[1] C. Bouveyron and C. Brunet-Saumard. Model-based clustering of high-
dimensional data: A review. Computational Statistics and Data Analysis,
71:52–78, 2014.

[2] C. Bouveyron, G. Celeux, T. B. Murphy, and A. E. Raftery. Model-Based Clus-
tering and Classification for Data Science, volume 50. Cambridge University
Press, jul 2019.

[3] J. Friedman, T. Hastie, and R. Tibshirani. Sparse inverse covariance estimation
with the graphical lasso. Biostatistics, 9(3):432–441, jul 2008.

[4] G. McLachlan and D. Peel. Finite Mixture Models. Wiley Series in Probability
and Statistics. John Wiley & Sons, Inc., Hoboken, NJ, USA, 2004.

[5] S. Sarkar, X. Zhu, V. Melnykov, and S. Ingrassia. On parsimonious mod-
els for modeling matrix data. Computational Statistics and Data Analysis,
142:106822, 2020.

[6] L. Scrucca, M. Fop, T. B. Murphy, and A. E. Raftery. mclust 5: Clustering,
Classification and Density Estimation Using Gaussian Finite Mixture Models.
The R Journal, 8(1):289–317, 2016.

[7] C. Viroli. Finite mixtures of matrix normal distributions for classifying three-
way data. Statistics and Computing, 21(4):511–522, 2011.

[8] Y. Wang and V. Melnykov. On variable selection in matrix mixture modelling.
Stat, 9(1):1–11, dec 2020.

[9] H. Zhou, W. Pan, and X. Shen. Penalized model-based clustering with uncon-
strained covariance matrices. Electronic Journal of Statistics, 3:1473–1496,
2009.

763



764



2 Nicola Cornali, Matteo Seminati, Paolo Maranzano and Paola M. Chiodini

1 Introduction
This paper aims at evaluating the levels of mobility services and infrastruc-
tures in the different neighbourhoods of Milan to establish which areas are
better equipped concerning the citizens’ needs. The research’s main objec-
tive is to measure the overall degree of mobility in the city by ranking the
88 administrative neighbourhoods, or NILs, according to their transporta-
tion services. We then propose a two-steps statistical approach. In the first
step, we build several composite indicators aiming at quantifying the mo-
bility level for each neighbourhood of the city based on various mobility
variables. In the second stage, the above indices are used to rank the NILs
and cluster them in homogenous groups characterised by similar mobility
levels.

2 Available data and two-stage statistical modelling
The dataset used for the analysis is obtained merging different open data
provided by the municipality of Milan and concerning the 88 administra-
tive neighbourhoods of the city. We considered a set of variables that charac-
terize smart urban mobility along three relevant dimensions: public trans-
port means, sharing mobility means, and mobility infrastructures. All the
considered variables refer to 2018 and have been weigthed by the resident
population. Table 1 reports the list of twelve elementary indicators consid-
ered in our application. Note that the number of stops and the number of
rides for each means of transport has to be considered separately, hence we
considered four variables for the stops and four for rides.

Variable Description

Metro/tram/bus/trolleybus stops Number of metro/tram/bus/trolleybus stops in each NIL
Metro/tram/bus/trolleybus rides Average weekly metro/tram/bus/trolleybus rides in each NIL
Parking spaces GuidaMi Number of all GuidaMi parking spaces in each NIL
BikeMi slots Number of all BikeMi spaces in each NIL
Recharging columns Number of columns for electric recharging in each NIL
Bike slots Number of all bike spaces in each NIL

Table 1: Description of variables considered

The first step is the creation of multiple mobility measures using a com-
posite approach to rank the NILs. We firstly choose and normalize a group
of elementary indicators, computed as the ratio between the selected vari-
ables and the resident population in 2018. Subsequently, we aggregate them
using four types of composite indicators: the geometric mean, the 0-1 mean,
the Adjusted Mazziotta-Pareto Index (AMPI) and the Static Jevons Index
(JJI) [3].
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Let j = 1, ...,m = 12, be the subscript of the elementary indicators and let
i = 1, ...,n = 88 be the subscript for each NIL. Recall that the AMPI index
grounds on a min-max transformation of the original values such that the
normalized values (yij ) are constrained in the range 60 to 70. Denoting with
Myi the mean, Syi the standard deviation and cvyi the coefficient of vari-
ation of the normalized values yij for unit i, the composite index is given
by AMPI+/−i = Myi ± Syi cvyi where the sign ± depends on the kind of the
phenomenon to be measured. Therefore, the AMPI decomposes the score
of each unit into two parts: Mzi that represents the mean level and Szicvzi ,
i.e. the penalty. The penalty is a function of the indicators’ variability con-
cerning the mean value, and it is used to penalize the units [3]. The JJI for
unit i represents the geometric mean of all the elementary indicators and is

defined as JJI ti =
m∏

j=1

((xtij )/(x
t
rj ) · 100)1/m where xtrj is the reference value, for

instance the average, and xtij is the value of indicator j for unit i, at time t

∀xtij > 0 (j=1,. . . ,m; i=1,. . . ,n; t=t0, t1).
We then implemented a leave-one-out influence analysis to identify the

optimal index. Following the methodology proposed by [3], we compared
the indices according to several descriptive statistics computed on the dis-
tances among the values of the indicators estimated by including or elimi-
nating each of the underlying elementary variables. Priority is given to those
indicators with low variability and small deviations when varying the sub-
indices (robustness). Let rij be the rank of the ith NIL computed without
the jth indicator and let ri be the rank of the ith NIL computed using all
the elementary indicators j = 1, ...,m = 12. The algorithm consists of drop-
ping each jth elementary indicator from the list of m base indicators and
then re-calculating the index using the remaining m − 1 indicators. At each
iteration j , the algorithm computes for each ith NIL the absolute difference
(or shift) between its rank position in the full-index ranking and its posi-
tion in the leave-one-out ranking, i.e. dij = |rij -ri | ∀i = 1, ...,n = 88. Having
m = 12 elementary indicators, for each aggregative indicator, the algorithm
returns m = 12 vectors of shifts. The sensitivity of each composite indica-
tor is then evaluated by computing the sample mean of the shifts and the
sample standard deviation for all the vectors of shifts. Therefore, we have
obtained m = 12 averages (X̄) and standard deviations (SX ). Finally, these
values are summarised by computing the corresponding sample averages,
sample standard deviations and sample variability coefficients (i.e. the ratio
between the standard deviation and the mean). Thus, for every aggregative
indicator, we obtain the global average shift (µX̄ ), the standard deviation of
the average shifts (σX̄ ), the variability coefficient of the average shifts (VCX̄ ),
the average standard deviations of the shifts (µSX ), their standard deviations
(σSX ), and their variability coefficients (VCSX ).

Once the optimal aggregative indicators has been identified, it is used
to group the city’s neighbourhoods. The aim is to find out clusters of NILs

766



4 Nicola Cornali, Matteo Seminati, Paolo Maranzano and Paola M. Chiodini

that present similar mobility degree values but are distinguished from each
other as much as possible. We implemented a cluster analysis using the
k −means algorithm with several parameters settings. We estimated the al-
gorithm using from two to six groups and trying multiple random starting
points. The definitive number of groups has been selected by combining the
GAP statistic [4], the silhouettes, and the majority rule-of-thumb for several
indicators ([1, 2]).

3 Results

Indices µX̄ σX̄ VCX̄ µSX σSX VCSX

Mean 0-1 1.309 1.140 0.871 1.973 1.398 0.709
Static Jevons 2.298 0.907 0.395 2.317 0.536 0.231
AMPI 1.335 1.106 0.828 2.095 1.501 0.716
Geometric mean 1.468 1.249 0.851 2.091 1.474 0.705

Table 2: Sensitivity analysis results

The descriptive statistics of each composite indicator are reported in Ta-
ble 2. Regarding the indices’ variability, the static JJI performs very well,
as it presents the lowest values both for the mean and the standard devia-
tion. However, both the global average shift and the average variability are
the largest among those estimated. This lack of robustness of the JJI may
derive directly from its construction method, which only considers index
numbers and ignores the sample variability. The AMPI performs well in
terms of the average shift but has slightly higher variability values. The two
results appear to be somewhat complementary and suggest to consider both
the indices within the cluster analysis.

Whether JJI or AMPI is considered, the criteria for selecting the optimal
number of groups are consistent. The majority rule-of-thumb suggests con-
sidering three or four groups, while both the silhouette and the GAP statistic
suggest exactly four clusters. Therefore, we proceed to cluster the NILs set-
ting the number of potential clusters to four. We considered outlier seven
NILs as they present a null value of mobility or show a shallow level of res-
ident population (≤ 50 inhabitants). We then decided to directly consider
them as a separated cluster not comparable with the others.

We performed and compared three different K-means algorithms speci-
fications: the first one uses as clustering variable just the Jevons index (JJI
clustering), the second uses only the AMPI (AMPI clustering), whereas the
third combine both indices (JJI-AMPI clustering). The cluster analysis re-
sults are represented in Figure 1.

The four clusters can be characterized by ascending order of mobility:
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Fig. 1: Clustering maps

• Low: suburbs and peripheral areas, characterized by deficient levels of
mobility. They are located in the southern and western part of Milan or
at the eastern border;

• Medium-low: NILs with a high resident population level but with low
mobility service availability. These are areas where people transit or com-
mute and live. They host a high number of offices and companies;

• Medium-high: medium-highmobility areas composed by university poles,
former industrial areas, and strongly inhabited and wealthy-class neigh-
bourhoods;

• High: high mobility areas where citizens and commuters transit to reach
offices or specific NILs characterized by a strong presence of a single mo-
bility service.

The JJI clustering can well separate peripheral areas and suburbs by the
historical city centre, the transit sites, and nightlife areas. The high-mobility
group includes the main commuting points, the nightlife areas, as well as
the Politechnical university area at East. The medium-low cluster mainly
coincides with the city centre and some further inhabited areas. The suburbs
form a unique cluster surrounding the centre.

The AMPI-based clustering can separate those areas not well-discriminated
by the JJI, such as the Linate airport area (at south East) or the recent and
highly-coveted neighbour of City Life (at north-west). The algorithm groups
them within the high-mobility cluster. Moreover, the AMPI identifies the
city centremore clearly than JJI, which now coincides with the limited traffic
zone (Area C) extended to the commuting points and nightlife neighbours.
The cluster associated with a medium-low mobility degree here includes
all the university campuses and several inhabited areas. As in the JJI-based

768



769



A Fuzzy clustering approach for textual data
Un approccio di clustering di tipo fuzzy per dati testuali

Irene Cozzolino, Maria Brigida Ferraro and Peter Winker

Abstract Document clustering is a process of partitioning a corpus of documents
into distinctive clusters based on the content similarity. Traditional (hard or fuzzy)
document clustering algorithms are usually relying on the vector representation of
documents based on the bag-of-words (BOW) approach, leading to very high dimen-
sions in the vector representation of the corpus. In recent years, spectral clustering
has been extensively applied in the field of text classification with support vector
machines (SVMs) in combination with string kernels, but little has been done in the
field of fuzzy document clustering with kernel-based methods. This work proposes
a novel approach to text clustering, by grouping documents into clusters based on a
new version of fuzzy spectral clustering with string kernels.
Abstract Le procedure di clustering applicate a dati testuali hanno come obiettivo
quello di identificare gruppi di documenti caratterizzati da contenuti simili. Gli al-
goritmi di clustering tradizionali (hard o fuzzy) utilizzano il modello bag-of-words
(BOW), rappresentando ciascun documento come un vettore sparso contenente il
numero di occorrenze delle parole in esso contenuto. Negli ultimi anni il clustering
spettrale è stato ampiamente utilizzato nell’ambito della classificazione dei docu-
menti tramite le support vector machines (SVMs) insieme con gli string kernels;
tuttavia molto poco è stato fatto nel campo del clustering di tipo fuzzy in combi-
nazione con i metodi kernel-based. In questo lavoro proponiamo una procedura di
clustering spettrale di tipo fuzzy da applicare a dati testuali che impiega l’utilizzo
di string kernels.

Key words: Document clustering, Fuzzy approach, Kernel-based clustering, String
kernels
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1 Introduction

In modern applications, statistical models involve working with large collection of
textual documents that should be properly analysed in order to extract the significant
information contained in them.

Clustering techniques can be very useful in the text domain, where the objects to
classify can be of different granularities such as documents, paragraphs, sentences or
terms. Indeed, document clustering algorithms are commonly used to automatically
organize, understand, search and summarize large electronic archives.

Over the past decades, different clustering algorithms, such as K-means [17],
have been widely applied to textual data.

However depending on the type of documents analyzed, it might be often the
case that they do not contain only information related to a single topic. Furthermore,
there might be an overlap of contents characterizing different knowledge domains.
Hence, documents may contain information that is relevant to different areas of
interest to some degree. With soft clustering methods documents are attributed to
several clusters simultaneously and thus, useful relationships between domains may
be uncovered, which would otherwise be neglected by hard clustering methods.

This is the idea behind the work in [19], where after representing documents as
term frequency vectors, the authors have modified the fuzzy K-means algorithm for
clustering text documents based on the cosine similarity coefficient rather than on
the Euclidean distance, leading to the Hyper-spherical Fuzzy K-Means algorithm
(H-FKM). Further studies [3], [10], [18] have proposed other approaches for using
fuzzy clustering algorithms in the document clustering process.

2 A fuzzy version of spectral clustering with string kernels

2.1 Basic concepts of spectral clustering

Spectral clustering methods arise from concepts in spectral graph theory [20]. The
basic idea is to construct a weighted graph from the initial data set where each node
represents a pattern and each weighted edge simply takes into account the similarity
between two patterns. In this framework the clustering problem can be seen as a
graph cut problem.

The key to spectral clustering is to select an adequate similarity measure, which
can well describe the intrinsic structure of data points. Data in the same groups
should have high similarity. In the document clustering-domain, string kernel func-
tions are usually adopted as similarity measures [16]. The most commonly used
string kernel function is usually referred to as spectrum. The idea behind it is to
compare two documents by means of the substrings of exactly same length they
contain, where a substring is defined as a sequence of n characters occurring in the
text though not necessarily contiguously. The more substrings of length n the docu-
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ments have in common, the more similar they are. The generic form of string kernels
is given by equation [13]:

k(x,x′) = ∑
s∈A⋆

nums(x)nums(x′)λs (1)

where A⋆ represents the set of all non empty strings, x and x′ are two sequences
of characters and λs is a decay factor that can be used to weight the presence of a
certain feature in a text. In the spectrum string kernel the decay factor is maintained
fixed for all the matching substrings. In our work we study the effects of spectral
clustering by keeping the value of the decay parameter λs fixed to 1.1 (default value)
and varying the length parameter, n, which controls the length of the substrings.

The general approach to spectral clustering is to use a standard clustering method,
such as K-means, on the first K eigenvectors of the Laplacian matrix L = D− S,
built from the similarity matrix S and the degree matrix D. This last one is a diagonal
matrix with main diagonal elements equal to the degrees of the nodes. The Laplacian
matrix is usually normalized. For a more detailed explanation on spectral clustering
see, e.g., [6], [9] and [11].

2.2 Fuzzy version

Fuzzy spectral clustering algorithms can be developed as a straightforward exten-
sion. We adapted the fuzzy version as reported in [7] to string kernels. It is sufficient
to replace the K-means algorithm with the fuzzy K-means [1] when analyzing the
normalized eigenvectors of the Laplacian matrix.

The fuzzy K-means minimizes the functional:

J(U,H) =
N

∑
i=1

K

∑
g=1

um
ig||xi −hg||2 (2)

with respect to the membership matrix U and the prototype matrix H with the
constraint ∑g uig = 1. The parameter m controls the fuzziness of the memberships:
for high values of m the algorithm tends to set all the memberships equals, while for
m tending to one we obtain the K-means algorithm where the partition is crisp.

3 Results

In this section we report the results of the application of the fuzzy version of spectral
clustering with string kernels on Reuters-21578 dataset [15], which contains stories
for the Reuters news agency and it is publicly available. We use the classes “trade”
vs “ship” (with, respectively, 326 and 144 documents) and “crude” vs “money-fx”
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(with 374 and 293). In the pre-processing phase, we removed the punctuation signs
and the numbers; the remaining words have been lower-cased and we applied the
Porter’s Stemmer algorithm [21].

We considered string kernel by using the function stringdot in the package
kernlab [14], specifying the option spectrum which considers only matching
substring of exactly length n. In order to learn more about the influence of the length
parameter n on clustering results, we run the algorithm over a range of values for n,
from n = 3 to n = 8.

Concerning fuzzy K-means, we run the function FKM of the package fclust
[8] on the normalized eigenvectors of the Laplacian matrix. For each value of n we
let m vary from 1.1 to 2. Moreover, three random starts were used in order to limit
the risk of hitting local optima.

We evaluate the performance of the clustering algorithm by using the average
fuzzy silhouette index [5] and the fuzzy adjusted Rand index (ARI) [4]. The former
is an internal validation measure relying only on information in the data; it evaluates
the goodness of the clustering structure without respect to external information. The
latter is an external validation measure which is used when the “true” cluster labels
are known in advance.

The cluster validity indexes returned in both cases n = 5 and m = 2 as the op-
timal hyper-parameters, whose values are reported in Table 1. Table 2 and Table 3
are agreement tables between the known partition and the partition determined by
the clustering algorithm. Note that the fuzzy version of spectral clustering correctly
classifies the majority of observations, but misclassifies 14 observations in the first
example and 12 in the second one.

Table 1 Cluster validity indexes: fuzzy silhouette and fuzzy adjusted Rand index.

Classification Fuzzy silhouette Fuzzy ARI

“trade” vs “ship” 0.8688571 0.9794686
“crude” vs “money-fx” 0.8961476 0.9872041

Table 2 Classification of “trade” vs “ship” by fuzzy spectral clustering with string kernel.

Classes Cluster 1 Cluster 2 Cases

ship 143 1 144
trade 13 313 326

Total 156 314 470

The performance of the fuzzy spectral clustering algorithm is consistent with the
corresponding hard version but, whilst in the hard case the obtained membership
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Table 3 Classification of “crude” vs “money-fx” by fuzzy spectral clustering with string kernel.

Classes Cluster 1 Cluster 2 Cases

crude 363 11 374
money-fx 1 292 293

Total 364 303 667

degrees were either 1 or 0, highlighting a clear assignment of the objects to the
clusters, in the fuzzy approach the misclassified objects for both problems are as-
signed to the wrong clusters with membership degrees in the interval [0.5,0.7] while
the correctly classified objects present higher membership degrees, ranging in the
interval [0.7,1].

Adjacency matrix and Laplacian matrix are commonly used representations for
weighed graph [12]. In Figure 1 we represent the Laplacian graphs for both exam-
ples, highlighting the assignment of objects to clusters.

Fig. 1 The fuzzy spectral clustering with string kernel solution with n = 5 and m = 2; red and
blue points denote objects assignments to Cluster 1 and Cluster 2, respectively, with membership
degrees higher than 0.70. In particular, for each cluster, light colours (orange and jade green) denote
membership degrees in the intervals [0.50,0.70).
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This research work attains the goal of discovering ways to improve document
clustering algorithms, since the fuzzy approach provides additional insights going
beyond those obtained by crisp clustering. Future works include to test the proposed
clustering framework against other fuzzy approaches, such as the hyper-spherical
fuzzy K-means.
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Valid Double-Dipping via Permutation-Based
Closed Testing
Inferenza per Analisi Esplorative Tramite Metodi di
Permutazione e Closed Testing

Anna Vesely, Livio Finos, Jelle J. Goeman and Angela Andreella

Abstract Functional Magnetic Resonance Imaging (fMRI) cluster analysis is widely
popular for finding neural activation associated with some stimulus. However, it
suffers from the spatial specificity paradox, and making follow-up inference inside
clusters is not allowed. Valid double-dipping can be performed by closed testing,
which determines lower confidence bounds for the number of active voxels, simulta-
neously over all regions. Moreover, a permutation framework adapts to the unknown
joint distribution of the data. In the fMRI context, we evaluate two methods that rely
on closed testing and permutations: permutation-based true discovery guarantee by
sum tests, and permutation-based All-Resolutions Inference.
Abstract L’analisi dei cluster di risonanza magnetica funzionale (fMRI) permette
di individuare l’attivazione neurale associata a qualche stimolo. Tuttavia, il metodo
soffre del paradosso della specificità spaziale, e non permette inferenza di follow-up
all’interno dei cluster. La procedura di closed testing consente il double-dipping,
fornendo i limiti inferiori di confidenza per il numero di voxel attivi, simultanea-
mente su tutte le regioni. Inoltre, i test di permutazione permettono di adattare il
metodo alla distribuzione congiunta non nota dei dati. Si esaminano tramite analisi
di dati fMRI due metodi basati sul closed-testing via permutazioni: garanzia di true
discovery tramite test di somma, e All-Resolutions Inference.
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1 Introduction

In functional Magnetic Resonance Imaging (fMRI) analysis, brain activation is mea-
sured as the correlation between the sequence of cognitive stimuli and blood oxy-
genation levels. The brain image comprises approximately 300,000 volume units
(voxels), each of which may be tested for significant neural activity. This results in
a multiple testing problem with about 300,000 statistical tests.

Controlling Type I error at the voxel level is conservative. Cluster-extent based
thresholding, which exploits the signal’s spatial nature to analyze data at the level of
clusters of contiguous voxels, is less conservative than voxel-wise inference. How-
ever, it suffers from the spatial specificity paradox [14]. As the method tests the null
hypothesis that there is no active voxel in the cluster, rejecting such null hypothesis
does not provide any information on the proportion of active voxels and their spatial
location. Moreover, follow-up inference inside the cluster (“drilling down”) leads to
a double-dipping problem and inflated Type I error rate [8].

Closed testing allows to solve this problem by constructing lower confidence
bounds for the proportion of active voxels, simultaneously over all possible brain
regions [4]. Simultaneity ensures that the bounds remain valid even when the region
of interest is selected post hoc, and when drilling down within clusters. An example
of method using closed testing in this way is All-Resolutions Inference (ARI) [9].

We compare the performance of two methods that rely on closed testing via per-
mutations: true discovery guarantee by sum tests [11], and ARI [2]. Both employ
permutation testing in order to adapt to the unknown joint distribution of the data.
We focus on the permutation framework since it often offers an improvement in
power over the parametric approach, especially with multiple hypotheses [6].

The paper is organized as follows. In Section 2, we illustrate the methods under
analysis. In Section 3, we evaluate their performance on real fMRI data.

2 Permutation-based closed testing for true discovery proportion

Let B denote the brain, composed of |B|= m voxels, and A ⊆ B denote the unknown
subset of truly active voxels. When studying a brain region S ⊆ B with significance
level α , we are interested in making inference on the number of true discoveries
a(S) = |A∩S|, i.e. the number of truly active voxels within the region. The following
methods allow to construct simultaneous lower (1−α)-confidence bounds ā(S), i.e.,

P(a(S)≥ ā(S) ∀S ⊆ B)≥ 1−α .

777



Valid Double-Dipping via Permutation-Based Closed Testing 3

Simultaneous lower confidence bounds for the True Discovery Proportion (TDP),
π(S) = a(S)/|S|, can be immediately derived as π̄(S) = ā(S)/|S|.

The methods are based on permutation testing. Let Ti be a generic test statistic for
the null hypothesis that there is no activation in voxel i (i ∈ {1, . . . ,m}). Let pi be the
corresponding p-value. Subsequently, suppose to randomly draw ω elements from
a group of data transformations that preserve the distribution of the test statistics
under the null. Denote by T j

1 , . . . ,T
j

m the test statistics corresponding to the j-th
transformation. An α-level permutation test with random transformations is defined
in [5]. Under some condition on the group of transformations, which is usually
satisfied for continuous data, the test is exact when ω is a multiple of 1/α . Finally,
the power increases with ω . For the usual choices of the significance level (e.g.,
α = 0.05), a value ω ≥ 200 is generally suitable.

2.1 sumSome: permutation-based true discovery guarantee by sum
tests

The method, introduced in [11] and implemented in [12], is a general procedure
for sum-based tests. This means that the test statistic TS for the null hypothesis that
there is no activation in the region S may be written as TS = ∑i∈S Ti, where Ti is a
generic statistic. The procedure is defined as an iterative shortcut for closed testing,
based on the branch and bound algorithm, which converges to the full closed testing
results, often after few iterations. Even if it is stopped early, it defines valid lower
confidence bounds for the number of true discoveries.

At each iteration n ∈ IN, the procedure constructs a collection of functions Un
S,z :

{z, . . . ,m} → IR, with S ⊆ B and z ∈ {0, . . . , |S|}. They are increasing in n, in the
sense that Un

S,z(v)≤Un+1
S,z (v). Moreover, they are such that P(a(S)> |S|−z)≥ 1−α

if maxv{Un
S,z(v)}< 0. Lower confidence bounds for the number of true discoveries

are determined by studying the sign of the maximum of each function.

Theorem 1. For each n, ān(S) = |S|−max
{

z ∈ {0, . . . , |S|} : maxv{Un
S,z(v)}≥ 0

}

is a lower (1−α)-confidence bound for a(S), simultaneously for all S ⊆ B. The
bounds are increasing in n, as ān(S)≤ ān+1(S).

After a finite number of iterations, the confidence bounds an(S) converge to those
obtained from full closed testing, as defined in [4].

2.2 pARI: permutation-based All-Resolutions Inference

The method proposed in [2] merges the strengths of ARI [9] with the permutation-
based method of [6]. Let define l1, . . . , lm a critical vector if and only if

Pr(∩|N|
i=1{q(i) ≥ li})≥ 1−α (1)

778



4 Anna Vesely, Livio Finos, Jelle J. Goeman and Angela Andreella

where N = B\A is the set of inactive voxels, and q(i) (1 ≤ i ≤ |N|) are their sorted p-
values. pARI computes li using the p-values null distribution p j

i in the computation
of a calibration parameter called λα ∈ Λ ⊆ IR, i.e.:

λα = sup{λ ∈ Λ : w−1|{1 ≤ j ≤ w : p j
i ≥ li(λ ) ∀i}|≥ 1−α}.

The λα -calibration permits to incorporate the unknown dependence structure of the
data into the critical vector’s choice. The following Theorem then computes the
lower bounds for the number of true discoveries.

Theorem 2. Let l1, . . . , lm satisfy (1). Then for every /0 ̸= S ⊆ B,

ā(S) = max
1≤u≤|S|

1−u+ |{i ∈ S : pi ≤ lu}|

is a lower (1−α) confidence bound of a(S), simultaneously for all S ⊆ B.

In this paper, we consider two families of candidate vectors, i.e., F = {l(λα) :
λα ∈ Λ}. The first one is inspired by Simes’ probability inequality [10], i.e.,
li(λα) =

(i−δ )λα
m−δ , while the second one is derived from the asymptotically optimal

rejection curves (AORC) [3], i.e., li(λα) =
(i−δ )λα

(m−δ )−(i−δ )(1−λα )
. The shift parameter

δ ∈ {0, . . . ,m−1} determines how sensitive l(λα) will be to the smallest p-values.
For further details about pARI, please refer to [2]. The method is implemented in

[1].

3 Application on Rhyme Data

We analyzed the Rhyme data collected by [15], where K = 13 subjects were pre-
sented with pairs of either words or pseudowords, and asked to make rhyming judg-
ments for each pair.

Brain activation was measured as correlation between the sequence of cognitive
stimuli and Blood-Oxygen-Level-Dependent (BOLD) response, detected in fMRI.
Data were analyzed by means of a mixed model. For each voxel i ∈ {1, . . . ,m}
and each subject k ∈ {1, . . . ,K}, let βik represent a parameter for the contrast de-
scribing neural activation under the word stimulus. We determined an estimate β̂ik.
Pre-processing and this first-level data analysis were performed using FSL [7].

For each voxel i ∈ {1, . . . ,m}, denote by µi the between-subject mean activation.
In order to test the null hypothesis H0i : µi = 0 against the alternative H1i : µi ̸= 0,

we defined the one-sample t-statistic Ti = µ̂i/
√

σ̂i
2/K. Here µ̂i = ∑K

k=1 β̂ik/K and
σ̂i

2 = ∑K
k=1(β̂ik − µ̂i)2/(K −1).

The t-statistics were computed for ω = 200 transformations of the data. The
first was the identity, and the remaining were randomly drawn from the group of
sign-flipping transformations, as in [13]. These statistics were used as input for the
analysis with the two methods of interest.
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WWee analyzed clusters computed from Random Field Theory, considering |T | >
3.2 and |T | > W4. Wee applied sumSome by using as group statistics the sum of the
t-statistics and Cauchy p-value combination. Then we applied pARI with Simes and
AAOORC families of candidate vectors using δ = 27 to account for signal spreading
out in clusters with size at least equals 27 voxels.

3.1 Results

TResults are displayed in Table 1. Figure 1 shows the lower confidence bounds for
the TDP of clusters obtained from sumSome with the sum of t-statistics. In concor-
dance with earlier studies, we found activation on Paracingulate Gyrus (PG), Lateral
Occipital Cortex (LOC), Superior Frontal Gyrus (STG), Frontal Operculum Cortex
(FOC), Putamen (P), Inferior Frontal Gyrus (IFG), Lingual Gyrus (LG), Occipital
Fusiform Gyrus (OFG), Insular Cortex (IC), Cingulate Gyrus (CG), Superior Pari-
ental Lobe (SPL), Post Central Gyrus (PCG).

TTaable 1 TDPCluster-forming threshold, size, lower confidence bound for the P,, and coordinates of
the maximum t-statistic. Clusters with π̄(S) = 0 are not shown.

VCluster Threshold Size % active Vooxel
Coordinates

S t |S| π̄(S) x y z
sumSome pARI

t-statistics Cauchy Simes AORC
LOC/LG/OFG/PG/SFG 3 34115 90 80 88 89 4 12 48

FOC/P/IFG/IC/CG
LOC/LG/OFG 4 11045 79.28% 84.69% 90.82% 92.06% −6 −56 −12
FOC/P/IFG/IC 4 6930 67.63% 75.73% 85.38% 87.37% −42 14 −6

PG/SFG/CG 4 2100 13.43% 29.43% 56.95% 60.53% 4 12 48
Left 3 1546 0% 0% 2 2 − − 44

Fig. 1 Map of the lower confidence bounds for the TDP using sumSome with the sum of t-statistics.

difThe approaches have ffferent power properties. sumSome appears to be more
powerful for large clusters, in particular when using the sum of t-statistics. On the
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contrary, pARI gains power in the case of smaller clusters. The performance of the
AORC family moderately overtakes the Simes family’s results.

4 Discussion

In fMRI cluster analysis, we compared two methods based on closed testing via per-
mutations, sumSome and pARI. They compute lower confidence bounds for the pro-
portion of active voxels within clusters, which are robust against post-hoc selection.
As a result, they allow for double-dipping, avoiding the well-known spatial speci-
ficity paradox. When employing these approaches in the analysis of task-related
fMRI data, we obtained appreciable activation in clusters defined by Random Field
Theory.
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Emotion pattern detection on facial videos using
functional statistics
Riconoscimento di pattern emozionali in video di volti
attraverso la statistica funzionale

Rongjiao Ji, Alessandra Micheletti, Natasa Krklec Jerinkic, Zoranka Desnica

Abstract There is an increasing scientific interest in automatically analysing and
understanding human behavior, with particular reference to the evolution of facial
expressions and the recognition of the corresponding emotions. In this paper we
propose a technique based on Functional ANOVA to extract significant patterns of
face muscles movements, in order to identify the emotions expressed by actors in
recorded videos. We determine if there are time-related differences on expressions
among emotional groups by using a functional F-test. Such results are the first step
towards the construction of a reliable automatic emotion recognition system 1

Abstract C’è un crescente interesse scientifico nell’analizzare e intepretare au-
tomaticamente il comportamento umano, soprattutto rispetto all’evoluzione delle
espressioni del volto e al riconoscimento delle corrispondenti emozioni espresse.
In questo lavoro proponiamo una tecnica, basata sull’ANOVA Funzionale per es-
trarre pattern significativi dei movimenti dei muscoli facciali, al fine di identificare
le emozioni espresse da alcuni attori in video registrati. In particolare determini-
amo se, in istanti specifici, ci siano differenze nell’evoluzione delle espressioni fra
diversi gruppi di emozioni, applicando un F-test funzionale. Questi risultati sono
il primo passo verso la costruzione di un sistema affidabile per il riconoscimento
automatico delle emozioni.
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1 Introduction

The study of human facial expressions and emotions never stops in our daily life
while we communicate with others. Following the increased interest in automatic
facial behavior analysis and understanding, the need of a semantic interpretation of
the evolution of facial expressions and of human emotions has become of interest
in recent years [4]. In this paper, based on a work cooperated with the Serbian com-
pany 3Lateral, which has special expertise on building visual styles and designs in
animation movies, we want to explore functional statistical instruments to identify
the emotions while analyzing the expressions through recorded videos of human
faces. The final aim of this research is to use this information to better and more
realistically establish virtual digital characters, able to interact autonomously with
real humans.

The data that we consider are multivariate longitudinal data, showing the evolu-
tion in time of different face muscles contraction. Functional Data Analysis (FDA)
offers the possibility to analyze the entire expression evolution process over time
and to gain detailed and in-depth insight into the analysis of emotion patterns. The
basic idea in functional data analysis is that the measured data are noisy observa-
tions coming from a smooth function. Ramsay and Silverman [6] describe the main
features of FDA, that can be used to perform exploratory, confirmatory or predictive
data analysis. Ullah and Finch [7] published a systematic review on the applications
of functional data analysis, where they included all areas where FDA was applied.

In our application, Functional ANOVA can be used to determine if there are
time-related differences between emotion groups by using a functional F-test [2].
Functional ANOVA yields the possibility to determine if a functional response can
be described by scalar or functional variables.

The structure of this paper goes as follows. In Section 2 we briefly describe the
RAVDESS dataset from where the expression data of interest is extracted. Section
3 includes some methods of functional data analysis that we implemented in our
application, and in Section 4 our results are presented.

2 The RAVDESS Dataset

RAVDESS (Ryerson Audio-Visual Database of Emotional Speech and Song) [5] fits
our needs for studying the human expression evolution and emotion identification,
as it contains 24 professional actors (12 female, 12 male) to offer the performance
with good quality and natural behavior under the emotions: calm, happy, sad, angry,
fearful, disgusted and surprised. Also a neutral performance is available for each
actor. The actors are vocalizing one lexically-matched statement in a neutral North
American accent (Kids are talking by the door).

To avoid being lost in the difference of individual facial appearances, when an-
alyzing the expressions and emotions, researchers mostly focus on the movements
of individual facial muscles which are encoded by the Facial Action Coding System
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(FACS) [3]. FACS is a common standard to systematically categorize the physi-
cal expression of emotions, extracting the geometrical features of the faces and then
producing temporal profiles of each facial movement. Such movements, correspond-
ing to contraction of specific muscles of the face, are called action unit (AU). As
action units are independent of any interpretation, they can be used for any higher-
order decision-making process including recognition of basic emotions. Following
the FACS rules, OpenFace [1], an open-source software, is capable of recognizing
and extracting facial action unit from facial images or videos. We applied Open-
Face to extract the engagement degrees of action units for the videos in RAVDESS.
The extracted action units include 17 functions for each video, taking values in
[0,5], sampled in about 110 time points (which is also the number of frames in each
video).

3 Functional Statistical Methods

We will represent the action units evolution recorded on each video as a multivariate
time series Y(t) = (Y1(t), . . . ,Yd(t), . . . ,YD(t)), t ∈ [0,T ] containing a set of D uni-
variate longitudinal functions (D= 17 in our case), each defined on the finite interval
[0,T ],0 < T <+∞. The observation of Y on our sample of videos provides the set
Y1, . . . ,Yn of multivariate curves, that we represent as multivariate functional data.

It is essential to align the action units functions into a common registered internal
timeline that follows the same pronunciation speed, to control the influence of the
specific pronounced sentence and to detangle it from the influence of the emotions.
Therefore, we need to isolate the phase variability of the action units curves, but
keeping, at the same time, the amplitude-phase unchanged to maintain the informa-
tion of the intensity level of the action units.

The phase variation is normally represented by a random change of time scale,
which is mostly a non-linear transformation. We use the warping functions Ti :
[0,T ]→ [0,T ], i = 1, . . . ,n, assuming that they are increasing functions independent
of amplitude variation. They map unregistered chronological time t∗i to registered
internal time t so that T−1

i (t∗i ) = t, with E[Ti(t)] = t. The observed time-warped
curves, represented through a Karhunen-Loeve expansion based on a functional ba-
sis f j,d , are

Ỹi,d(t) = Yi,d(T−1
i (t∗i )) = µd(T−1

i (t∗i ))+ ∑
j≥1

Cjf j,d(T−1
i (t∗i )),

We used a spline basis and followed the principal components based registration
method with a generative process [9], whose codes are available in the R package
”registr” [8].

Using the registered curves representing the AUs evolution in each video, we then
investigated if there exist patterns which could discriminate the different emotions,
using a Functional ANOVA model.
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Let yk,g(t) be the evolution of one specific action unit in the video k ∈ {1, . . . ,K}
(in our case K = 48) for emotion g ∈ {1, . . . ,7}. We can assume that

yk,g(t) = µ0(t)+αg(t)+ εk,g(t), (1)

where µ0(t) is the grand mean function due to the pronounced sentence and to the
actor, independent from all emotions. The term αg(t) is the specific effect on the
considered action unit of emotion g, while εk,g(t) represents the unexplained zero
mean variation, specific of the k-th video within emotion group g. To be able to

identify them uniquely, we require that they satisfy the constraint
7
∑

g=1
αg(t) = 0,∀t.

By grouping the videos representing the same emotion, we can define a 8K ×
8 design matrix Z for this model, with suitable 0 and 1 entries, as described in
[6, Section 9.2], and rewrite Equation 1 in matrix form: y = Zβ + ε , where β =
[µ0(t),α1(t), . . . ,α7(t)]T .

To estimate the parameters we use the functional least squares fitting criterion

β̂ (t) = argmin
β

8

∑
g=1

K

∑
k=1

∫ T

0
[yk,g(t)−⟨zk,g,β (t)⟩]2dt, (2)

subject to the constraint 0 =
7
∑

i=1
αi(t) =

8
∑
j=2

β j(t), ∀t.

In order to investigate which emotions are significantly influencing the change of
the action units patterns, for each emotion g̃ and for each action unit we test the null
hypothesis H0 : αg̃(t) = 0.

Similarly to the classical univariate ANOVA model, the statistics used to test H0
is

FRAT IO(t) =
MSR(t)
MSE(t)

whose distribution under H0 is estimated through a permutation test.

4 Results

As mentioned before, we first aligned the curves by separating the amplitude and
phase variability. We choose to align the curves by AU25, which represents the lip
movement, and then we adjusted the time frames of the other AUs according to this
rescaling.

We then applied the F-test described in the previous section to detect, for each
emotion, which AUs have a mean behaviour significantly different from the neutral
performance and in which time period during the videos. In Figure 2 we illustrate
the results for emotion angry, as an example.
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AAUU26.AAUU07. AAUU10.
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for the F-distribution in the dashed and horizontal dotted lines respectively. Thus
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WAefa significant fffect on the AUU’s pattern. Wee found in general three main situations of
influence of one emotion on expression evolution: 1. locally strengthening (Figure

AA1d: AUU07 in frame range 45 to 55) 2. locally inhibiting (Figure 1f: AUU26 in frame
Arange 70 to 90) 3. globally strengthening (Figure 1e: AUU10 in almost the whole

eftime). Further, we pointed out the time zones of significant fffects of the angry
emotion on the action units in Figure 3, which is beneficial to understand and detect

diffdynamically when and how the faacial muscles contractions fffer from the baseline.
TTaable 1 summarizes for each emotion of interest the related action units that show

significant changes from the neutral case for our videos dataset. Similarly to the
example of angry, we found that for happy and disgust emotions more action units
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Table 1: Emotions with corresponding significant action units

Emotions Related Action Units
Calm 06,07,10,12,14,23
Happy 01,06,07,10,12,14,17,23,25,26

Sad 04,06,10,14,17,20,23,25
Angry 04,06,07,09,10,12,14,17,23,26
Fearful 04,09,10,12,14,15,17,23,25,26
Disgust 04,06,07,09,10,12,14,17,23,25,26

Surprised 06,09,10,12,14,15,17,23,25,26,45

have the globally strengthening effect on a large time range. Sad emotion sometimes
affects the action units to be more constant than in neutral case. Emotion Fearful has
more influence on upper half face (brows, eye lids and nose), while emotion calm
is more related with the center of the face (Cheek Raiser, Lid Tightener and Lip
Corner Puller). Surprised emotion is the only emotion where AU45 is significantly
influenced.

As a conclusion, our results can be joined in a multivariate setting and exploited
to build a classifier able to automatically recognize the emotions. This task is left to
subsequent works.
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Composition-on-Function Regression Model for
the Remote Analysis of Near-Earth Asteroids
Modello di Regressione Composizione-su-Funzione per
l’Analisi da Remoto di Asteroidi Near-Earth

Mara S. Bernardi, Matteo Fontana, Alessandra Menafoglio, Alessandro Pisello,
Massimiliano Porreca, Diego Perugini, Simone Vantini.

Abstract We propose a regression model with compositional response and func-
tional predictor. The motivating application concerns the problem of retrieving the
chemical composition of a silicate glass based on its spectral response. This prob-
lem is particularly interesting in the context of planetary investigation, where spec-
troscopy data can be remotely collected.
Abstract Proponiamo un modello di regressione con risposta composizionale e
predittore funzionale. L’applicazione che motiva questo lavoro riguarda il problema
di ottenere la composizione chimica di un vetro silicato sulla base della sua risposta
spettrale. Questo problema è particolarmente interessante nel contesto delle inves-
tigazioni planetarie, dove i dati spettroscopici posso essere raccolti da remoto.

Key words: functional data, compositional data, regression

1 Introduction

The study of the spectral response of silicate glasses, which are widely present in
volcanic rocks, is of great importance in planetary investigations of near-earth aster-
oids, since remotely sensed spectra can provide information about the constituents
of terrains [5, 3, 2]. The motivating application for this work, described in [1], is
the problem of retrieving the chemical compositions from reflectance spectra. The
dataset analyzed, described in [1], concerns the spectral response of different sili-
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cate glasses presenting a range of chemical compositions that covers the majority of
rocks on planet Earth.

This problem poses challenges from a modeling perspective as it involves hetero-
geneous and complex data whose structure and properties should be appropriately
accounted for. During the talk, we will introduce a regression model using the Func-
tional Data Analysis [6] and the Compositional Data [4] frameworks.

The proposed model is described in Section 2. The analysis of the data is de-
scribed in Section 3. Section 4 draws the conclusions and outlines possible direc-
tions of future research.

2 Model

We consider a random sample {(yi,xi(t))}i=1,...,n where yi are vectors of D-parts
compositions in the simplex SD and xi(t) are curves in the space L2(T ) defined on a
compact domain T ∈ R. To map the compositions to an Euclidean vector space, we
apply an ilr transformation of the compositional data: ỹi = ilr(yi). We model the
conditional distribution of ỹi given the functional covariate xi(t) via the following
regression model:

ỹi = βββ 0 +
∫

T
xi(t)βββ (t)dt + εεε i, i = 1, . . . ,n,

where βββ 0 ∈ RD−1, βββ (t) is a (D − 1)-dimensional vector whose components are
functions in the space L2(T ) . The additive error terms εεε i ∈ RD−1 are assumed to
be i.i.d. (independent and identically distributed) random variables with mean 0 and
diagonal variance.

3 Application

For the considered application, it is of interest to retrieve the silica and alkaline
parts of the chemical compositions since they are linked to evolution of magma and
to geodynamic setting respectively. We therefore consider the 3-parts composition:
SiO2, K2O+Na2O, Other. The data are represented in the left panel of Figure 1.
We apply an ilr transformation using as sign matrix a sequential binary partition
that, in the first instance, contrasts the first two components against Other and, in
the second instance, contrasts SiO2 against K2O+Na2O.
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4 Conclusions and future work

The analysis presented during the talk will show the usefulness of the functional
data analysis approach for the study of spectral data and the relevance of the infor-
mation contained in the whole spectrum in retrieving the chemical composition of
the material.

Directions of future research concern the integration of the alignment approach
proposed in [1] in the model. In this extension of the model, the predictor would be
a bivariate functional data composed by the warping function (describing the phase
variability) and the aligned data (describing the amplitude variability).
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Determinants of football coach dismissal in
Italian League Serie A
Determinanti degli esoneri degli allenatori di calcio nella
Serie A italiana

Francesco Porro, Marialuisa Restaino, Juan Eloy Ruiz-Castro, Mariangela Zenga

Abstract The aim of this work is to study the impact of a set of personal and
team characteristics on the dismissal of managers (head coaches) in the top divi-
sion of the Italian Football League during the seasons 2010-2019. We examine the
probability of coaches’ dismissals by employing survival methods to explore the
effects of covariates on coach tenure length. We capture the variation across the sea-
sons and we assess the association between team/coach characteristics and coach
dismissals. The set of coach characteristics includes both performance-related and
non-performance-related variables. Performance variables include characteristics of
teams able to analyze and measure coach or/and team typical performance. Non-
performance variables are a group of demographic characteristics related to man-
agers and clubs.
Abstract Lo scopo del presente lavoro è quello di studiare l’impatto di caratter-
istiche personali e non personali sulla carriera degli allenatori italiani di calcio
nella Serie A nelle stagioni 2010-2019. In particolare, verrà valutata la proba-
bilità che gli allenatori vengano esonerati attraverso l’utilizzo di metodi di so-
pravvivenza e saranno esplorati gli effetti delle covariate sulla durata del mandato
dell’allenatore prima dell’esonero. L’insieme delle covariate comprende variabili
legate all’allenatore, alla prestazione della squadra allenata ed al club.

Key words: Sport statistics, Survival analysis, Cox PH model
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Università Milano-Bicocca, Milano (Italy) e-mail: mariangela.zenga@unimib.it

1

805

mailto:fporro@uniss.it
mailto:mlrestaino@unisa.it
mailto:jeloy@ugr.es
mailto:mariangela.zenga@unimib.it


2 Francesco Porro, Marialuisa Restaino, Juan Eloy Ruiz-Castro, Mariangela Zenga

1 The role of the head coach in labour marker

In the last years, the role of footbal head coach became comparable to a company
manager. Even if the role of a footbal head coach varies across countries and within
country depending on club owners’ preferences, the required skills of this figure are
several. The head coach plans and directs training and recommends acquisition or
trade of players for professional athletic team; he/she assesses player’s skills, assigns
team positions and evaluates own and opposition team capabilities to determine
game strategy. Moreover he/she coaches or directs coach, professional athletes to
instruct players in techniques of game, participates in discussions with other clubs to
sell or trade players and may participate on team managed and be designated coach-
player or player-manager. Whereas football players can only be traded at particular
times during the football season, head coaches can be laid off or hired throughout
the season, as well as in the closed season between May and August. In this paper,
we analysed the length of the career for head coach in professional football by using
survival analysis [1, 4].

2 Data

We have a data set composed of 225 head coaches who were in charge of football
league games played by the 20 teams in the top of professional football in Italy,
covering the seasons 2010–2011 to 2019–2020. This period covers more than 6,000
games. The data are a flow sample in that we observe the start date for all coaches’
initial employment spells, including those that overlap the start of the initial football
season in our data. Each spell ends with the head coach leaving due to dismissal by
the club or a voluntary quit, or else the coach remains in post. The data were ob-
tained principally on transfertmarkt website1. The average coaching spells lasted
for 270 days (min=7 days) before an exit for dismissal. The 60% of the observed
spells ends with a dismissal, and nearly all coaches in the sample contribute at least
one exit from a club over the sample period. For seasons 10/11, 11/12 and 15/16
the percentage of dismissal is higher than the other seasons. Moreover the clubs in
the lower position of the rank at the end of the season show greater number of dis-
missals. A large number of coaches exits occurs during the season (67%) while the
27% of the coaches exits occurs at the end of the season. In general when coaches
wish to leave the club, the closed season is when their contracts will expire so some
departures may just reflect the non-renewal of fixed term contracts. The 6% of dis-
missal occurs before the first match. A large spike in dismissal occurs during the
first round of season.

1 https://www.transfermarkt.it/
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3 Methodology: survival analysis to examine the Head Coach
dismissals

The survival analysis is used to examine head coach dismissal. Let T be the time of
the duration of the coaching from the beginning season. The period of observation
is every season and the censorship is given at the end of every season. The event is
the dismissal, while the censor occurs if the exit is a voluntary quit or if at the end
of observation period the coach remains in post. The survival function is defined as
S(t) = Pr(T > t) = 1−F(t), while the hazard function defines the instantaneous
risk of failure at time t given that failure has not yet occurred

h(t) = lim
∆ t→0

Pr(t < T ≤ t +∆ t|T > t)
∆ t

. (1)

The Cox proportional hazard model [2]

h(t) = h0(t)exp(Xβ ) (2)

is used to test the impact of the covariates on the time to exit.

4 Results

The Figure 1 reports the survival curves before dismissal, respect to the season.
The survival curves for seasons 10/11, 11/12, 15/16 and 18/19 have similar shapes.
In particular at the end of the seasons 11/12 and 15/16 the European competition
was present and this could affect the survival curves for the coaches. Moreover, the
season 19/20 was particularly long due to the postponement due to SARS-Cov-2
pandemic.

Table 1 reports the results for the Cox proportional hazard model respect to the
variables on the performance of the teams. As suggested in the literature [3], the
career duration of head coaches in football is negatively affected by their lost per-
centage in the match before the dismissal. In fact, coaches are constantly monitored
not only by the management of their clubs but also by football fans. Since head
coaches are responsible for the teams’ performance, more successful coaches are
likely to survive longer. Our results confirm the theory. In fact the variables signif-
icantly affected the duration before dismissal are the round of the season (in the
second round of season is less probable a dismissal) and the percentage of the pro-
portion of lost match before dismissal (the increasing of loss proportion increases
the dismissal probability).

Table 2 reports the results of the Cox proportional hazard model considering the
variables related to the market value of the team. The literature [3] proposes that the
probability for the coaches to be dismissal is determined by the relative value of their
teams. In fact, coaches working with expensive teams, i.e. those with relatively high
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Fig. 1 Survival curves per season

Variable Coef exp(Coef) se z p-value
Rank 0.028 1.028 0.046 0.605 0.545
Second round (Yes=1) -5.494 0.004 1.039 -5.288 < 0.0001
Total won matches -0.227 0.797 0.321 -0.706 0.48
Total drawn matches -0.037 0.963 0.119 -0.312 0.755
Scored Goals 0.07 1.072 0.107 0.651 0.515
Conceded Goals -0.066 0.936 0.106 -0.625 0.532
Scores 0.073 1.075 0.105 0.691 0.489
Proportion of lost match before the exit 1.166 3.209 0.435 2.682 0.007

Table 1 Results of the Cox proportional hazard model for time to dismissal with information on
the performance of the coached teams.

Variable Coef exp(Coef) se z p-value
Squad of players -0.013 0.987 0.017 -0.786 0.568
Age -0.056 0.945 0.094 -0.595 0.448
Foreign players 0.011 1.011 0.017 0.649 0.484
Values Squad of players 0.002 1.002 0.003 0.562 0.426
Market value of the team -0.139 0.87 0.129 -1.076 0.718

Table 2 Results of the Cox proportional hazard model for time to dismissal with the relative value
of their teams.

808



Determinants of football coach dismissal in Italian League Serie A 5

wage bills, are more likely to be fired when performance lags behind expectations.
In our case it seems that this group of covariates does not significantly affect the
probability to be dismissal.

Table 3 reports the variables related to the previous career of the coach. The
theory [3] states that the coaching experience decreases the probability of being
dismissed. In fact, the longer a coach has been working in professional football, the
more human capital he has accumulated and this, in turn, reduces the probability of
getting fired. In this case, even if the covariates are not significant in the analysis,
the sign of the covariates are in line with the theory.

Variable Coef exp(Coef) se z p-value
Youth team coach 0.254 1.289 0.191 1.332 0.183
Previous football player -0.277 0.758 0.299 -0.927 0.354
Previous football player in the same team 0.283 1.326 0.236 1.196 0.232
Coach abroad 0.111 1.117 0.186 0.596 0.551

Table 3 Results of the Cox proportional hazard model for time to dismissal with previous career
information of the coach

5 Final remarks

In this paper we analised the carreer of the head coaches for the Italian football clubs
in Serie A. We explained the results in the light of the considerations that the head
coaches are considered as managers. Our results confirm that the career duration
seems to be affected by the performance of the teams, but not by the economic
value of their teams or previous career of the coach. As a possible future work, the
career of the football head coaches could be analysed by some appropriate stochastic
processes.
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Identification and modeling of stop activities at
the destination from GPS tracking data
Identificazione e analisi delle soste a destinazione desunte
da dati di tracciamento GPS

Nicoletta D’Angelo, Giada Adelfio, Antonino Abbruzzo and Mauro Ferrante

Abstract This paper aims at analysing tourist behaviour at destination by focusing
on the main determinants of their stop activities. A density-based cluster algorithm
identifies the stops from GPS tracking data on cruise passengers starting from data
on individual trajectories. A Poisson regression model analyses the effects of socio-
demographic, and itinerary characteristics on the number of stops made. The results
are of interest both from a methodological perspective, related to the analysis and
synthesis of GPS tracking data and from an applied perspective concerning tourists’
knowledge of spatial behaviour and its implications for destination management.
Abstract Il presente articolo ha lo scopo di analizzare il comportamento turistico
a destinazione, con un focus specifico sulle soste effettuate dai turisti nella desti-
nazione. Vengono analizzati dati desunti da dispositivi GPS raccolti su un campi-
one di crocieristi, a partire dai quali è possibile individuare le soste a destinazione
attraverso l’impiego di un opportuno algoritmo. L’effetto delle caratteristiche socio-
demografiche e legate all’itinerario intrapreso sul numero di soste effettuate viene
studiato attraverso l’impiego di modelli di regressione di Poisson. I risultati sono di
interesse sia da un punto di vista metodologico, legato all’analisi e sintesi di dati
GPS, che dal punto di vista applicato, per quanto attiene alla conoscenza del com-
portamento spaziale dei turisti e delle relative implicazioni per il management della
destinazione.
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1 Introduction

Collecting data on tourist mobility is of paramount importance for the study tourists’
behaviour within a destination [10]. Traditional methods are generally based on
post-visit questionnaires or trip diaries, which rely on the accurate recall of the vis-
ited places and activities. Moreover, they may introduce a bias on participants’ be-
haviour, since they know to be observed [2]. Nowadays, GPS technology allows
collecting information on human mobility at a very high temporal and spatial detail,
with any effort required in recalling the visited places. Since the book of Shoval and
Isaacson [9], many studies in the tourism field have been carried out by the GPS
technology (see [8] for a review of the first decade).

This paper aims to analyse cruise passengers’ stop activities derived from data
collected on cruise passengers’ experience at their destination by integrating a
questionnaire-based survey and GPS tracking data. First, a density-based cluster
algorithm (DBSCAN) is used to identify stop locations from GPS tracking data.
In a second step, a Poisson regression model evaluates the relationships among
individual-related variables (collected through the questionnaire-based survey) and
itinerary-related characteristics, derived from GPS tracking data on the whole
itinerary.

2 Cruise Passengers’ Data

In this analysis, we select the cruise tourism segment considering the single exit/entry
point and the relatively brief visiting time, which characterises cruise passen-
gers’ experience at their destination. These features make the use of GPS technol-
ogy particularly suitable for analysing their experience at the destination [7]. The
data have been collected in Spring 2014 in the city of Palermo (Italy), integrat-
ing a questionnaire-based survey and the GPS tracking data on cruise passengers’
itinerary at the destination (see [4] for details on data collection procedures). The
GPS tracking data consist of coordinate points collected at every 10 seconds. A set
of pre-processing operations have been implemented, on the raw GPS data, aimed
mainly at removing the outlier observations and impute the missing data. See [1] for
details on pre-processing operations.

3 Density-based Algorithm for GPS Data

Identifying stop locations is an essential step for summarising the information in
tracking data since they may indicate areas of interest for the individuals. Gong et
al. [5] review the main research results on stop location identification and propose a
classification of methods according to five groups, namely: centroid-based methods,
speed-based methods, duration-based methods, density-based methods and hybrid
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methods. Nonetheless, in evaluating any technique for identifying stop locations,
the characteristics of the used dataset, the research aims, the study context and the
related assumptions, must be considered. In tourism, stops identification may reveal
popular places, such as tourist attractions, restaurant locations or shopping centres.

The approach presented in [1] is implemented to identify stop locations from
the individual GPS trajectories. According to this approach, starting from a generic
trajectory for unit i, D(i), a cluster is defined as a minimum set of spatio-temporal
points, which are sufficiently close to each other. The DBSCAN is a density-based
algorithm [3], which is designed to identify arbitrary-shaped clusters, where the
clusters are sets of spatial points which fall within a certain distance. Concurrently,
the algorithm can identify the noise points, which are spatial points not belonging
to any cluster.

Let p = (x,y) be a point in the trajectory of a generic unit. The ε-neighbourhood
of a point p is defined by neε(p) = {q ∈ D : ||p,q|| ≤ ε ∈ R+}, where ||p,q|| is a
distance function. If the cardinality of an ε-neighbourhood of a point p, i.e. |neε(p)|,
is at least greater than a minimum number of time points (minpts ∈ R+) then p is a
core point.

A point p is directly density-reachable from the object q with respect to ε and
minpts if p ∈ neε(q) and |neε(q)| ≥ minpts. A point p is density-reachable from
the object q with respect to ε and minpts if there is a chain p1, . . . , pl , p1 = q,
pl = p such that pi+1 is directly density-reachable from pi. An object p is density-
connected to object q, with respect to ε and minpts, if there is an object o such that
both p and q are density-reachable from o with respect to ε and minpts.

Definition 1. A cluster C is a non-empty subset of D satisfying the following re-
quirements:

• ∀ p,q: if p ∈C and q is density-reachable from p with respect to ε and minpts,
then q ∈C;

• ∀ p,q ∈C: p is density-connected to q with respect to ε and minpts.

Let C1, . . . ,Ck be the clusters of D with respect to ε and minpts, then p ∈ D is a
noise point if it does not belong to any cluster Ci. The algorithm starts with the first
point p in the database D, and it retrieves all the neighbours of a point p with respect
to ε and minpts. If p is a core point, this procedure will yield a cluster concerning
ε and minpts. If p is not a core point, no points will be density-reachable from p,
and the DBSCAN algorithm will proceed to consider the next point of the database.
The DBSCAN has been deployed in the DBSCAN R package [6]. For the purpose
of the present study, a value of 30 (5 minutes) for the minpts parameter and of 40
(meters) for the value of distance ε were used.

4 Poisson GLM for the determinants of the stop activities

A generalized linear model (GLM), with the logarithm as link function and family
Poisson, is proposed to model the number of stops yi as a count variable. We include
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in our analysis some covariates related to: a) visit duration, b) tourists’ synthetic in-
formation on the itinerary undertaken and other socio-demographic characteristics
and c) indicating whether the cruise passenger has visited a specific touristic attrac-
tion.

The covariate related to a) is the average duration of the stops (Avg).
The covariates related to b) are:

• Dist: maximum distance from the port, dichotomized in < 3.5 and ≥ 3.5 km.
• Time: total time of the tour, dichotomized in <3,5 and ≥3,5 hours;
• Lenght: total length of the tour, dichotomized in <11 and ≥11 km;
• Edu: education level, dichotomized in low (High school diploma or Bachelor

degree) and high (Master or PhD);
• Visit: first visit, indicating whether the cruise passenger is visiting the city for

the first time (yes) or not (no);
• Inc: yearly income, dichotomized in <40000 and ≥ 40000 euro.

Finally, the covariates related to c) are selected touristic attractions in Palermo,
among which: Cathedral, Politeama, Ballarò, Capo, Vucciria.

After exploratory data analysis, the proposed Poisson model is:

log(yi) =α +β1Avgi +β2Disti +β3Timei +β4Edui +β5Inci +β6Cathedrali

+β7Politeamai +β8Ballaròi +β9Capoi +β10Vucciriai.
(1)

5 Results of the analysis

The implementation of the DBSCAN algorithm identifies 1350 stops made by the
218 cruise passengers considered for the analysis, with an average number of stops
per tourist equal to 6, with a minimum of 1 and a maximum of 16. The duration of
stops ranges from 5 to 130 minutes with a mean of 16.15 and a median of 10.33
minutes. In Figure 1, bivariate plots of the number of stops according to the set of
considered categorical covariates are reported.

As for the exploratory analysis, by looking at the plots in Figure 1, the number
of stops generally appears higher as the mobility behaviour synthetic characteristics
increase. Namely, the higher is the distance from the port, the higher is the number
of the stops. Similar considerations hold for the total duration of the tour and the
total length of the tour. That is, those who tend to explore more the destination tend
to stop more. As for socio-demographic characteristics, the degree of association is
less clear. Nonetheless, the median value of the number of stops is slightly higher
for those with a higher education level and with higher levels of income. On the
other hand, this value is slightly lower for repeated visitors, compared to those who
visit the destination for the first time.

For describing the joint effect of the considered variables on the number of stops,
the results of the estimated model (1) are reported in Table 1. Among the considered
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Fig. 1 Relationship between the response variable and the categorical covariates.

itinerary characteristics variables, both the maximum distance from the port and the
total tour duration are positively associated with the number of stops. Whereas, the
average duration of stops is negatively associated with the total stop number. This
result is rather reasonable: people with longer stops tend to perform fewer stops. Re-
garding socio-demographic characteristics, both education and income are slightly
significantly associated with the total stops number. More in detail, the association
with the income may be explained with the potential expenditure associated with
the stop activities, as well as education may be associated with the visit to museums
or other types of attractions. In terms of the visited places, only the Cathedral visit is
slightly associated with the total stops number, whereas the other considered places
of interest are not significantly associated with the total stops number.

Table 1 Parameters’ estimates of the proposed model

Variable Estimate Std. Error t value Pr(> |t|)

Intercept 3.5811 0.5562 6.44 0.0000
Avg -0.0921 0.0230 -4.01 0.0001
Dist 1.8676 0.4685 3.99 0.0001
Time 3.6051 0.3873 9.31 0.0000
Edu 0.8033 0.3940 2.04 0.0427
Inc 0.7932 0.3359 2.36 0.0191
Cathedral 0.8231 0.3619 2.27 0.0240
Politeama 0.6747 0.3627 1.86 0.0643
Ballarò 0.7094 0.4750 1.49 0.1369
Capo 1.2788 0.7728 1.65 0.0995
Vucciria 0.9169 0.6461 1.42 0.1574
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6 Conclusions

This paper proposed an approach to derive meaningful information on a tourist visit
at the destination, starting from GPS tracking data and questionnaire-based infor-
mation. The complex structure of GPS data requires methods able to synthesize the
vast amount of data collected in order to extract relevant information on visitors’
behaviour. Among the various types of information which can be derived from GPS
tracking data, in this contribution, we focused our attention on stop activities as an
important element on tourist visit, since stops are likely to indicate relevant locations
at the destination. To identify cruise passengers’ stop activities, a spatial clustering
algorithm, the DBSCAN, has been applied to the GPS tracking data collected at an
individual level. Moreover, thanks to the integration between stop activities, socio-
demographic characteristics and other itinerary-related information, it was possible
to identify some of the potential determinants of stop activities at the destination.
The determination of the number of stops and the analysis of their main determi-
nants is fundamental for service management since the stop locations may identify
places where most of the expenditure is concentrated. The results are of interest
both from a methodological perspective, related to the analysis and synthesis of
GPS tracking data and from an applied perspective concerning tourists’ knowledge
of spatial behaviour and its implications for destination management.
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A generalization of derangement
Sulla generalizzazione delle dismutazioni

Maurizio Maravalle and Ciro Marziliano

Abstract As a natural extension of the concept of derangement, we define as
derangement-3, derangement-4,. . . , derangement-K, the triplet, quadruplets,. . . , K-
plets of permutations that have no common elements in the same place. In this paper
we propose a theoretical conjecture for the asymptotic behaviour of higher order de-
rangements and validate it by computer simulation for significant values of K.
Abstract Come naturale estensione del concetto di dismutazione definiremo dis-
mutazioni di ordine tre, quattro,..K rispettivamente le terne, quaterne e le K-ple
di permutazioni che non hanno elementi in comune nello stesso posto. Nellarticolo
viene presentata una congettura per valutarne le probabilità nel comportamento
asintotico di queste dismutazioni di ordine superiore, al variare del numero di ele-
menti, confortato con simulazioni per valori significativi di K.

Key words: Derangement, Married Couples Problem, Montmort’s matching prob-
lem, Permutation, Problème des Rencontres, Subfactorial.

1 Introduction

The problem of derangement, hereafter referred to as derangement-2 was formu-
lated and solved long time ago by Pierre M. de Montmort respectively in 1708
and 1713. Nicholas Bernoulli also solved the problem using the inclusion-exclusion
principle. The results are summarised for convenience in Section 2, where the gener-
alization to higher order derangements is also discussed. In Section 3 the conjecture
is presented and verified experimentally, via simulation, in Section 4. The problem

Maravalle
University of L’Aquila - Department of Information Engineering, Computer Science and Mathe-
matics. e-mail: maurizio.maravalle@univaq.it

Marziliano
University of L’Aquila - Statistical office. e-mail: ciro.marziliano@univaq.it

1

817

mailto:maurizio.maravalle@univaq.it
mailto:ciro.marziliano@univaq.it


2 Maurizio Maravalle and Ciro Marziliano

remains of finding if possible an exact analytical formulations for the more general
derangement-K1.

2 Derangement and generalization

Let Sn be the symmetric group of all permutations of n elements (1,2,3, . . . ,n)
whose cardinality is |Sn|=n!. A derangement is a permutation in which none of the
elements appears in its original position. The number of derangements is indicated
by !n, called a subfactorial of n and is given by:

!n = n! ∑
i=0,1,2,...,n

(−1)i

i!
. (1)

The probability that two elements of Sn do not have some element in same place is:

P2[n] =
!n
n!

= ∑
i=0,1,2,...,n

(−1)i

i!
= ∑

i=2,...,n

(−1)i

i!
∀ n ≥ 2.

The proof for equation (1) is based on the well known inclusion-exclusion princi-
ple. As n increases, the probability converges very rapidly (n ≥ 4) to 1/e. Figure 1
shows a graphical representation of this probability as a function of n. Let us now
consider what is the probability P3[n] that three elements of Sn have no element in
the same place. More generally we define as PK [n] with n ≥ K, the probability that
K permutations of Sn have no common elements in the same place. At present the
exact solution to this problem is not known. By combinatorial analysis, it is possible
to calculate some PK [n] values for small values of n.
For example in case of K = 3 we have:

P3[3] =
1

18
; P3[4] =

1
24

. . .

for K = 4:

P4[4] =
1

242 ; . . . .

Table 1 shows the exact results for derangement-3, for different values of n, together
with the results from simulation discussed in Section 4.

1 We have introduced the notation derangement-K to differentiate it from K-derangement, which
has been used by other authors with a completely different meaning [3, 2, 1].
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asymptotic value = (1/e) ~ 0.3678794

Fig. 1 Derangement

n N. derangement-3 Probability

3 2 2
3!2 = 1

18

4 24 24
4!2 = 1

24

5 552 552
5!2 = 23

600

6 21280 21280
6!2 = 133

3240

7 1073760 1073760
7!2 = 2237

52920

8 70299264 70299264
8!2 = 26153

604800

9 5792853248 5792853248
9!2 = 3232619

73483200

Table 1 Number of derangement-3

3 An asymptotic conjecture

Given the difficulty to calculate exactly the probabilities in different cases and by
starting from a consideration on derangement-3, we attempt to generalize the result
previously obtained for derangement-2. Taken as X , Y and Z three elements of Sn,
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the probability that at two by two don’t have elements in the same place is P2[n]. For
derangement-3 we seek the probability of event

A∩B∩C

having indicated with A the event that X and Y do not have common elements, with
B that X and Z do not have elements in common and with C that Z and Y have
no elements in common. For n high enough and assuming that the events are inde-
pendent, the probability of A∩B∩C should be equal (1/e)3. Same consideration
for derangement-4, but in this case the pairs that have to be independent are

(4
2
)

and so for derangement-5 the pairs will be
(5

2
)
. The asymptotic behaviour, as con-

firmed by simulation (see Section 4), appears to be correct, except, as expected for
the initial values of n. This implies that the events are pairwise independent but not
three by three. So, by generalizing, we expect they to be not independent for four
by four for derangement-4, and so on. A simple check to verify this prediction is
the case of P3[3]; if they were independent events, one should have as probability
P3[3] = (P2[3])3 = 1/27 instead, by contrast P3[3] = 1/18 ̸= 1/27. In some sense
events are only asymptotically independent, i.e. only for n →+∞. In general it can
be conjectured, however, that for derangement-K the limit value of the probability
is

lim
n→+∞

PK [n] =
(

1
e

)(K
2)

(2)

This also means that to have practical relevance, it is necessary to have very mall
values of K, because these asymptotic probabilities become extremely small, when
K increases, as shown in Table 2.

4 Simulation

For each value of K, the fact that the asymptotic value, beyond the first few values
of n, is greater than those estimated via simulation, suggests that, if there is an
analytic relationship, this might consists of a fixed component plus a variable one
with alternating signs. Furthermore the latter should vanish asymptotically, thereby
leaving the constant component only. Another consideration emerging from these
simulations, in agreement with calculation of Section 2, is that the probability PK [K]
decreases in the next step PK [K + 1] and then tends to the asymptotic value but
in an increasingly slow way for increasing K. On the basis of the simulations, it
should be noted that the asymptotic trend is reached, for derangement-2 with very
small values of n ≥ 4. Always through simulation it is recognized that even for
K = 5 the probability is reached asymptotically for n ≈ 500÷800. In Figure 2, it is
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K asymptotic value
2 0.3678794
3 0.04978707
4 0.002478752
5 4.539993e-05
6 3.059023e-07
7 7.58256e-10
8 6.9144e-13
9 2.319523e-16

10 2.862519e-20
11 1.299581e-24
12 2.170522e-29
13 1.333615e-34
14 3.014409e-40
15 2.506567e-46

Table 2 Asymptotic probabilities values

reported graphically the simulation results for K = 2, ...,5. Note how the Figure 1
corresponds perfectly to Figure 2(a), case of derangement-2.
All simulation are made using software .
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Analysis of clickstream data with mixture
hidden markov models
Analisi dei clickstream data tramite i mixture hidden
markov model

F. Urso, A. Abbruzzo, and M.F. Cracolici

Abstract Clickstream data is an important source of information for businesses,
however it is not easy to manage this data and also to convert the information coming
out from it in competitive advantage is not a trivial task. This study considers the
application of mixture hidden Markov models to clickstream data extracted from a
travel services company’s e-commerce portal. We find clusters related to web users’
browsing behaviour and geographical position that provide essential indications for
developing new business strategies.
Abstract I clickstream data sono un’importante fonte di informazioni per l’e-
commerce, sebbene non siano semplici da gestire e convertire queste informazioni in
un reale vantaggio competitivo non è un compito banale. In questo articolo, consid-
eriamo l’applicazione dei mixture hidden Markov model a dati relativi al flusso di
clickstream estratti dal portale e-commerce di un’azienda di servizi turistici. Sono
stati individuati cluster relativi al comportamento di navigazione degli utenti e alla
loro posizione geografica che forniscono indicazioni importanti per lo sviluppo di
nuove strategie di business.

Key words: Clickstream Data, Online browsing behaviour, Mixture hidden Markov
models, Tourism 2.0, Web mining
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1 Introduction

Analyzing users’ browsing behaviour when exploring e-commerce portals allows
companies to gain significant advantages, such as the ability to classify potential
customers, tailor their offers accordingly, or identify new opportunities that lead
to changes in business strategies. Unfortunately, although the analysis of click-
stream data provides essential information on the users’ movements exploring a
website (5; 3; 9; 6), it does not explain the underlying reasons behind their navi-
gation choices. Furthermore, to develop effective marketing strategies, it would be
desirable to identify users’ subpopulations based on browsing behaviour. For this
reason, statistical models with hidden variables such as mixture hidden Markov
models (MHMMs) are a suitable tool for the analysis of clickstreams data. They
allow to take into account two levels of uncertainty, a latent process whose evolu-
tion explains users’ motivations to move from one page to another (13; 8; 7), and a
hidden variable related to the presence of clusters representing browsing “profiles”
(11; 15; 10). Here, we apply the MHMMs to data collected from the e-commerce
portal of the PalermoTravel, a company operating in the hospitality sector, to ana-
lyze the differences in user behaviour by identifying the navigation profiles.1 The
paper is structured as follows: Section 2 illustrates the mixture of hidden Markov
models. In Section 3, we have applied the model to identify browsing behaviour
profiles taking into account user information such as geographic location obtained
from IP addresses, access devices and access period.

2 Mixture Hidden Markov models

Hidden Markov models (2; 4; 14) allow analyzing time series whose evolution is
supposed to depend on a latent Markov process. The mixture hidden Markov mod-
els enable to relax the hypothesis of a single population through latent variables
that take into account the different longitudinal patterns in the sequences (15), iden-
tifying groups (clusters) of sequences assigned with specific probabilities derived
from the data (11). This paper focuses on discrete MHMMs where the latent and the
response are assumed discrete random variables.

Let Yi = (Yi1,Yi2, . . . ,YiT ) be the generic i-th sequence of length T with card|Yi|=
R, Ui = (Ui1,Ui2, . . . ,UiT ) the i-th hidden random vector with card|Ui| = S and as-
sume n independent sequences. Let M = {M1,M2, . . . ,MK} be a set of HMMs,
where Θ k = {πk,Ak,Bk} is the set of parameters for each sub-models Mk, related on
each sub-population k = 1, . . . ,K. For each sequence Yi, we define the prior cluster
probabilities that the model parameters are the ones related to the k-th sub-model
Mk as P(Mk) = wk. The log-likelihood is computed as

1 PalermoTravel is a pseudonym.
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ℓ(Θ ;Y ) =
n

∑
i=1

logP(Yi|Θ) =
n

∑
i=1

log

(
K

∑
k=1

wik ∑
u

πk
u1

bk
u1
(yi1)

T

∏
t=2

ak
ut−1,ut b

k
ut (yit)

)
, (1)

where the hidden state sequences u = (u1,u2, . . . ,uT ) take all possible combinations
of values in the hidden state space S and where yit are the observations of subject i at
time t, πk

u1
=P(u1 = s|Θ k) with s∈ {1, . . . ,Sk} is the initial probability of the hidden

state at time t = 1 in sequence u for cluster k; ak
ut−1,ut = P(ut = j|ut−1 = i,Θ k) with

i, j ∈ {1, . . . ,S} is the transition probability from the hidden state at time t −1 to the
hidden state at t in cluster k; and bk

ut (yit) = P(yit = r|ut = s,Θ k) with s ∈ {1, . . . ,S}
and r ∈ {1, . . . ,R} is the probability that the hidden state of subject i at time t emits
the observed state at t in cluster k. MHMM can be generalized to include time-
constant covariates (15) that can be used to estimate cluster memberships wik of
each sequence according to the following multinomial logistic model

wik = P(Mk|Xi) =
eXiγk

1+Σ K
j=2eXiγ j

, (2)

where γk is the set of coefficients associated with the vector of covariates Xi for
observation i and the k-th class, and ∑K

k=1 wik = 1. The cluster posterior probabilities
P(Mk|Yi,xi) are obtained as

P(Mk|Yi,Xi) =
P(Yi|Mk,Xi)P(Mk|Xi)

P(Yi|Θ ,Xi)
, (3)

where P(Yi|Θ ,Xi) is the likelihood of the complete MHMM for subject i. In order
to obtain the parameters estimates, the forward-backward algorithm (1; 12) can be
used in MHMM context as illustrated by Vermunt et al. (15).

3 Results

MHMM has been used to analyze the difference in browsing behaviour among users
of the PalermoTravel website. The data (log files) were collected in 2017 from
September to December. They consist of 10,252 user sessions of maximum length
T=20. These sessions are the sequences of pages viewed from the same IP address
in a fixed period. Specifically, we do not consider the page names but their page
category, corresponding to the thematic areas of the site: Homepage, Attraction, Ac-
commodation, Event, Experience, Service and Info about the company. We consider
three time-constant covariates collected from the website log files: IP address ge-
ographic area (i.e., Africa, Asia, East Europe, Italy, Latin America, Middle East,
North America, North Europe, Oceania, Russia, South Europe), access device dis-
tinguishing PC and mobile and access month. These covariates are used to estimate
prior cluster probabilities through the multinomial logistic model as in equation 2.
Finally, using a selection procedure based on a combination of AIC and entropy, we
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have selected the MHMM consists of 4 clusters and different hidden states in each
cluster (i.e., 4,5,5,4) by applying a model selection procedure.

As an example, we show in Figure 1 a directed graph representing the path fol-
lowed by users in cluster 1. Each pie graph represents a hidden state and edges are
the transitions between states. Transition probabilities are displayed on the edges.
The different colours and sizes of the pie slices represent emission probabilities of
observed states (the pages’ thematic area). The identified clusters are the following.

Cluster 1

0.32

0.230.6

0.0003

0.62
0.053

0.16

0.000019
0.84

0.12
0.66

0.00021

0.058
0.33

0.01

State 1 State 2

State 3State 4

Attraction
Service

Accommodation
Homepage

others

Fig. 1 Cluster 1 hidden Markov process structure. Vertexes represent hidden states, edges show the transition proba-
bilities and the slices’ color and size show emission probabilities. Emission probabilities lower than 0.05 are classified
as ”others”.

Cluster 1 includes 15% of the sessions and has a high percentage of Northern
Europeans who logged in the website from both PC and mobile, especially in Oc-
tober. Users start their session from state 3 (with probability 0.89). This state emits
the observed state Homepage with probability 0.97. They move to state 2 with prob-
ability 0.66, then to state 4 with probability 0.84 and they stay in this state with
probability 0.60. These states emit Attraction with probability 0.69 and 0.75 respec-
tively. So, users appear to have a particular interest in general information about the
region and less interested in the company’s products, which is why the cluster was
named Information seeker.

Cluster 2 (31.3% of the sessions) largely includes Italian, North American and
Northern European users who explored the site using mostly their PC in November
and December. Users start their session from state 3 with probability of 0.42 and stay
in this state with probability 0.92. State 3 emits Attraction with probability 0.91. If
users start from state 5 (with probability 0.23) they move to state 2 with probability
0.56 and stay in this state with probability 0.75. These two states emit Event with
probabilities 0.72 and 0.62 respectively. If users start from state 1 with probability

826



Analysis of clickstream data with mixture hidden markov models 5

0.19, they stay in this state with probability 0.96. State 3 emits Accommodation
with probability 0.59. It seems that users primary interest remains viewing tourist
attractions. Still, we also note that navigation can view seasonal events (a sign of the
desire to select a period of visit) and apartments. This cluster was named Potential
tourist.

Cluster 3 (41.3% of the sessions) includes the majority of Italians, with accesses
mainly from a PC and in September. Users start from state 2 with probability 0.56.
This state emits Homepage with probability 0.98. Then they move to other states
with probabilities not too different. If they start from state 4 with probability 0.25,
they will stay in this state with probability 0.95. This state emits Accommodation
with probability 0.93. Users are interested in viewing and comparing tourism prod-
ucts, with less interest in the information pages presumably having prior knowledge
of the Sicily region, so, this cluster was named Expert tourist.

Cluster 4 (12.4% of the sessions) includes most Asians and East Europeans and
is characterized by the lowest percentage of access via mobile. Users start from
state 3 with probability 0.82 and stay in this state with probability 0.89. State 3
emits Homepage with probability 0.99. So, they focused only on viewing the home
page and move to different areas of the site. This cluster contains an interesting
subgroup of users who would stay there if it reached state 2, this state emits Info
with probability 0.99. This interest in information relating to the tourism company
could be attributed to companies interested in partnership relationships. In light of
these considerations, this cluster was named Casual explorer or Potential partner.

In summary, focusing on the first three profiles as a representation of the user’s
interest in purchasing a holiday package, we note that most users are categorized
in profiles relating to medium and high interest: cluster two (Potential tourist) and
cluster three (Expert tourist). Italian users are mostly present in group 3 and scarcely
present in the information seeker profile. Users viewing both tourist information and
products (cluster two) are mainly North Americans. In contrast, most North Euro-
pean countries are distributed in all first three profiles, making up most profile 1 of
information seeker related to a lack of interest in the company’s products. Regard-
ing cluster 4, the users are from countries with a greater “cultural distance” from the
Italian such as Slavic or Asian countries. Although scarcely present in the sample,
these users are all in this profile showing a superficial interest (rarely accessing ar-
eas of the site other than the Homepage) or not purchasing oriented (e.g. potential
partners). These results highlight that two users’ target exploring the website ex-
ist, which come out out two different business models i.e. the business-to-consumer
(already adopted by the analyzed firm), and the business-to-business.

In light of the above results, the company should consider making the website
more attractive to potential customers from non-Western countries and consider sell-
ing products and services to other companies.
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Using Google Scholar to measure the credibility
of preprints in the COVID-19 Open Research
Dataset (CORD-19)
Utilizzo di Google Scholar per misurare la credibilità dei
preprints del COVID-19 Open Research Dataset
(CORD-19)

Manlio Migliorati, Maurizio Carpita, Eugenio Brentari

Abstract COVID-19 crisis highlighted the difficulty of selecting and accessing
credible scientific information as soon as they are produced. Typical peer review
process normally takes several months before a scientific paper is published. Open-
access preprints repositories (as Arxiv, MedrXiv and BiorXiv) enable fast posting,
but without offering any guarantee. In this paper we propose a procedure to attribute
a ”credibility index” to preprints collected in the COVID-19 Open Research Dataset
(CORD-19). Credibility Index is built using Google Scholar, and is based on the
higher authors h-index corrected to compare researchers from different scientific
fields and with different lengths of scientific careers. First results are encouraging,
showing how both preprints and archives can be evaluated in this credibility per-
spective.
Abstract La crisi determinata dal COVID-19 ha evidenziato la difficoltà di se-
lezionare e accedere a materiale scientifico credibile in tempi rapidi. Il tipico pro-
cesso di referaggio richiede molti mesi prima che un lavoro sia pubblicato, mentre
repository come Arxiv, MedRxiv e BioRxiv consentono una pubblicazione veloce,
senza offrire però garanzie di credibilità. In questo articolo proponiamo una proce-
dura che attribuisce un “indice di credibilità” ai preprints raccolti nel COVID-19
Open Research Dataset (CORD-19). L’indice di credibilità è costruito utilizzando
Google Scholar, ed è basato sul più alto h-index degli autori, corretto per con-
frontare ricercatori di settori scientifici diversi e con carriere di diversa durata.
I primi risultati sono incoraggianti, e mostrano come tanto i preprint quanto gli
archivi possano essere valutati in quest’ottica.

Key words: Google Scholar, CORD-19, h-index, scientific research
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1 Introduction

COVID-19 crisis highlighted, among others, the difficulty of finding reliable scien-
tific information as soon as they are produced, selecting them in the huge amount
of available material [7]. Typical peer review process, adopted by scientific editors,
normally takes several months before a paper is published, and this long period is
not acceptable in crisis situations, when relevant information must be made acces-
sible as soon as possible. From the other side, open-access preprints repository (as
Arxiv, Medrxiv, Biorxiv) enable posting of a scientific material in a very short time,
but without offering any guarantee about the reliability of published contents. In
this paper we propose a solution to this problem, by assigning a credibility measure,
named h∗-index, to preprints posted in repositories, driving users in material selec-
tion.
The basic idea is to automatically access Google Scholar for a preprint, retrieving
and sinthesizing data about each author (h-index, number of co-authors and lengths
of scientific career) in a measure, and assign to the preprint the higher value among
authors. First results, derived from applying the procedure to a sample (100 random
selected preprints) for each of the 3 repositories are really encouraging, showing
how not only preprints, but also archives themselves can be evaluated in this credi-
bility perspective.
Our experience showed us how Google Scholar is a free, wide-ranging bibliographic
resource relatively simple to be used and providing several useful information.
Sometimes, anywhere, it is not so precise in returning attended results, due both
to unregistered authors (registration is on a voluntary base) and some well known
issues in authors naming (consistency, homonimy, diacritics) [3].
The paper is structured as follows: section 2 describes the dataset we used, section 3
illustrate our procedure in terms of credibility index definition and implementation
of Google Scholar access, section 4 summarize the results we obtained and section
5 presents some conclusions and future directions.

2 The CORD-19 dataset

CORD-19 dataset [9] is a “free resource of tens of thousands of scholarly articles
about COVID-19, SARS-CoV-2, and related coronaviruses for use by the global re-
search community”. In the Kaggle site [6], where it is possible to find this dataset,
too, is explained that “In response to the COVID-19 pandemic, the White House and
a coalition of leading research groups have prepared the COVID-19 Open Research
Dataset (CORD-19)”.
This dataset contains COVID-19 and coronavirus-related research (e.g. SARS,
MERS, etc.) from several sources (e.g. PubMed’s PMC, Microsoft Academic, World
Health Organization, Arxiv, BioRxiv, MedXriv), and offers the possibility of down-
loading the metadata.csv file where it is possible to find in a normalized way several
features (and in particular title, abstract, authors, source) to be used for more refined
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investigation. We worked on dataset dated July 2020, counting 192,509 references.
For our purposes the file was filtered on the base of the source (we are interested
only in preprints repositories, i.e. Arxiv, BioRxiv, MedXriv), furtherly restricted to
contains some COVID-19 related keywords or in the title either in the abstract1, to
arrive to a set of 8,186 preprints.
For each of the 3 archives we selected a random sample of 100 preprints, constitut-
ing the starting point for our analysis.

3 The procedure

3.1 The credibility h∗-index

The credibility h∗-index is based on the h-index [4], modified to compare re-
searchers that work in different scientific fields and with different lengths of sci-
entific careers. A huge number of h-index variations has been proposed (see [1] for
a review), and our approach integrate some of these variations.
A simple procedure to calculate the credibility of a scientific preprint based on co-
author’s h-index was defined in the following way:

1. for each co-author 3 data must be considered:
h: the classical h-index
t: the total number of co-authors of the h-papers, i.e. the papers considered in
h-index definition, including the author under investigation
a: the difference of years between the preprint under evaluation and the oldest
h-paper plus 1

2. for each co-author the h∗-index is calculated as follows:

h∗ =
h

m×a
=

h2

t ×a
(1)

where
m = t/h (2)

is the average number of co-authors considering all the h-papers (the idea of
dividing h by m can be found in [2], the idea of dividing h by a can be found in
[4]). The h∗-index ranges between 0 (h-index=0 for the author) and h (the author
wrote all its h-papers alone, in the same year of the preprint under investigation).

3. the credibility index of the preprint is the highest h∗ among co-authors as in [5]:

h∗preprint = maxco−authors(h∗) (3)

1 We used the same query as CORD-19, an OR condition on terms COVID-19, Coronavirus,
Corona virus, 2019-nCoV, SARS-CoV,MERS-CoV, Severe Acute Respiratory Syndrome, Middle
East Respiratory Syndrome.

831



4 Manlio Migliorati, Maurizio Carpita, Eugenio Brentari

3.2 The use of Google Scholar

Starting from preprint title and authors list contained in the dataset, we developed
an R procedure that access Google Scholar to retrieve all data needed for calculating
h∗-index. Please, note how Google Scholar can be accessed only via Web (no API
available), so the only way is:

• building the address of the Google Scholar query page involving preprint title
and authors names under investigation;

• executing it via a GET HTTP;
• parsing HTML results pages to find data we are looking for.

Google Scholar policy suggests of avoiding BOT accesses: IP users addresses are
banned if they do too many or too fast requests. Consequently, random delays be-
tween two and four minutes were inserted between two consecutives accesses, to
comply with that access policy.
Apart from details, the algorithm is based on the three main steps, repeated for all
preprints in the sample:

• starting from preprint title, grab Google Scholar pages to find authors Google
Scholar identifiers (strings of 12 characters). They are the key for querying the
system;

• grab Google Scholar pages using title and author’s ID to retrieve all data needed
for calculating h∗-index. In this phase the R package [8] was used;

• calculate the maximum h∗ among authors, and attributes it to the preprint.

4 First results of the analysis

We applied the procedure to a random sample of 100 preprints for each archive,
obtaining results in Table 1.

Using h∗-index it is possible also to verify the level of credibility of a whole
archive, as summarized in Figure 1. From these first sample results, Arxiv seems to
contain ”more credible” preprints with respect to the other two archives, showing
an higher h∗-index mean, but a h∗-index distribution with higher variability and
asymmetry too.
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Table 1 Some statistics for the preprint samples of the three archives in CORD-19.
Statistics Arxiv Biorxiv Medrxiv
num sample preprints 100 100 100
num too-many-authors preprints 1 14 9
num no-preprint 1 3 2
num evaluable preprints 98 83 89
num authors 388 723 621
num unknown authors 158 445 422
% unknown authors 40.72 61.55 67.95
mean of authors per preprint 3.96 8.71 6.98
mean of unknown authors per preprint 1.61 5.36 4.74
num preprints without h∗-index 9 4 22
num preprints with h∗-index 89 79 67
total h∗-index 46.48 30.69 31.56
mean h∗-index 0.52 0.39 0.47
st dev h∗-index 0.28 0.18 0.24

Note. We didn’t analyse preprints with more than 20 authors (too-many-authors in the table) for avoiding overstress
Google Scholar. Moreover, due to the CORD-19 dataset under analysis, it can happens that a preprint is not more
available (no-preprint in the table). Authors not found in Google Scholar (because no registered, or because of missed
correspondence between CORD-19 and Google Scholar authors names) are reported as unknown. Archive total h∗-
index is the sum of h∗-index for archive sample preprints with a h∗-index. At last, the mean of authors per preprint is
calculated as (num authors / (num preprints with h∗-index).

Fig. 1 The h∗-index box-plot for the preprint samples of the three archives in CORD-19.

Described approach is strongly based on the availability of data about authors in
Google Scholar. If an (important) author is not registered, the credibility index will
suffer for this lackness, eventually producing a lower h∗-index.
In our tests, we verified how often Google Scholar unknown authors in effect are not
so impactful in terms of index calculation, but we observed also some cases where
important authors, with high number of citations, were not registered.

833



6 Manlio Migliorati, Maurizio Carpita, Eugenio Brentari

5 Conclusions and futures directions

In this paper we described the procedure developed with the goal of attributing a
“credibility” measure to preprints published in open access repositories as Arxiv,
MedRxiv, BioRxiv. This measure can be important in crisis situation as COVID-19,
when it is necessary to select and access scientific papers as soon as possible, with-
out delays due to peer review, but with a certain degree of credibility.
We described the h∗-index, based on the classical h-index and assigned to a preprint
on the base of higher value among co-authors. Preliminary results concerning cred-
ibility of preprints (a sample of 100 papers for each archive) are reported, and it is
shown how also archives can be compared with respect the credibility classification
of their preprints. From these first results Arxiv seems to be preferable with respect
to other archives.
Future directions will address different definitions of the credibility index, studying
its properties and comparing it with other indexes. Moreover, the dataset will be up-
dated and the samples dimension increased. At last, the coverage offered by Google
Scholar will be further investigated.
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Mobile phone use while driving: a Structural
Equation Model to analyze the Behavior behind
the wheel
Telefono cellulare alla guida: un Modello a
Equazioni Stutturali per analizzare il comportanto
al volante

Carlo Cavicchia and Pasquale Sarnacchiaro

Abstract The use of mobile phones while driving is one of the main causes of
road accidents and it is an ever-growing phenomenon. The key aim of this study is
to simultaneously analyze individual Knowledge, Attitudes, and Behaviors toward
the use of mobile phones while driving in one of the largest and most populous
metropolitan areas of Italy, Naples. The data acquired from 774 questionnaires -
administered to subjects evenly divided by gender and with an average age of 39 years
- revealed that 69% of the participants had used their mobile phone while driving at
least once in their lifetime. A Structural Equation Model shows how the relationship
between Knowledge and Behavior passes through the Attitude. According to the
collected data and statistical analysis, it is possible to identify factors that can greatly
affect the use of mobile phone while driving.
Abstract L’uso del telefono cellulare alla guida è un fenomeno in forte crescita e
rappresenta una della maggiori cause di incidenti stradali. Lo scopo della ricerca
è l’analisi simultanea delle conoscenze (Knowledge), delle attitudini (Attitudes) e
dei comportamenti (Behaviors) riguardanti l’uso dei telefoni cellulari alla guida,
prendendo in esame Napoli, una delle aree metropolitane più grandi e popolosa
d’Italia. I dati raccolti da 774 questionari - somministrati a patentati, sia uomini
che donne, con un’età media di 39 anni - rivelano che il 69% dei partecipanti ha
usato il telefono cellulare alla guida almeno una volta nel corso della propria vita.
Un modello a Equazioni Strutturali mostra come la relazione tra comportamenti e
conoscenze sia veicolata dalle attitudini. Questo studio, attraverso i dati raccolti e le
analisi svolte, permette di identificare i fattori che maggiormente influenzano l’uso
del cellulare alla guida.
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Key words: Knowledge, Attitudes, Behaviors, Cross-Sectional Survey, Measure-
ment model

1 Introduction

Every year around 1.35 million people pass away because of road traffic crashes,
while between 20 and 50 million more people suffer non-fatal injuries [2]. There are
several factors that increase both the road traffic crashes risk and their resulting risk
of injury or death worldwide. Speeding and driving under the influence of alcohol or
other psychoactive substances are two of the most important determinants of road
accidents and they present significant risk factors for road traffic injuries. However,
other risk factors can be identified: non-use of safety devices such as motorcycle
helmets, seat-belts, and child restraints, or distraction while driving, including the
use of mobile phones [3]. Distracted driving is therefore considered as a major cause
of these remarkable numbers. Specifically, the WHO Global Status Report on Road
Safety 2018 [2] underlines that people which use mobile phones while driving are
approximately 4 times more likely to be involved in a crash than drivers not using a
mobile phone. In detail, the use of mobile phones while driving slows reaction times,
and makes it difficult to keep in the correct lane, or to keep the correct following
distances [2]. In Italy, this tendency seems confirmed; indeed, distraction is presumed
to be the primary cause (16.3%) of road crashes, against speeding (10.2%), alcohol-
related DUI (3.9%) and drug-related DUI (3.2%) [1], and one of the most important
causes of distraction while driving appears to be the use of a mobile phone [6].

In this paper, we analyze the Behaviors enacted by Italian drivers regarding mobile
phone use while driving, as well as the level of mobile phone involvement and its
frequency of use. The key aim of this study is to simultaneously analyze through
a Structural Equation Model (SEM) Knowledge, Attitudes, and Behaviors towards
the use of mobile phones while driving in one of the largest and most populous
metropolitan areas of Italy, Naples. Analysis of Knowledge, Attitudes and Behaviors
about the risks of mobile phone usage while driving can lead us to identify its
determinants in order to obtain the means to sensitize public opinion and improve
people’s awareness regarding the correct Behavior to adopt while driving.

This paper is structured in three sections: the next section deals with a brief
description of methods used in the study. In the third section, the results of the SEM
are pointed out. A brief conclusion ends the paper.

2 Research Methodology

The SEM is a statistical method for testing and estimating at once causal relation-
ships among multiple independent and dependent latent (LVs) and manifest variables
(MVs). SEM entails different sub-models. The structural model comprises the rela-
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tionships among the LVs which have to be developed from theoretical considerations.
The independent LVs are also referred to as exogenous LVs and the dependent LVs
as endogenous LVs. For each of the LVs within the SEM a measurement model has
to be defined. These models embody the relationships between the MVs and the LVs,
and they can be either reflective or formative. In SEM related literature, two different
types of techniques are established: covariance-based ones, as represented by LInear
Structural RELations (LISREL,[4]), and variance-based ones, of which the Partial
Least Squares (PLS) path modelling [7] is the most prominent representative.

In this paper we used the PLS, performed by SmartPLS (Version 3), because of
its less stringent distributional assumptions for the variables and error terms and its
ability to work with both reflective and formative measurement models. PLS-SEM is
widely used for group comparison, investigating the possible presence of a group-
effect in the definition of the LVs. The analysis of the invariance of the measures
across different groups is necessary when using PLS-SEM for group comparison.
SmartPLS provides permutation-based confidence intervals that allow determining
if the correlation between the composite scores of the two groups is significantly
lower than one (null hypothesis, H0: c = 1). If the null hypothesis is not rejected, the
composite does not differ much in both groups and, therefore, there is compositional
invariance. In the next step, permutation-based confidence intervals for the mean
values and the variances allow assessing if the composites’ mean values and variances
differ across groups.

3 Results

3.1 Sample and data characteristics

We analyzed 774 anonymous self-report surveys in the entirety of the metropolitan
city of Naples. The questionnaire was anonymous and consisted of demographic
information about the participant and three pools of queries focusing on Knowledge,
Attitudes and Behaviors concerning the habit and frequency of mobile phone use
while driving, for a total of 46 questions. Knowledge and Attitudes were assessed on
a three-point Likert scale with options for “agree”, “neither agree nor disagree”, and
“disagree”, while inquiries regarding Behavior were presented in a four-answer format
of “never”, “sometimes”, “often”, and “always”. Important general characteristics of
the study sample can be reported: the mean age of the study sample is 39.27 years and
most of participants are high school graduates or have a post graduate degree. 89%
of the sample had been driving for more than 5 years and 54% of the sample drove
a car; only the 27.6% of the interviewed drove both a car and a motorcycle. More
than 75% of the sample was aware about the risks about using mobile phone while
driving, but 28% of them was unaware that this practice was forbidden by law. Most
of the participants thought that mobile phone usage was essential and more than 50%
thought that it was necessary for business. Moreover, 24% of the sample admitted
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to reading text messages, while only 16% admitted to writing them. Respondents
had mainly sought general information about the risks concerning mobile phone use
while driving, but only 30% kept themselves up to date on laws that regulated its use
while driving. For the purpose of the study, PLS multigroup analyses based on the
participants’ socio-demographic profile (e.g., gender, age, education level, type of
vehicle driven, level of driving experience) were performed.

3.2 Structural Equation Model

PLS-SEM was performed to formalize a scheme for the interpretation of driving
Behavior and to detect its drivers. Starting from the considerations elaborated in the
previous sections, we hypothesized that Knowledge and Attitude were exogenous
LVs, while Behavior was an endogenous LV. Following the criteria summarized in
[5], we supposed that Knowledge and Attitude were formative LVs and Behavior was
reflective LV. The PLS estimations showed that the relationships between Behavior
and Attitude and Attitude and Knowledge were statistically significant (1).

Fig. 1: Structural Equation Model – Path analysis

The goodness of the model was ultimately very strong (R2 = 0.856). With regards
to the path coefficients, we observed that the impact of the Knowledge on the Attitude
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was considerably greater (0.645) than the impact of the Attitude on the Behavior
(0.228). Also the indirect impact of the Knowledge on the Behavior resulted being
important (0.147). It is noteworthy that these three impacts and all the outer loadings
for latent variables were statistically significant. The direct effect of Knowledge on
Behavior was tested but this effect eventually resulted not statistically significant.

4 Conclusions

The results of the present research supported the conclusion that the model well repre-
sented the collected data according to the result of the goodness-of-fit test. Similarly
to earlier studies, this paper confirmed the goodness of the general structural model
in helping to understand and explain how Knowledge, Attitude and Behavior are
related. The analyzed population showed a good Knowledge on the subject together
with positive Attitudes, and there was a general agreement that using a mobile phone
while driving is considered unacceptable, even though the employed Behaviors are
knowingly inappropriate according to Italian laws. Through our research we dis-
covered that the relatively elevated education level of the sample and the greater
driving experience (measured in years of driving license) of the participants were
proven as inversely associated with the Behaviors examined; this means that while
the experimental results of this survey can be used for the creation of targeted edu-
cational programs, community-based interventions and legal regulations, it might
be fundamental to act more firmly in order to directly improve people’s overall
Behavior while driving. All these measures alone, in fact, may not be sufficient to
reduce a phenomenon that is so deeply rooted in the population. This ever-growing
phenomenon closely follows the technological evolution of our society and it results
in an important indicator of how indispensable mobile phones have become in our
daily life, a factor being in turn itself dependent on the increasing functions that can
be performed through these devices. Considering that - as previously stated - this
phenomenon has a strong impact on the increase in road accidents, on the economy
and on public health, another solution might be to promote more restrictive regula-
tions establishing a greater number of controls, using not only qualified personnel,
but also innovative technologies possibly suitable for detecting real-time hands-on
use of the mobile phone while driving.
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Abstract 
statistici, epidemiologi e medici, per capire cosa accade oggi alla salute dei 
cittadini, riscontrandosi eccessi di mortalità e morbosità in determinate patologie 

alcuni comuni limitrofi. Abbiamo elaborato tavole di mortalità abbreviate, 
utilizzando una metodologia essenzialmente differente da quella Istat per il fatto che 
non rielaboriamo affatto le probabilità di decesso, che rimangono quelle reali. Tale 
soluzione risulta valida in quanto Taranto è un comune con quasi 200.000 abitanti. 
"
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4 Final remarks 

#$" %&$%'()*&$+" ,-." /$/'0)*)" &1" '*1." .23.%,/$%0" /$4" 5*&6.,7*%" 8/7*/5'.)" *$" )(59
6($*%*3/'" /7./)" %/$" 5." 8.70" ().1('" *$" 4.)%7*5*$:" ,-." ,.77*,&7*/'" *$.;(/'*,*.)" &1"
%*,*<.$)="-./',->"%&6*$:"17&6"8/7*&()"1/%,&7)+"*$",-."?*,0"&1"@/7/$,&"*,"/33./7)",&"5."
8.70" *$1'(.$%.4" 50" ,-." .$8*7&$6.$,/'" 1/%,&7" /$4" 50" 3&''(,*&$" )*$%.+" 37.%*).'0" *$"
A/&'&"B#+"@/65(7*"/$4"C&7:&+"8.70"%'&).",&",-."#&$*/$"*$4(),7*/'"/7./"/$4",-."-(:."
6*$.7/'"4.3&)*,"&1",-."6.,/''(7:*%/'"*$4(),70+",-."'&D.),"'*1.".23.%,/$%0"7.)(',)+"/$4"
*$"A/&'&"B#".8.$"/"$.:/,*8.",7.$4"*)"4.,.%,.4E"

"
Table 1:"eF"in Districts by gender"

Females 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 
C&7:&" GHEIJ" GHEKL" GIE!G" GHEGL" GHELJ" GMEMG" GIEJH" GHEHH" GHEJJ" GHEGN" GMENO"
P&$,.:7/$E9Q/'*$.''/" GHE!!" G!ELG" GMEON" G!EJG" GMEJH" G!ELN" G!ENH" GLENN" GMEIL" GME!M" G!ENM"
A/&'&"B#" GKEHL" GIEMM" GHEJ!" GHEGN" GIEJM" GNEJH" GKEGK" GHENJ" GIEHK" GHEOO" GIEOH"
@/')/$&9R/6/9QEB*,&" GMELI" GHEMH" G!EKK" G!EHI" GHELI" G!EN!" G!ELH" GMELG" GLEMJ" GMEOM" GMEJK"
@/65(7*" GHEIJ" GIEIG" GHEOK" GHEHJ" GHEIG" GHEGN" GMEGM" GKEIL" GMEKG" GMEKI" GHEHL"
@7."?/77/7.9Q&'*,&" GMEMI" GMEIL" GMEOG" G!ENO" G!ENM" GLEKM" GHELO" GMEIG" GHEHH" G!EIJ" G!ENN"

Males            
C&7:&" JJE!O" JLEJO" JLEGH" JGEGJ" JGEIL" JMEJH" JJEKG" JGE!M" JOEIM" JOEOJ" JGEJ!"
P&$,.:7/$E9Q/'*$.''/" GNEGG" JOEGM" GNENL" GNEMJ" GNELL" GKEJH" GKEMI" GKEJN" GKEHL" GIELN" GKEMK"
A/&'&"B#" JJE!J" JOEN!" JJEMG" JOEMG" JGE!N" JOEGM" JGENI" JOEIJ" JGELN" JMEGL" JOE!G"
@/')/$&9R/6/9QEB*,&" GKENM" JOEMM" GNE!J" GNEOJ" GKEML" GKEII" GKEN!" GNEJI" GNEGO" GHEHH" GIELH"
@/65(7*" J!EIN" JLEJK" JJEON" JGEJ!" JJELO" JJEKG" JGEHL" JOELN" JJEIM" JJEI!" JJEHO"
@7."?/77/7.9Q&'*,&" GKEIO" JOEG!" JOELO" GNEL!" GNEIN" GKEH!" GNENM" GIENJ" GHEHN" GIENM" GIEMK"
"
Table 2:"Descriptive statistics"

Females Borgo Montegranaro- 
Salinella Paolo VI 

Talsano- 
Lama- 
S. Vito 

Tamburi Tre Carrare- 
Solito 

P./$" GHE!II" G!ENKN" GIELHN" GMEGJK" GHEMI!" GMELGK"
P.4*/$" GHELJH" G!ENHK" GIEJHG" GMEOHG" GHEHJK" GMEOJO"
Q,E"4.8E" NE!JK" NEJHM" KENMN" NEGMO" NEOJ!" NEJG!"
S(7,&)*)" 9NEMKI" 9NENNI" 9NE!MG" NELG!" KE!OH" NEIK!"
QT.D$.))" 9NEKJO" 9NE!MN" 9NEMKJ" 9NEN!O" 9KENH!" 9NENIG"
U/$:." KEONI" IEM!L" HEILM" HENMO" HE!G!" IEGKI"
P*$*6(6" GIE!JL" GHE!ML" GNEJIO" GHEMIL" GKEILN" GHEHHN"
P/2*6(6" GMEMJG" GLENNI" GHEOOH" GLEMJ!" GMEGM!" GLEKMI"

Males       
P./$" JJEGGJ" GKEKNI" JGEHGO" GKEIKI" JJE!JN" GKEKJK"
P.4*/$" JGEI!L" GKEHLM" JGELNM" GKENMN" JJEHGO" GKEIOI"
Q,E"4.8E" KEM!G" NEGKN" KEMKL" KENIJ" KEKMH" KEKGO"
S(7,&)*)" NEOIM" 9NEIHL" HEHKM" KEMLJ" KEHOJ" 9NEOJL"
QT.D$.))" 9NEGIK" NENOK" 9KELHJ" NEJIH" 9NEIGO" NEH!!"
U/$:." !EIHN" IEJLH" MEOJ!" HEGGJ" MEMNJ" HELKL"
P*$*6(6" JMEJH!" JOEGHL" JMEGL!" JOEMMM" J!EKOJ" JOELGO"
P/2*6(6" JOEOL!" GIE!OO" JOEGHO" GHEHHK" JOELNM" GHEHN!"
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Figure 1:

*
Figure 2:

*
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:)1;;%)&%3&('<&=>?@&-,)&0%3(/'+A<&4%&B%'/%C%&3%(3&1#,B+%)C%0&',.('&6,'/./%+&,)&+%()%0&
.1'31)('& C('1%+& ()%& 6,++/B'%& 0)/C%)+& ,-& +6(3/('& 0%6%#0%#.2& B%39%%#& #%/0%B,1)/#0&
',.('/3/%+<&D,)&3%/+&)%(+,#5&9%&6)%-%))%0&3,&)1#&(&+6(3/('&%)),)&)%0)%++/,#&*,0%'&)(3%%)&
3%(#&(#&(13,E)%0)%++/C%&+6(3/('&*,0%'&9%%)%&/#+3%(05&/3&/+&(++1*%0&3%(3&3%%&C('1%&,-&
3%%&0%6%#0%#3&C()/(B'%&-,)&3%%&1#/3&/&/+&0/)%.3'2&/#-'1%#.%0&B2&3%%&C('1%&(++1*%0&B2&
3%%&+(*%&C()/(B'%&/#&3%%&#%()B2&1#/3&F<&&&

$%%& (13%,)+& ()%& (9()%& ,-& 3%%& %3/+3%#.%& ,-& (& +./%#3/-/.& 0%B(3%& ,#& 3%%& (.31('&
#%.%++/32& 3,& .,#01.3& /#-%)%#.%& 9%%#& 9,);/#0& ,#& .%#+1+& 0(3(<& G,#%+& %3& ('<& 8=>?HA&
)%.%#3'2&(0C(#.%0&3%(35&9%%#&3%%&(#('2+%+&/+&-,.1+%0&(3&(&6()3/.1'()'2&-/#%&3%))/3,)/('&
0%3(/'& 8+1.%& (+5& -,)& %3(*6'%5& 3%%& ',.('/3/%+A5& 3%%& /#-%)%#.%& /+&#%.%++()2& /#& ,)0%)& 3,&
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Estimate age-specific fertility rates from
summary demographic measures. An Indirect
Model Levering on Deep Neural Network.
Stima dei tassi di fecondità specifici per età da misure
demografiche di sintesi. Un modello di stima indiretta
basato su reti neurali profonde

Andrea Nigri

Abstract The aim of this study is to develop an "indirect" methodology, formulating
a model leveraging on deep learning algorithms based on neural networks to derive
age-specific fertility profiles from observed or predicted mean age at childbearing.
Abstract Lo scopo di questo studio è sviluppare una metodologia "indiretta", formu-
lando un modello che fa leva su algoritmi di deep learning per derivare i profili di
fecondità specifici per età, utilizzando come input l’età media al parto, osservata o
prevista

Key words: Fertility, Vital Rates, Deep Neural Network.

1 Introduction

Reliable predictions of age-specific vital rates are crucial in demographic studies, sev-
eral drawbacks are common, however. Indeed the lack of reliable data or stochastic
variation in population counts at a high disaggregation level, made summary demo-
graphic measures appealing compared to age specifics one, to model and predict
using multiple approaches. In the study of fertility dynamics, as in mortality forecast-
ing, a key advantage of modeling summary measures like mean age at childbearing
(MAB(t)) is that the predictive model deals only with a single indicator that summa-
rizes the overall level of a demographic index over time, instead of modeling a single
time series of rates for each age simultaneously (e.g. Lee-Carter [3],[2]). Although
the use of summary measures as an indicator to forecast is appealing, estimating
age-specific vital rates is needed to analyze demographic patterns at different ages.
This reconstruction is not straightforward.

Demography has a long-standing tradition of developing formal demographic
methods and using statistical approaches to indirectly estimating indicators([4],[5]).

Andrea Nigri
Univeristy of Foggia.e-mail: andrea.nigri@unifg.it
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2 Andrea Nigri

According to the UN manual [7], the term "indirect" qualifies the demographic
estimation technique that origins in the fact that such technique produces estimates
of certain parameters on the basis of information that is only indirectly related to its
value.

The aim of this study is to formulate a model leveraging on deep learning algo-
rithms based on neural networks to derive age-specific fertility rates ( f r(a, t)) from
the observed or predicted level of mean age at childbearing. Therefore, the fertility
pattern by age and time is indirectly identified by the network. Resulting estimates
would be useful for guiding public health interventions, informing about age-specific
fertility dynamics in contexts with deficient data collection.

2 Method

In this section, I will describe the DNN model used to forecast the country-specific
fertility rates by age and time. To be applied, my model requires that data be arranged
in a age× year matrix Y and vector X . The X vector is composed of input data, that
in the present study is the time series of MAB. The Y matrix contains the target
output i.e. the fertility rates by age and year. The model learns the hidden pattern
in the input data in a given year and gives back the output in the same year. The
procedure will be illustrated in Fig. 1.

Aiming at creating a bridge between Deep Neural Network (DNN) and demogra-
phy, I will describe the steps to obtain the target output. eq. 1 describes the specific
NN structure providing the fertility surface f r(a, t) with a ∈ {15,16, ...,50} vector
of ages and t ∈ {t1, t2, ..., tn} vector of years:

f r(a, t) = f (k)

⎛

⎜⎜⎜⎜⎜⎜⎜⎝
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where, for a generic layer k, f (k) is the activation function, W (k) the weights matrix,
H(k) the hidden layers, and b(k) the bias, used to control the triggering value of the
activation function. A graphical representation of the DNN model related to eq. 1 is
given in Fig. 1.

855



Title Suppressed Due to Excessive Length 3

Fig. 1: Graphical representation of the DNN model. Circles represent neurons, and lines synapses.
Synapses take the input and multiply it by a weight (the “strength” of the input in determining the
output). Neurons add the outputs from all synapses and apply an activation function.

Let {MAB(t)}ts
t=t0 , for t0 < ts, be the country-specific observed time series of

MAB. Then, each series is split into a train-validation set and a test set, where the
first one is used for fitting the model’s parameters, while the second one to test
the model’s prediction and calculate the error. Specifically, the time frames 1965-
1995 and 1975-2005 are used as train-validation chunk respectively for the first,
second, and third time window, according to common splitting rules 80%-20%. The
best hyper-parameter combination obtained in the training phase is used to obtain
predictions in the test phase which takes place on the time frames 1996-2005, and
2006-2015 depending on the selected time window.

Hence, let tτ, with t0 < tτ < ts, be the calendar year corresponding to the last real-
ization in the training-validation set. The values of MAB(t) over the period (t0, tτ),
{e0,t}tτ

t=t0
, represent the input for train-validation, while the corresponding output is

{
f̂ r(a, t)

}tτ
t=t0

. The values of MAB over a subsequent period, {MAB(t)}ts
t=tτ+1, rep-

resent the input for test, while the corresponding output is
{

f̂ r(a, t)
}ts

t=tτ+1. Thereby,
denoting ψnn as a composition of functions defined on the basis of the NN architec-
ture, the model can be described by:

{
f̂ r(a, t)

}ts
t=tτ+1 = ψnn

(
{MAB(t)}ts

t=tτ+1

∣∣∣Ŵ
)

(2)

where
{

f̂ r(a, t)
}ts

t=tτ+1 is the matrix of fertility rates in the test set obtained by ψnn,
that involves the NN weights Ŵ estimated during the network training. The resulting
DNN estimate is a point estimation, not providing any information on the uncertainty
given by Ŵ . This is one of the main limitations of deep learning algorithms, where
the estimation of prediction intervals is still considered a big challenge.
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4 Andrea Nigri

Nevertheless, the proposed model leverages the use of future target MAB, which
can be derived from an extrapolative model (e.g. Lee Carter), official statistics
projections, or time-series forecasting.

3 Results

I consider historical fertility data collected by the [1] for Italy, Japan, and USA.
Aiming to assess the model robustness and consistency toward the historical data,
I carry out an out-of-sample test by considering two time windows of information:
1965-2005, 1975-2015. Each period is split into the train-validation and test set. I
use 30 years for training-validation for each time window (respectively, 1965-1995,
and 1975-2005). The remaining years are then used for model forecasting / test
(respectively, 1996-2005, and 2006-2015), I smooth the DNN estimation of fertility
rates by age using P-splines. The RMSE and MAE improvements after the smoothing
are on average 1.55% and 1.57%, respectively. This step can be skipped for larger
time windows or if the graduation is not of interest.

I now validate the DNN model forecasting performance. Using illustrative ap-
plications I study the ability to generate reliable forecasts of fertility rates for ages
and periods. These illustrative examples are dedicated to investigating whether the
approaches can capture (a) regular and irregular trends over time (b) dynamics of
age-specific fertility improvements. In order to show how robust or sensitive my
findings are to the reference period, I look at 10 years of fertility forecasts referring
to different time windows: 1965–1995, and 1975–2005.

The analysis includes numerical and graphical representation of the goodness of
fit. To assess the models’ accuracy, I calculate the Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE) on the validation period, which in the present
analysis corresponds to 1996-2005, and 2006-2015 depending on the selected time
window.

MAE :
n

∑ | f r(a, t)− f̂ r(a, t) |
n

, (1)

RMSE :

√
∑n( f r(a, t)− f̂ r(a, t))2

n
. (2)

Results are provided for three countries (Italy, Japan, and the USA), table 1 shows
MAE and RMSE values for estimation periods and each country. Overall, the DNN
provides remarkably accuracy.
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Table 1: Out-of-sample test: MAE and RMSE for DNN, by country. Training periods:
1965-1996, 1975-2006.

Country 1965-2005 1975-2015
RMSE MAE RMSE MAE

Italy 0.003943 0.002869 0.002983 0.002288
Japan 0.006665 0.004515 0.00488 0.003895
USA 0.005466 0.00384 0.004971 0.003631

Fig. 1: Estimated age-specific fertility rates f r(a, t), by country for 2006, 2009, 2012,
and 2015 based on training period 1975-2006. Black dots are the observed rates.
Levels of observed (black) and reconstructed (red) MAB, are reported.

4 Discussion

This manuscript contributes to the current literature on the demographic methods
for indirect estimations. I propose a Deep Neural Network framework to indirectly
estimate fertility rates from a summary demographic measure, namely, mean age at
childbearing. This approach represents an advance among fertility modeling, to be
adopted to reconstruct demographic scenarios which are conventionally based on
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6 Andrea Nigri

summary measures. While I apply the methodology to country-specific scenarios, the
model could be used to indirectly estimate vital rates for regions or subpopulations
with similar fertility profiles. This characteristic makes the proposed model appealing
for countries where present information is lacking but past data are available or from
surrounding countries or populations. Similarly, this method can be used to derive
age-specific fertility for a projected or forecasted value of MAB. I acknowledge
some drawbacks, however. Despite the small error in the backtesting estimation, the
proposed model, in some cases, seems not to be suitable for a coherent reconstruction
of MAB. This is because even minimal deviations in fertility rates estimation may
imply large differences in the number of birth (and thus on a measure of population
dynamics). From a methodological perspective, future work will be proposed de-
veloping a multi-population extension, relying on a more complex Neural Network
architecture.
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Patterns in the relation between causes of death
and gross domestic product
Andamento della relazione tra cause di morte e prodotto
interno lordo

Andrea Nigri and Federico Crescenzi

Abstract In this paper, we investigate the relationship between socioeconomic levels
and cause-specific mortality. To gain such insight, we offer a novel framework
based on a Bayesian hierarchical model for a Dirichlet distribution able to handle
competing risks among causes. As a consequence, we are able to investigate the
impact of improvements in cause-specific mortality by socioeconomic circumstances
that might shed light on untracked economic and demographic dynamics.
Abstract In questo articolo, indaghiamo la relazione tra i livelli socioeconomici e
la mortalità causa-specifica. In tal modo, offriamo un nuovo framework basato sul
modello gerarchico bayesiano di Dirichlet in grado di gestire i rischi competitivi
tra le cause. Siamo quindi in grado di studiare l’impatto dei miglioramenti nella
mortalità per specifica per causa in base ai livelli socioeconomici che potrebbero far
luce su dinamiche demografiche non ancora tracciate.

Key words: Longevity, Health, CoD.

1 Introduction

Over the last two centuries, the expected number of years that human beings are
likely to live has been steadily increasing. Regardless of whether life expectancy
improvement has been occurring at a single or at different speeds ([10],[5] ,[6]),
its rise has been occurring with a remarkable degree of regularity. However, some
authors have found time points at which countries started to diverge from some
general trend. Most of these breaks can be explained by the different composition
of the causes of death. Indeed, innovations and changes in nearly every branch of
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2 Andrea Nigri and Federico Crescenzi

life are responsible for the marked increase in the average lifespan. The factors
that contributed to the rise of longevity include better nutrition, improvements in
public health, vaccination, and the long-term effects of improvements in early-life
conditions. Advances in education, welfare, and infrastructure are other potential
determinants of the increase in the average lifespan ([11]). Researchers have also
found correlations between life expectancy and a number of other development
indicators, such as gross domestic product ([1]; [2]). It is unclear, however, which of
these determinants have been and currently are the most important. Socioeconomic
groups may be exposed to varying levels of causes of death mortality; this is certainly
the case in the USA that are experiencing a recent life expectancy stall. A study of
cause-specific mortality may provide rich insight into this phenomenon, therefore,
we investigate the relationship between socioeconomic circumstances and cause-
specific mortality using a unique dataset obtained from the Human Cause-of-Death
Database (HCD). Leveraging on a Bayesian hierarchical model we are able to
incorporate socioeconomic circumstances. Furthermore, the framework is able to
handle the intrinsic dependence amongst the competing causes. As a consequence,
we are able to investigate the impact of improvements in cause-specific mortality
by socioeconomic circumstances that might shed light on untracked economic and
demographic dynamics.

The remainder of the article is organized as follows. In Section 2 we introduce the
dataset and its characteristics regarding the causes of death. In the same section, we
properly describe the proposed model. In Section 4, we look at model fit results.

2 Data and Methodology

2.1 Data

The empirical study concerns the USA male mortality for specific years 1999 up
to 2013. The cause-of-death data have been taken from the newly developed Hu-
man Cause-of-Death Database (HCD)1, which provides high-quality data on cause-
specific mortality. It is coded by using the international classification of diseases
(ICD), providing different aggregation levels: full list, intermediate list, and shortlist.
Each classification has been developed using the same criteria for all countries,
ensuring homogeneity and comparability. Using these data, we obtain a universal
and standardized methodology to redistribute deaths between 104 disease categories
in five-year age groups. Also, it allows to avoid issues regarding the ICD revisions
and ensuring cross-country comparability to different coding practices.
We truncate the cause-of-death analysis at age 80 because of classification quality
and the presence of comorbidities [4].
We start from the shortlist and further clustering the death classification. For USA,

1 The HCD[9] database can be found at: www.causesofdeath.org.
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we consider the following three major causes of death with the indication of the ICD
codes:

• (1) Cancer (C00-D48),
• (2) Circulatory (I00-I52, G45, I60-I69, I70-I99),
• (3) Others (residual class).

We choose circulatory and cancer because they belong to the main causes of death
in developed countries. Referring to the study period (1999-2003); we model the
proportion of causes of death to levels of Gross Domestic Product (GDP), in log
scale, derived from the World Bank ([13]).

2.2 Model

The Gross Domestic Product has been widely used among demographers, and widely
recognized as a crucial indicator in order to explain longevity evolution and transi-
tions ([12], [1]). Indeed, GDP is not merely a time-trend index, but rather a "latent
factor" incorporating different unobserved latent variables. It implicitly encompasses
economic fluctuations, affecting medical innovation and many other variables that
directly (or indirectly) influenced the mortality trend. As a result, it exhibits high
correlation levels with other social-economic, and health indicators, such as life
expectancy at birth, and Hospital beds (per 1,000 people). This poses a relevant
restriction referring to the number and type of covariates considered into the model
that might jeopardize the reliability of the CoD estimates.
In order to treat competitive risks, we implement a statistical model for proportions
where a natural choice is the Dirichlet distribution that allows redistributing the com-
ponents of a population in categories around a total. Among demographers, several
studies address the advantage provided by assuming causes-of-death to follow a
Dirichlet distribution (i.e. [7],[8])). The Dirichlet is charaterized by the following
density distribution:

Dir(θ | a) =
1

Beta(a)

K

∏
i=1

θaI−1
i , where Beta(a) = ∏K

i=1 Γ(ai)

Γ
(
∑K

i=1 ai
) , and a = (a1, . . . ,aK)

(1)
In the Bayesian context, an additional advantage is that the Dirichlet distribution is
the conjugate for the multinomial distribution, previously used to model causes of
death. In this study, a Dirichlet regression is used to provide a coherent estimation
of the relationship between mortality rates specific for age and causes, and GDP on
logarithmic scale. The model is estimated considering single ages. Further develop-
ments may consider to estimate every age class simultaneously, including a random
intercept for each age group. The equations below describe the hierarchical struc-
ture of the Dirichlet model with parameters ak. A flat prior is put on the regression
coefficients in order to avoid favours to any causes group. Let us suppose to have
observed C mutually exclusive causes of death, for X different ages over T calendar
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years. The central death rate for cause c ∈ C is defined as: mct(x) =
Dct (x)
Et (x)

Where
Dct(x) is the number of deaths aged x in year t due to cause c, and Et(x) are the
exposures-to-risk aged x in year t. For each age x ∈ X , the aim of our model is to
explore the relationship between cause-specific death rates and GDP on a logarithmic
scale. Formally, the specification of the model is

mct(x)∼ Dirichlet (ai j) (2)

log(ai j) = β0 j +β1 jlog(GDP) (3)

β0 j;β1 j ∼ N (0,σ1) (4)

3 Results

We obtained posterior estimates for the proposed model for people aged 40, 60, and
80y. Overall, we found a strong correlation between CoD proportion and log(GDP),
with an exception of mortality due to cardiocirculatory disease among age class 40.
We pose evidence of homogeneous behavior for Other causes among all ages, which
was expected since it embraces the highest share of mortality. Peculiar information
has been exhibit by Neoplasms where the negative correlation has been replaced by
a positive one among ages 80. After the first decade of the new millennium, the USA
show a remarkable life expectancy variation, attributable to the relatively high infant
mortality and the high mortality from violence among young adults, as well as a
stagnating decline in cardiovascular disease mortality( [3]). This might be enough to
explain the flat correlation among 40y. Furthermore, this class of diseases is strongly
related to social conditions, of which GDP is widely recognized as a good proxy.
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Fig. 1: Relation between CoD proportion and logGDP. Panels contain data for
specific ages (40,60,80) for years 1999 up to 2013.

4 Conclusions

In this article, we provide a tool to assist public policies in defining their health
inequality strategy. Indeed, the estimation of mortality dynamics in lockstep with
the evolution of economic indicators can provide fundamental answers to the main
questions related to health and socio-economic sustainability, among others. To gain
such insight in this paper we have offered a novel framework for estimating the rela-
tionship between GDP and causes-specific death rates based on Dirichlet Bayesian
hierarchical model. The proposed procedure differs from canonical frameworks,
offering a twofold insight. First, the relationship between specific causes of death
mortality and economic growth has been described. In doing so a novel framework
able to handle competing risks among causes has been proposed. Properly extending
the proposed model to multiple countries and social-economic scenarios, researchers
would be able to analyze the impact on longevity, by socioeconomic levels, of a
hypothetical cause of death mortality evolution. Since different countries are affected
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