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ABSTRACT

In the present work, a diffuse interface model has been used to numerically investigate the laser-induced cavitation of nano-/micro-bubbles.
The mesoscale approach is able to describe the cavitation process in its entirety, starting from the vapor bubble formation due to the focused
laser energy deposition up to its macroscopic motion. In particular, the simulations show a complete and detailed description of the bubble
formation and the subsequent breakdown wave emission with a precise estimation of the energy partition between the shock wave radiating
in the liquid and the internal energy of the bubble. The scaling of the ratio between the energy stored in the bubble at its maximum radius
and the one deposited by the laser is found in agreement with experimental observation on macroscopic bubbles.
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I. INTRODUCTION

Cavitation and bubble dynamics have been deeply studied in the
last century, both focusing on fundamental aspects and for application
purposes. The qualitative picture of cavitation is well understood.
Small vapor embryos can locally form in the liquid mother phase due
to pressure decrease or temperature increase. Vapor nuclei, after form-
ing, start expanding in a complex non-equilibrium process inside the
mother phase. When they reach a certain maximum size, they sud-
denly bounce back and collapse. Bubble implosion comprises bubble
topological changes, shock wave emissions, phase transition through
supercritical states,1 and intense pressure and temperature peaks,
respectively.2 Although such effects are traditionally considered to be
responsible for damage on material surfaces,3–6 cavitation is also
exploited in several applications, many of which are in the eld of
biomedicine, such as drug delivery,7,8 kidney stones fragmentation,9

ophthalmic microsurgery,10,11 and eye oaters treatment,12 and in the
eld of botany.13,14 The trend, especially in biomedicine, is to push the
technological limit toward the nanoscale. For instance, near-UV laser
light can be used to focus the energy deposition spot on the scale of
hundreds of nanometers.15 Although the macroscopic picture of the
physical phenomenon has been well characterized, lots of questions
are still open for what concerns their thermodynamics, especially
when extremely small scales are involved. The crucial issue is to infer

quantitative information on all the different scales of the process,
which starting from the energy deposition at the nanoscale eventually
involves macroscopic bubble dynamics, encompassing a wide range of
scales. Since, in these conditions, experimental measurements are hard
to be performed, innovative theoretical and numerical approaches are
crucial. Starting from the pioneering work of Rayleigh,16 several math-
ematical models have been developed to address this complex phe-
nomenon.17 These mathematical descriptions are based on the
so-called sharp interface model of the liquid/vapor interface, treating
the phase separation region as a mathematical discontinuity. From a
mechanical point of view, the limitations of this approach emerge
when the diffused nature of the liquid/vapor interface becomes impor-
tant. This is the case of nanobubbles, whose size is comparable with
the liquid/vapor interface thickness.18–20 Taking into account the dif-
fuse nature of the interface is also crucial to address bubble nucle-
ation21–26 and bubble collapse, where intense peaks of temperature are
involved and the uid transitions into a supercritical state.27–29 This is
what happens in one of the most effective techniques to generate con-
trolled cavitation bubbles, i.e., the laser-induced cavitation,30–32 in
which femtosecond lasers are becoming the privileged tools for pro-
ducing micro-/nanobubbles. From a qualitative standpoint, bubble
generation is achieved by focusing a laser beam in a very narrow spot
in a water-lled chamber. As a result, plasma is formed, and the high
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energy density allows for the bubble expansion. During the bubble for-
mation, a shock wave is emitted, the so-called breakdown shock wave,
which radiates a portion of the energy deposited by the laser beam.
This energy is then transformed into heat by means of thermal and
viscous effects. The remaining energy is split into kinetic and internal,
or potential, energy. When the bubble reaches its maximum radius,
the expansion stage nishes, and the collapse stage takes place.
Understanding how the energy is transformed during this process and
how much is radiated by the breakdown wave and then dissipated is a
difcult task, which cannot be fully solved by a purely experimental
approach, due to obvious technological limitations.30,31 In this context,
the purpose of this paper is to explore the potential of numerical simu-
lations based on a physically sound description of mesoscopic
processes.

Molecular dynamics (MD) is undoubtedly an appropriate tool
for the physical description of nanoscopic phenomena. However, its
large computational cost makes it effectively applicable to systems of
only a few tens of nanometers over nanosecond time windows.33,34

Clearly, laser-induced micro-/nanobubbles exceed in both spatial and
temporal terms its limits of applicability. One possible solution is to
adopt a mesoscale description based on a diffuse interface
approach.35,36 It has already been used to describe nucleation of drop-
lets and bubbles,23,25,26,37 the stability limit of stretched water,18,20

evaporation/condensation processes,38–40 and the mechanics of lipid
membranes.41,42 In particular, the model proposed in Ref. 28 has been
validated toward well-established experiments,18 and its results are in
agreement with macroscopic predictions on single bubble dynamics.28

Here, it is exploited to address laser-induced micro-/nano-cavitation.
The adopted methodology enables a robust thermodynamic descrip-
tion of phase change, which allows the study of bubble formation,
transitions to supercritical states, and breakdown-induced shock wave
formation. These intermingled processes can hardly be described by
macroscopic numerical techniques, if not with the help of effective
models which require the calibration of tunable parameters. To the
contrary, the present model does not require any external information
except the knowledge of the equation of state and transport coef-
cients. For this reason, the adopted model is expected to provide
unprecedented high-delity information on the elusive process of
laser-induced cavitation at the nanoscale.

II. MATHEMATICAL MODEL

The uid description is based on the van der Waals squared gra-
dient approximation for the Helmholtz free energy functional.43 The
approach extends the local description of a simple uid, by including a
capillary contribution that is proportional to the density gradient in
the free energy,

F q; h½  ¼
ð

V
fbðq; hÞ þ

k
2
rq rq dV ; (1)

with fbðq; hÞ the bulk free energy, given in terms of mass density, q,
and temperature, h, elds, while k is the capillary coefcient related to
liquid/vapor interface thickness and surface tension.28,36,44 Concerning
the equilibrium properties, the van der Waals theory naturally
describes the liquid/vapor coexistence, where the two phases are sepa-
rated by a diffuse interface in which the physical quantities smoothly
vary between the vapor and the liquid states. At constant temperature
h0, in a closed system with a xed volume V and mass M0, the two

phase equilibrium solution is represented by a density eld qeqðxÞ,
which minimizes Eq. (1) with a mass constraint

qeqðxÞ ¼ argmin F q; h0½   lext

ð

V
qðxÞdV M0

  
; (2)

where lext is the equilibrium chemical potential of the system. The
interface structure—qeqðxÞ the density prole at equilibrium—as pro-
vided by the theory is in good agreement with MD simulations and
experiments.18,20 In addition, the model is also able to naturally
account for the surface tension, including its dependence on curvature
radii (Tolman correction), capillary wave and uctuation spectra.45–47

Concerning the non-equilibrium extension of the thermodynamic
description, the van der Waals free-energy can be coupled with the
Navier–Stokes dynamics. In this context, the evolution equations repre-
sented by the mass, momentum, and energy balances can be written as

@q
@t

þr  ðquÞ ¼ 0; (3a)

@qu
@t

þr  ðqu uÞ ¼ r  T; (3b)

@E
@t

þr  ðEuÞ ¼ r  ðT  uÞr  qe; (3c)

with qðx; tÞ the density, uðx; tÞ the velocity vector, and Eðx; tÞ
¼ Kðq; uÞ þ Uðq; hÞ the total energy density. The latter is composed
of the kinetic contribution K ¼ 1=2qu  u and the internal energy
U ¼ ubðq; hÞ þ k=2rq rq, where ubðq; hÞ ¼ fb  h@fb=@h is the
bulk contribution given in terms of density and temperature elds,
once a suitable equation of state is adopted. Standard non-equilibrium
thermodynamic procedure48 allows us to identify the form of the stress
tensor Tðx; tÞ and the energy ux qeðx; tÞ28

T ¼  p0 
k
2
jrqj2  qr  ðkrqÞ

 
I krqrq

þ gðruþruTÞ ~gr  uI; (4)

qe ¼ kqrqr  u krh; (5)

where the capillary coefcient kðhÞ is a function of the temperature h,
g and ~g are the rst and second viscosity coefcients, respectively, and
k is the thermal conductivity. In Eq. (4), the usual viscous stress tensor
is augmented by distributed capillary effects concentrated in the nar-
row interfacial layer, and in Eq. (5), the energy ux is generalized by
adding a capillary contribution to the Fourier law. System (3) is closed
using the van der Waals equation of state (EoS) for the pressure
p0ðq; hÞ and the internal energy density uðq; hÞ.

In view of the law of corresponding states for the van der Waals
EoS, the thermodynamic quantities p0 and u can be reported in
reduced variables, i.e., normalizing pressure, temperature, and density,
with the corresponding critical values, pc; hc; qc, and the internal
energy density with the critical pressure. Hence,

p0 ¼
8q

3 q
h  3q2 (6)

and

ub ¼ 8qh  3q2; (7)

with p0 ¼ p0=pc; h
 ¼ h=hc; q ¼ q=qc, and u


b ¼ ub=pc.
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III. NUMERICAL SIMULATIONS

The system of Eq. (3) has been numerically integrated to address
the laser-induced bubble formation. The equations are solved in spher-
ical coordinates by assuming the spherical symmetry of the bubble.
The entire system of equations with the imposed symmetries is
reported in Appendix. The initial condition is constructed in order to
mimic the energy deposition of the laser inside the uid. Clearly, the
complete physical description of bubble generation by focused lasers
cannot be addressed by the sole hydrodynamics equations. In fact,
when the laser is focused inside the liquid, the energy input is so high
as to generate ionization with subsequent plasma formation. However,
it is reasonable to assume that after plasma formation, the uid is per-
turbed with an energy excess consisting of the difference between the
laser energy and the contribution spent in the ionization process. The
localized internal energy eld triggers the bubble formation through a
dynamic phase change process. The specic initial conditions consist
of a liquid at rest (ur ¼ u  r̂ ¼ 0, with r̂ the radial unit vector) with
uniform initial liquid density. The energy spot focused in the uid is
modeled as a Gaussian function centered at r¼ 0. These conditions
are represented by the following elds:

qðr; 0Þ ¼ ql ; urðr; 0Þ ¼ 0; (8)

Eðr; 0Þ ¼ E0 þ EDep e
r2=ð2a2Þ=


ð2pa2Þ3

q
; (9)

where ql and E0 are the initial liquid density and energy, respectively.
EDep is the laser energy excess, and a2 is the Gaussian variance related
to the size of the energy spot. The equations are solved in their dimen-
sionless form, with dimensionless parameters

Cn ¼ kq2c
pca2

¼ 1:2 104 ; Re ¼ a

pcqc

p

g
¼ 8:35 ;

Pe ¼ a

pcqc

p

k
¼ 1:48;

(10)

respectively, taking the place of k, 1=g, and 1=k in Eq. (4), where the
reference values qc¼322kg=m3; pc¼22MPa; hc¼647K; a¼107m,
vref ¼


pc=qc

p
¼261:4m=s, and tref ¼a=vref ¼3:811010 s have

been used.
The equations have been discretized with a staggered nite differ-

ence approach on a spherical domain of extension L ¼ 500a with a
uniform grid spacing Dr ¼ L=ðN  1Þ, and N ¼ 105 nodal points.
The evolution in time is based on an explicit second-order accurate
Runge–Kutta scheme, with time step Dt ¼ 105 tref .

Three initial liquid densities have been investigated, ql ¼ 2:1;
2:125; 2:15 (E0 changes consequently), and, for each of them, four dif-
ferent values of excess laser energy in the system, EDep, have been
considered.

IV. RESULTS

The overall evolution of the system is characterized by an initial
violent bubble expansion, followed by successive collapses and
rebounds until the bubble nally dissolves in the liquid, as shown in
Fig. 1, where the radius of the liquid/vapor interface vs time is repre-
sented for different deposited energy EDep at xed ql, and the curves
are normalized with the maximum bubble radius Rmax and the time
tRmax when it is attained. For t > tRmax , the vapor bubble starts shrink-
ing due to the pressure difference between vapor content and the

surrounding liquid. As a result, the bubble is compressed up to a point
where the vapor phase transitions to a supercritical state, h > hc, in
which it essentially behaves like a non-condensable (supercritical) uid
bubble (t  2:3tRmax ). During this phase, no more vapor remains and
the liquid/vapor interface q ¼ qc ceases to be dened, see Fig. 1, to
reappear during the following rebound.27

In Fig. 2, the dynamics is illustrated through the density (a),
energy (b), and radial velocity (c) elds selected during the rst expan-
sion phase (t  tRmax ), for a representative case. The motion of the ini-
tially homogeneous liquid at rest is triggered by the extra energy
focused at the center of the domain, panel (b). This induces a sudden
expansion and vaporizes the liquid producing the interface which enc-
loses the vapor nucleus already visible at t=tRmax ¼ 0:05, panel (a).
Such abrupt expansion is accompanied by the emission of a (break-
down) shock wave that is launched in the liquid. In the meanwhile,
the bubble grows until it gets to a maximum size (red solid lines in
Fig. 2). At this point, the expansion stops and the velocity reverts to
initiate the rst collapse. During the process, the internal energy of the
bubble is progressively transformed into kinetic energy and is mostly
radiated away by the breakdown wave. This is reected in the velocity
proles shown in Fig. 2(c).

The total energy of the system is composed of internal and
kinetic energy, E ¼ U þ K , where U, in principle, consists of bulk and
capillary contributions, Sec. II. In fact, the simulations show that capil-
larity does not substantially contribute to internal energy. During the
expansion, the internal energy is transformed into kinetic energy, part
of which is transferred to the surrounding liquid by the breakdown
wave. Figure 3 provides the bubble’s kinetic energy

KbðtÞ ¼
ðRðtÞ

0

1
2
qu2r4pr

2 dr (11)

for a representative case. As in the classical Rayleigh–Plesset (RP)-like
models, it vanishes when the bubble radius gets to Rmax, at which point
only internal energy is stored in the bubble. During the following col-
lapse phase, 1  t=tRmax  2:3, a part of the internal energy is trans-
formed back to kinetic, which attains a relative maximum before
getting to zero when the bubble disappears, see also Fig. 1.

FIG. 1. Radius of the region delimited by the liquid/vapor interface q ¼ qc vs time.
The deposited energy EDep ¼ 8:9 102; 1:8 103; 2:8 103; 3:8 103

increases from red to black, at xed ql ¼ 2:15. The graph is normalized with respect
to the maximum bubble radius Rmax and the time at which it is achieved t ¼ tRmax .
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In laser-induced bubble experiments, the bubble potential energy
at Rmax

30–32 is evaluated as

ERP ¼ pl  psatv ðh0Þ
 

Vb; (12)

where pl and psatv ðh0Þ are the unperturbed liquid pressure and the
vapor saturation pressure at the initial temperature, respectively, with
Vb ¼ 4=3pR3

max the maximum bubble volume. Equation (12) follows
from the Rayleigh–Plesset (RP) model and holds for macroscopic bub-
bles.49 This expression is inaccurate in the present case, given the bub-
ble sizes of a few hundreds of nanometers, since the vapor pressure
may deviate greatly from the saturation conditions.

The complete energy balance should also account for the energy radi-
ated away by the breakdown shock wave, which can be computed as50

Es ¼
4pR2

s

qlcl

ðs

0
prðtÞ2 dt; (13)

where Rs is the location where the relative pressure signal prðtÞ is mea-

sured, and cl ¼

32h=ð3 qlÞ2  6ql

q
is the local speed of sound for

a van der Waals uid.51 Probes located at different radial positions Rs
record the relative pressure with respect to the initial condition
pr ¼ p0  pl , Fig. 4, to allow computing Es from Eq. (13).

Results gathered from 12 different numerical simulations,
obtained varying ql (E0 as a consequence) and EDep, are presented in

FIG. 2. Growth dynamics of a vapor bubble in terms of density (a), energy (b), and velocity (c) elds, for a case with ql ¼ 2:1 and EDep ¼ 865. The times shown in panel (c)
are normalized with tRmax . In each panel, the solid red line represents the corresponding eld when the bubble radius reaches Rmax. The vapor bubble formation, together with
the breakdown wave emission and propagation, is apparent in panel (a), with the inset showing the bubble radius vs time, the red dot highlighting Rmax. The initial high-energy
spot driving the dynamics, panel (b), is then partly transformed in kinetic energy and radiated away by the shock wave. The radial velocity eld is provided in panel (c), where
the velocity jump across the shock in the liquid is apparent for t=tRmax > 0:02, and the peak radial velocity at each time instant can be roughly identied with the velocity of the
liquid/vapor interface [see also panel (a)].

FIG. 3. Bubble kinetic energy vs time, computed as in (11), for a case with
ql ¼ 2:1 and EDep ¼ 865. The time interval close to maximum expansion is enlarged
in the inset to show that the bubble kinetic energy approaches zero at t ¼ tRmax .

FIG. 4. Relative pressure proles (pr ¼ p0  pl ) vs normalized time, measured at
different radial distances Rs from the bubble center, for a case with ql ¼ 2:1 and
EDep ¼ 865. It is evident how the pressure signal gets attenuated as it travels within
the liquid, as a result of the spherical propagation. The peaks visible at larger times
are associated with the emission of shock wave during the collapse phase.
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Fig. 5. Figure 5(a) shows the inuence of the initial conditions on the
maximum bubble radius, which obviously increases with the deposited
laser energy, EDep, see, e.g., the experimental data in Ref. 32. An
increase in the liquid density ql reects in an increase in the external
initial liquid pressure pl, such that the maximum radius attained dur-
ing the expansion decreases for increasing ql, because of the constrain-
ing action on the expanding bubble. The total energy of the bubble at
Rmax consists of the internal energy alone, which is shown in Fig. 5(b)
together with the estimate provided by Eq. (12). The data depend line-
arly on EDep for all different ql values, in agreement with experimental
observations on macroscopic bubbles,32,52 and the discrepancy
between the numerical results and the potential energy estimate can be
explained by noticing that for the time and length scales involved in
the simulations, one cannot refer to a mechanical potential energy,
since the system is not in static equilibrium, and non-equilibrium ther-
modynamics plays a preeminent role. The energy Es radiated by the
breakdown wave is plotted against EDep in Fig. 5(c) for different ql,
showing that the percentage of energy deposited that is transmitted to
the liquid during the rst expansion phase increases more than Eb;max

for increasing EDep. The inset shows how the energy Es is dissipated
within the liquid as the breakdown wave passes through it.

All the results discussed so far have been obtained in the assump-
tion of spherical symmetry, which is hardly achievable in experiments
and applications.53 In fact, recent experimental studies on laser-induced
bubble cavitation report on the formation of non-spherical plasma
shapes, and their importance on the subsequent bubble dynamics.31,32

To better reproduce the actual dynamics of laser-induced bubbles, cylin-
drical axisymmetric simulations (see the Appendix), in which the initial
energy deposition is non-spherical but rather elongated and constituted
of different high-energy spots, can be performed. The initial density eld
is considered uniform, with qðr; z; 0Þ ¼ ql ¼ 2:1, and the uid is at
rest, while the initial energy eld mimics the elongated plasma congu-
ration (see Figs. 5 in Ref. 31 and 4 in Ref. 32) with three Gaussian spots
of different dimensions (variance) located at different heights on the
axis of symmetry of the system. The subsequent dynamics are repre-
sented in Fig. 6 showing a pseudo-Schlieren eld, namely, the exponen-
tial of minus the density gradient norm. This allows a neat visualization
of the breakdown shock wave propagating in the liquid. The initial
structure of the deposited energy is apparent. Subsequently, the three
initially distinct spots coalesce to form a single vapor bubble which
evolves to get almost spherical at larger times. A complex wave interac-
tion pattern is also visible below the bubble, for 0:4  t  0:8.

FIG. 5. Panel (a): maximum radius attained in the simulations during the rst expansion stage vs EDep, for different initial densities (pressures) in the liquid. Rmax increases
with EDep and decreases with increasing ql, because of the larger pressures in the liquid. Panel (b): bubble internal (total) energy at Rmax vs EDep, linearly increasing with EDep,
for different initial conditions. The lines represent values computed via Eq. (12) (ql ¼ 2:1 dashed, ql ¼ 2:125 dash-dotted, ql ¼ 2:15 dotted), showing how the RP prediction
deviates from the actual internal energy of the bubble, depending on the initial condition. Panel (c): energy radiated by the breakdown wave, Es, Eq. (13). In the inset, Es vs Rs
shows how the radiated energy is dissipated as the breakdown wave travels in the liquid, for the case with ql ¼ 2:1 and EDep ¼ 865.

FIG. 6. Schlieren visualization of the bubble expansion with generated breakdown shock wave, for a cylindrical axisymmetric simulation with three Gaussian high-energy spots
located at different heights. From left to right, dimensionless times t ¼ 0:1; 0:2; 0:3; 0:4; 0:6; 0:8; 2:1.
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To identify the prole of the pressure wave moving within the
liquid phase, six different locations are probed, and the relative
pressure in the liquid is computed as a function of time, Fig. 7. The
asymmetries generated in the pressure eld due to the initially non-
spherical bubble conguration are clearly visible in the right panel,
where pressure proles measured at prescribed distances and angles
relative to the initial high-energy spot are shown. Pressures are more
intense near the top portion of the bubble (þ45), where the initial
energy deposition is greater, and visibly less intense in the bottom por-
tion (45), where the radius of deposition is smaller. These differ-
ences are more evident in the upstream (blue dots) than in the
downstream (red dots) because in the latter the shock wave has already
acquired an almost spherical symmetry (see also Fig. 6), a thing that is
also apparent in the experiments, where initially elongated plasma for-
mations turn into nearly spherical bubbles.

V. CONCLUSIONS

In this paper, a mesoscale approach based on a diffuse interface
description of the liquid/vapor system is used to describe the phenom-
enon of laser-induced nano-/micro-cavitation bubbles. A van der
Waals uid model was used as a preliminary study to show the correct
reproduction of the phenomenology of the process. In subsequent
works, systems composed of water, e.g., using IAWPS EoS, can be
investigated for the modeling of laser-induced nano-/microbubbles in
real systems.

Spherically symmetric numerical simulations have been per-
formed to gain insights on the peculiar dynamics of a single vapor

bubble, from its initial nanoscopic formation into liquid, as a conse-
quence of the high-energy deposition in a very narrow spot, to its
hydrodynamic regime, characterized by a sequence of collapses and
rebounds. The results show how the model is able to fully describe the
system in terms of phase changes, transitions to supercritical states,
and shock wave formation during both breakdown and collapse stages.
The energies involved in the process and the related relevant elds
have been analyzed, and the scaling of the bubble energy at maximum
radius with respect to the energy deposited by the laser is found to be
in agreement with experimental data available for macroscopic bubble
evolution.32,52 In this context, the discrepancy between the RP predic-
tion for macroscopic bubbles, Eq. (12), and the results can be
explained in light of the strong out of equilibrium conditions attained
during nano-/microbubble dynamics.

Cylindrical axisymmetric simulations have shown the ability of
the model to describe even non-spherical bubble formation and
dynamics, a typical condition encountered in the experiments, where
the focused laser beams generate elongated plasma shapes that affect
the subsequent dynamics.

This study may lead to a better understanding of the energies
involved in this process of formation, expansion, and subsequent col-
lapse and rebounds of a single vapor bubble and may help in charac-
terizing the dynamics of laser-induced nano- and micro-cavitation
bubbles in its entirety.
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APPENDIX: EQUATIONS IN SPHERICAL
AND CYLINDRICAL COORDINATES

Under spherical symmetry, the velocity vector is composed of
the only radial component

uðr; h;uÞ ¼ urðrÞr̂; (A1)

which is a function of the only radial coordinate. The system of
equations (3) then takes the form

@q
@t

þ 1
r2
@ðr2qurÞ

@r
¼ 0; (A2)

@ðqurÞ
@t

þ 1
r2
@ r2ðqu2r  TrrÞ
 

@r
þ ðThh þ TuuÞ

r
¼ 0; (A3)

@E
@t

þ 1
r2

@

@r
r2 Eur  Trrur þ qeð Þ
 

¼ 0; (A4)

where the stress tensor T has the structure

T ¼ Trr r̂  r̂ þ Thh ĥ  ĥ þ Tuu û  û; (A5)

with components

Trr ¼ pþ k  1
2

@q
@r

2
 

þ q
r2

@

@r
r2
@q
@r

 " #

þ 2l
@ur
@r

 1
3r2

@ðr2urÞ
@r

 
; (A6)

Thh ¼ Tuu

¼ pþ k
1
2

@q
@r

2
 

þ q
r2

@

@r
r2
@q
@r

 " #

þ 2l
ur
r
 1
3r2

@ðr2urÞ
@r

 
; (A7)

and the energy ux qe takes the form

qe ¼ k
@h
@r

þ kq
r2

@q
@r

@ðr2urÞ
@r

: (A8)

Under axial symmetry, the velocity is

uðr; h; zÞ ¼ urðr; zÞr̂ þ uzðr; zÞẑ; (A9)

with radial and axial components depending on the radial and axial
coordinates. The system of equations (3) then reads

@q
@t

þ 1
r
@ðrqurÞ

@r
þ @ðquzÞ

@z
¼ 0; (A10)
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@ðquzÞ
@t

þ @ðqu2zÞ
@z

þ 1
r
@ðrquruzÞ

@r
¼ @Tzz

@z
þ 1

r
@rTrz

@r
; (A12)

@E
@t

þ 1
r
@

@r
r Eur  Trrur  Trzuz þ qre
  

þ @

@z
Euz  Tzrur  Tzzuz þ qze
 

¼ 0; (A13)

where the stress tensor T has the structure (symmetric rank-2
tensor)

T ¼ Trr r̂  r̂ þ Trz ðr̂  ẑ þ ẑ  r̂Þ þ Tzz ẑ  ẑ þ Thh ĥ  ĥ;

(A14)
with components
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while the two components of the energy ux qe ¼ qre r̂ þ qze ẑ are

qre ¼ k
@h
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þ kq
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r
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; (A16)
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: (A17)
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