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Abstract

This thesis is devoted to the numerical modeling and thermal characterization of technological
devices based on combustion and operating under severe thermodynamic conditions.

Several approaches are proposed throughout the thesis, sharing the same tabulated chemistry ap-
proach for the turbulent combustion modeling and the implementation in Unsteady Reynolds Av-
eraged Navier-Stokes settings. First, single-region solvers will be discussed, dealing only with the
modeling of the fluid domain. This approach is selected to collect a significant amount of data at a
reasonable computational cost, allowing therefore parametric investigations and the development
of data-driven models. Such analyses will be mainly devoted to the assessment of the effect of ge-
ometrical and injection parameters over the flow field and thermal load in a combustion chamber.
The information gathered through the parametric analyses is then used as stepping stone for the
preliminary implementation of a data-driven model for the thermal characterization of complex
multi-injector geometries.

The fidelity of the approach will be then increased including also the description of the heat trans-
fer across different continua, through the simulation of multi-region test cases and hence intro-
ducing the coupled simulation of fluid and solid domains. In order to do so, a multi-region solver
for Conjugate Heat Transfer is developed, featuring an interface boundary condition that guar-
antees temperature and heat flux continuity across the interfaces between an arbitrary number of
solid and fluid domains. Also, an efficient coupling strategy aimed to the further reduction of the
computational costs in convection-dominated phenomena is developed, based on the alternation
between the two major approaches for coupled simulations found in the literature: directly cou-
pled approach with Conjugate Heat Transfer and thermally chained simulations. Such a strategy
will allow for the description of laboratory-scale test cases for the entire duration of the experimen-
tal runs. An extension of the solver will be also presented, accounting for pressure-dependence
effects and allowing therefore the simulation of low-to-high Mach number flows such as the nozzle
expansion downstream a combustion chamber.

The main applications to which the thesis work is devoted are non-premixed, turbulent flames in
combustion chambers under high pressure operating conditions, representative of the conditions
encountered in Liquid Rocket Engines, simulated in both two-dimensional and three-dimensional
settings. Nonetheless, a brief excursus on premixed injection modeling, relevant to gas turbine and
aeronautical applications, will be given in the final section of the thesis, with particular reference
to the peculiar challenges raised by this type of flames. More specifically, the topic of premixed
hydrogen combustion will be tackled. Hydrogen flames present several modeling challenges, start-
ing from the higher flame temperatures and laminar flame speeds compared to other conventional
fuels, to the intrinsic instabilities that characterize premixed flames, that can be generated by ei-
ther thermo-diffusive or hydrodynamic effects. A data-driven tabulated chemistry approach for
premixed hydrogen combustion modeling will be proposed.
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Chapter 1

Introduction

Contents
1.1 The role of numerical investigations . . .. ... ... ... ... ... .. ... .. 1
1.2 Rocket combustionchambers. . . . .. ... ... ... ... . oo o oL, 2
12.1 The problem of thermal characterization . .. ................. 2
122 Non-premixed literature survey . .. ... ... ... ... ... ...... 3
1.3 Premixed combustion . .. ... ... ... ... ... i i i e e 4
1.3.1 The case of hydrogen combustion . . . ... .................. 5
1.3.2 Premixed literature survey . .. .. ... ... ... .. .. ... .. .. ... 5
1.4 Objectiveandoutline . .. .. ... ... ... .., 7

High pressure combustion is at the basis of many high energy density systems, ranging the
spectrum of interest from power generation cycles, to aeronautical engines and eventually to space
transportation systems. The tendency to operate at increasingly higher pressures is dictated by
the demand of increasingly higher performance: it is in fact known, that the combustion intensity
scales with pressure, leading to an higher energy released per unit volume, and therefore an higher
efficiency. Concurrently, in the majority of the propulsion systems, such operating conditions have
the additional beneficial effect of allowing to reduce the size of engine and tankage. Such severe
operating conditions have however some crucial drawbacks, most notably the increase of the ther-
mal load over the walls, which therefore require active cooling systems to avoid thermal failures.
These circumstances worsen the already critical issue of thermal management, a problem that is
particularly adverse when dealing with complex structures that make the experimental investiga-
tions prohibitive.

1.1 The role of numerical investigations

Thanks to the growth of the High Performance Computing (HPC) capabilities, experimental test-
ing has been increasingly replaced by numerical modeling. Computational Fluid Dynamics (CFD)
is becoming in this context a major design tool, providing a twofold advantage. For one thing,
CFD can actively support the design phase of real engine configurations, acting as a surrogate
of experimental tests and reducing therefore significantly the development time and costs. Sec-
ondly it can shed light on the complex and interrelated phenomena occurring inside a combustion




1.2. Rocket combustion chambers

chamber. The degree of fidelity of the numerical approach must adapt to the dimensions of the
sought target: if on one side understanding of the physical phenomena underlying the turbulent
high-pressure combustion requires the highest resolution and can be achieved only by means of
high-fidelity DNS simulations, although limited to paradigmatic configurations, on the other side
the characterization of industrial- or laboratory-scale configurations requires the recourse to some
stiffness-reduction techniques and can be efficiently tackled only by LES or URANS simulations.
The numerical simulation of high-pressure, turbulent, multi-physics flows is however not lacking
in challenges representing therefore still an open research topic [5, 94]. Among the many, it is
worth mentioning the wide range of spatial and time scales characterizing the turbulent reacting
flows, to which are added the scales of the physical phenomena which are not directly related to
the combustion process but represent its direct contour, e.g. convective or radiative heat trans-
fer and interaction with surrounding structures. Specific modeling solutions must be sought and
applied depending on the peculiarity of the configuration considered. A preliminary classifica-
tion of the applications that will be dealt with in this thesis can be made based on the combustion
regime, either diffusive or premixed. The major challenges raised by each class of applications will
be discussed in the following Sections, together with a literature survey on the main approaches
employed by the scientific community.

1.2 Rocket combustion chambers

Propulsion systems for space transportation are probably one of the most extreme applications
for high energy density systems based on combustion. In particular, space agencies and private
companies have been recently engaged in the development of next-generation Liquid Rocket En-
gines (LRE) characterized by the non-premixed Oxygen-Methane combustion [4, 6, 35, 78, 104].
The interest in such propellant combination comes from its high performance, featuring the high-
est specific impulse among hydrocarbons as well as its sustainability and reusability characteris-
tics [96]. The remarkable reusability characteristics are mainly given by the low rate of coking in
regenerative cooling systems [69] and the limited tendency to soot production in the combustion
chamber [59]. Convective and radiative heat transfer, propellant mixing and high-pressure turbu-
lent combustion are only some of the physical phenomena involved, making the LRE propulsion
system design an intrinsically multi-scale problem.

1.2.1 The problem of thermal characterization

Given the extreme operating conditions of LRE thrust chambers, the thermal characterization is
a key aspect of the design process, directly influencing the engine reliability, operating life and
possible reusability. The operating life of a LRE is typically governed by the thermal loads to be
sustained in the most thermally solicited part, which is the throat region [91, 92]. For this reason
the lateral part of the combustion chamber, as well as the nozzle sections have been largely investi-
gated by means of numerical simulations using various approaches [10]. However, in the context
of reusability and the ensuing increased attention to the entire system, more detailed analyses of
the injection region are expected to be of interest. The whole injection region, especially the injec-
tor’s faceplate, lacks a dedicated and thorough investigation in the recent literature in terms of a
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complete thermal characterization. This is hindered by the lack of experimental data, due to the ac-
tual difficulty in accessing the faceplate with experimental probes. The most common assumption
adopted is therefore to consider the faceplate as represented by the adjacent and more instrumen-
tally accessible combustion chamber lateral wall [105, 120]. A detailed knowledge of the thermal
loads in the injection region, however, is crucial for the optimal design of an engine, as suggested
by Suslov et al. in [113].
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Figure 1.1: Zoomed view of the injection region in the TUMrig combustor. Istantaneous isosurface of the sto-
ichiometric mixture fraction colored by temperature, with superimposed streamlines of the time-averaged
velocity field.

1.2.2 Non-premixed literature survey

A plethora of numerical studies have recently focused on the prediction of the turbulent mixing
and combustion of gaseous oxygen and gaseous methane (GOx/GCH4), as well as the thermal
characterization of LREs withstanding extreme heat fluxes on the order of several MW /m? [10].
The approaches devoted to the LRE characterization are limited to the middle- and lower-fidelity
Reynolds averaged Navier Stokes (RANS) and Large Eddy Simulations (LES) due to the large
dimension of the configurations studied and their prohibitive computational costs. RANS ap-
proaches have been used to increase the predicting capabilities on heat fluxes as well as assessing
numerical methods and parameters, see among many [16, 54, 80, 85]. With the purpose of the
stiffness reduction, significant research efforts have also been devoted to the modeling of thermal
boundary layers, taking advantage of wall modeled approaches using both algebraic [37] and ODE
based models [79]. Moving towards higher fidelity approaches, LES simulations have been pre-
sented by many groups [19, 72, 84, 129] with the aim of shedding light on combustion processes
and its impact on heat flux prediction. A number of experimental works are also available in the
literature, this thesis will mainly refer to the single and multi-injector Methane-Oxygen combustor
facilities, developed at the Technical University of Munich (TUM) [15, 83, 122].

Injection region

As already mentioned, the literature specifically devoted to the investigation of the injection region
is rather limited. Schacht and Quentmeyer in [105] perform an experimental study on the axial
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and circumferential variations of heat transfer rates, but still assuming the injector faceplate to be
represented by the first station of the hot-gas lateral side of the combustion chamber. Similar hy-
potheses are employed by Wheeler and Kirby in [120] where due to to the difficulties in measuring
injector face heat transfer coefficient, the latter is assumed to be equal to the value determined on
the lateral wall near the injector. More recently, the thermal load in the injection region has been
investigated by Betti [9] using a simplified pseudo-injectors approach.

Parametric analyses and data-driven models

The recourse to lower-fidelity approaches however, paves the way to the collection of a large amount
of data, allowing therefore for parametric investigations and for the development of data-driven
models. Analysis of coaxial injector parameters such as the thickness of the liquid oxygen post can
be found in the work by Xu et al. [124], and a study of thermal boundary condition effect on swirl
flames has been proposed by Ahdy etal. in [1]. An investigation of the effects of pressure and wall
temperature for different propellants combination is proposed by Betti et al. in [10]. The recent
work by Kriigener et al. [54] presents the collection of a large database of two-dimensional RANS
simulations generated varying several parameters both releated to the combustor geometry and
operative conditions. Such a database is then used to train surrogate models of different fidelities
using Deep Learning techniques.

Coupled approaches

As for the numerical investigation of the interaction between the hot-gas-side in LRE and the sur-
rounding walls and cooling systems, several approaches can be found in the literature, and can be
classified into two main categories. The class of directly coupled methods entails the simultaneous
solution of fluid and solid domains, coupled at the interface through a Conjugate Heat Transfer
(CHT) condition, enforcing temperature and heat flux continuity. Due to its significant computa-
tional cost, this method is mainly devoted to steady-state operations, as in the recent work by Rahn
et al. [98], or to mono-species coolant flows, as done by Pizzarelli et al. in [93]. Loose coupling
methods are instead based on the so-called thermal chaining technique, i.e. the alternate solution
of single domains, either fluid or solid, with the subsequent imposition of one domain as boundary
condition for the other. These methods require the assumption of a first guess initial condition, but
guarantee a lower computational effort and are therefore more commonly applied to LRE [72, 83].
An intermediate solution is found in the literature for actively cooled combustion chambers, where
a CHT condition is enforced between the solid wall and the coolant flows, while the coupling be-
tween the reacting flow and the solid structure is modeled through a thermally chained simulation.
These works differs for the quantity that is iteratively imposed from one domain to the other: Song
et al. and Rahn et al. in [97, 111] resort to the enforcement of heat flux conditions, while Betti et
al. in [11] suggest a formulation in terms of heat transfer coefficient values.

1.3 Premixed combustion

In the context of high energy density systems, premixed combustion is better found in gas-turbines
and aeronautical applications. Premixed flames are usually characterized by intrinsic instabilities
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induced by the large temperature and density gradients due to the great amount of energy released
by chemical reactions. The interaction of such instabilities with turbulence makes the turbulent
premixed combustion a multi-scale phenomena still requiring some understanding and model-
ing [21, 53, 63].

Among the several applications of premixed combustion, hydrogen combustion has recently es-
tablished itself as among the most efficient energy conversion procedures in the scenery of de-
carbonization and low-carbon economy since it releases just clean water as main product without
generating any carbon dioxide, and is therefore attractive for a plethora of industrial applications:
to name a few, hydrogen can act as main propellant in space transportation systems but also as
green energy carrier in energy-intensive industries or in household burners. In aviation hydrogen
is regarded as a potential fuel for medium range aircraft, guaranteeing lower costs and climate
impact. Being a continuous energy source, hydrogen combustion can also solve the problem of
daylight or seasonal intermittency of other sustainable sources.

1.3.1 The case of hydrogen combustion

Premixed hydrogen flames present several modeling challenges, starting from the higher flame
temperatures and laminar flame speeds with respect to conventional fuels, to the aforementioned
intrinsic instabilities that characterize premixed flames. These occur with two main mechanisms:
the Darrieus-Landau or hydrodynamic instabilities (DL) and the thermo-diffusive instabilities (TD) [75].
The former are caused by the large density jumps across the flame front, which induce velocity
changes and deviation of the streamlines. This leads in its turn to the wrinkling of the flame,
with a perturbating effect which is always destabilizing [22, 76]. The TD instability instead, is the
consequence of the disparity between the thermal conductivity of the mixture and the molecular
diffusivity of the controlling reactant. The unbalance between these two terms causes local changes
in the mixture composition and in the corresponding reaction rates, leading to changes in the flame
speed and eventually to wrinkling that can be either stabilizing or destabilizing depending on the
Lewis number of the controlling reactant [63, 66].

Hydrogen flames, being typically characterized by low Lewis numbers, are typically subject to
small scale thermodiffusive instability, that cause the formations of small-scale cellular structures
with localized quenching and have therefore a destabilizing effect and eventually interacts with
the hydrodynamic instabilities causing increases of the flame speed of three to five times its stable
value [8]. In this scenario, numerical simulations are fundamental for the understanding of the
flame behaviour, but are still a challenging task when computational domains tend to the labora-
tory scale, becoming even prohibitive when approaching to the industrial scale.

1.3.2 Premixed literature survey

Several experimental investigations on the use of hydrogen premixed combustion in industrial-
scale facilities have been conducted, usually referring to swirl-stabilized injection [17, 18, 24, 106].
On the numerical side, however, the simulation of a turbulent, high-pressure, premixed hydrogen
flame remains a crucial issue.

High-fidelity DNS simulations have been performed for two-dimensional rectangular domains by
Kadowaki et al. [43, 44], Sharpe and Falle [107] and Yuan et al. [126]. These studies were devoted
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Figure 1.2: Normalized temperature for the large-scale DNS by Berger et al. [8].

to the propagation of an initially planar flame and report the formation of cellular structures along
the flame front. Large cusped-like structured were identified in the simulations by Altantzis et al.
and Frouzakis et al. [2, 29], both featuring detailed chemistry and variable transport coefficients.
More recently, a dataset of two-dimensional DNS simulation of multi-step chemistry hydrogen/air
premixed flames has been collected by Berger et al. [8] to investigate the occurrence of unstable
flame structures and to assess therefore the characteristic scales of the flame front corrugations. The
propagation of premixed flames subject to both hydrodynamic and thermodiffusive instabilities
has also been investigated by Creta et al. in [22] through the collection of a DNS database of large
scale flames.

Tabulated approaches

Also in the case of premixed combustion, the lower-dimensional manifold representation typical
of the flamelet-based models is a solution adopted aiming to reduce the cost of the numerical simu-
lations. The baseline idea underlying these models is the assumption that the thermo-chemical re-
actions lie close to a very low-dimensional manifold and that the coupling with the fluid-dynamics
can be parametrized by at most one or two variables [95]. Among the possible declinations of the
tabulated approach, one of its original implementation is the F-TACLES approach [28]. It is based
on the spatial filtering of a one-dimensional premixed detailed flame solution, in order to recover
all the filtered quantities as functions of the filtered progress variable. The advantage of such a
filtered tabulation compared to the approaches using a presumed PDF is that retains by construc-
tion the original stretched laminar flame speed also in absence of the turbulence leading to subgrid
wrinkling [28]. An extension to this approach has been proposed by Lapenna et al. in [56], ap-
plied to corrugated and unsteady flames exhibiting thermal-diffusive instability effects. The idea is
to retain the concept of the tabulated approach but employing a fully resolved, two-dimensional,
unstable, self-wrinkling flame as starting solution for the filtering procedure. The recourse to a
two-dimensional flame, as opposed to the one-dimensional steady flame used in other approaches,
is mandatory to retain the main characteristics of intrinsically unstable flames, the paradigmatic
structure of which is inherently multi-dimensional. It is observed that a thermochemical mani-
fold parametrized by two independent variables gives a sufficiently accurate representation of the
complex multi-scale, unsteady, stretched character of thermo-diffusively unstable flames, with a
significant accuracy improvement with respect to the one-dimensional manifolds found in litera-
ture. Other tabulated approaches include the FPI (Flame Prolongation of ILDM) [31] and FGM
(Flamelet Generated Manifolds) [118] methods. In both these approaches, the flame properties
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are mapped onto a single scalar called progress variable under the hypothesis of fuel Lewis num-
ber close to unity. An extension to non-unity Lewis number combustion is proposed by Regele et
al. in [101] where a two-scalars tabulated approach is presented, based on the original FPV-levelset
(Flamelet Progress Variable) model [51, 52, 87, 88].

1.4 Objective and outline

The objective of this thesis is the numerical modeling of high energy density devices based on
combustion. Among the many, two main issues will be addressed: the thermal characterization of
rocket combustion chambers and the premixed combustion modeling typically found in devices
for power generation. The first topic will be dealt with in more detail, addressing the thermal
characterization of several configurations in the context of Liquid Rocket Engine applications and
resorting to a numerical approach with scalable fidelity: ranging from the single-region simula-
tion of combustion chambers under the low-Mach number assumption to the multi-region fully
coupled simulation of low-to-high Mach number flows. Concerning the modeling of premixed in-
jection, the case of hydrogen flames will be addressed through the development and preliminary
validation of a tabulated chemistry model.

The following Chapters are organized as follows:
Chapter 2: Theoretical modeling

The theoretical aspects underlying the models enforced in the solvers are here presented
and discussed. The flamelet-based approach is addressed, with particular attention to
the frozen assumption, initially in the context of a low-Mach number approximation,
then considering its extension to compressible cases. A brief overview on the employed
wall modeling approaches is then presented, with particular reference to the thermal
wall function of Han and Reitz and its adaptation to the LRE operative conditions. Fi-
nally the coupling conditions for the description of heat transfer across neighbouring
continua are presented. Several coupling strategy are presented, resulting in a variable-
fidelity approach guaranteeing the limitation of the overall computational costs.

Chapter 3: Numerical framework

The numerical implementation of the aforementioned models is discussed in this chap-
ter. The resulting solvers are based on modified versions of the open-source OpenFOAM
and OpenSMOKE++ frameworks. Remarks are given on the finite volume approach
and the segregated solution strategy employed, with particular reference to the ap-
proaches used by the multi-region solver and to the coupling strategies enforced across
the interfaces.

Chapter 4: Single-region analysis of the thermal load in the injection region

In this chapter the thermal load in a GOx/GCH4 combustion chamber is studied through
a parametric analysis using a single-region solver. Several thermal boundary condition
are enforced, both to mimic different injector configuration and to assess the effect of
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the employed thermal modeling. Then, a consistent parametric analysis is performed,
varying the lateral confinement length within a range of interest. From this, general
trends about the confinement effects over the flow field and thermal load are gathered.
Such data are then used as stepping stone for the development of a low-order, data-
driven model for the preliminary thermal characterization of multi-injector combustion

chambers.
Chapter 5: Multi-region analysis of coupled combustion chambers

Here the applications of the multi-region solver for the time-dependent characteriza-
tion of rocket combustion chambers are presented. First, the code is validated by means
of simple test-cases, i.e. a multi-layer plate with well-known analytical solution and a
mono-species laminar backward facing step. Then the solver is applied to more complex
configurations featuring turbulent reacting flows and reproducing the experimental
runs of both single- and multi-injector configurations, in both two- and three-dimensional
settings.

Chapter 6: Single- and multi-region analysis of low-to-high Mach number flows

In this chapter the accommodation of the solvers to account for compressible effects
is presented. First the TUMrig combustor will be analyzed in a single-region setting
through a parametric variation of the inlet mass flow in order to assess the effect on the
ensuing thermal load. Then, a multi-region, coupled simulation of the same combustor
is presented.

Chapter 7: Towards the modeling of premixed hydrogen-air injection

In the last section of this thesis the attention is moved towards the topic of premixed
injection and combustion, with particular reference to hydrogen premixed flames. Such
flames are characterized by some intrinsic instabilities and require therefore specific
modeling solutions. This issue is introduced in Chap. 7 together with the development
of a data-driven approach for LES simulations of unstable hydrogen premixed flames
and its a-priori validation.

Chapter 7: Conclusions
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Theoretical modeling
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Nomenclature

Latin letters y+ = Wall unit

Cp = Specific heat at constant pressure Yi = k-th species mass fraction

h = Mixture enthalpy Z = Mixture fraction

hc = Heat transfer coefficient Greek letters

hs,x = k-th species sensible enthalpy «a = Thermal diffusivity

Ah$,, = k-th species heat of formation A = Numerical cell dimension

L = Characteristic domain dimension p = Density

N = Number of species A = Thermal conductivity

P = Pressure Ay = Pressure ratio

q = Heat flux 1) = Enthalpy defect

t = Time X = Scalar dissipation rate

T = Temperature P = Generic thermodynamic quantity

U = Velocity Wk = k-th species reaction rate

Ur = Skin friction velocity wr = Temperature reaction rate
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Operators Or = Fluid-side value
- = Favre average Oine = Interface value
B = Reynolds average Os = Solid-side value
Subscripts and superscripts O = Turbulent value
Oka = Adiabatic value ] = Wall value

In this Chapter the theoretical background of the main models employed is discussed. First,
the tabulated approach for the thermo-chemistry problem is addressed, together with a number of
model extension introduced to account for different effects, from turbulence and non-adiabaticity
to compressibility and mono-species flows. Then a brief overview on the wall models is pre-
sented, followed by a description on the interface conditions usually employed in the multi-region
solvers and by a novel coupling strategy proposed for a further stiffness reduction in convection-
dominated phenomena.

2.1 Thermodynamic manifold

The combustion model used throughout the thesis is based on the traditional flamelet manifold
approach [86], according to which a non-premixed flame can be represented as an ensemble of
one-dimensional, laminar flames in the limit of high Damk&hler number. Such one-dimensional
flame structures are obtained solving the following flamelet equations, written in the space of the
conserved scalar Z, called mixture fraction [48, 58]:

Yy 1 0%y

o 2Noz2 T, (2.1)
T 1 179%h & 0%V wr
o~ 2%, 57 T gty (2.2)

k=1 Cpp

where Y}, is k—th species mass fraction, p is the density of the mixture, x represents the scalar
dissipation rate of the mixture fraction which is usually parameterized as a function of its value
X st at stoichiometric conditions [90], T is the temperature, W, and wr = — ), hywy, are respectively
the k-th species and temperature reaction rates, ¢, is the specific heat at constant pressure and A is
mixture enthalpy, defined as:

h=> Yihg =) Yiher+ > Yilh§, (2.3)
k=1 k=1 k=1

being h; and Ah%k the k-th species sensible enthalpy and heat of formation. The species are
assumed to have constant and unitary Lewis numbers Le;, = Le = 1. The steady state solutions of
the flamelet equations Eq. (2.1)- (2.2) represent the laminar thermochemical manifold.

This steady model is used since, under the hypothesis of high Damkéhler numbers, unsteady flame
features such as autoignition or quenching and re-ignition are not expected. More specifically,
under rocket-like conditions, extremely elevated Damkohler numbers are experienced due to very
small chemical timescales caused by the high pressures and by the absence of any inert species

10
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in an oxy-combustion scenario. Under such conditions, the flame is invariably thinner than the
small scale turbulent eddies and become almost insensitive to strain, while concurrently featuring
extremely high quenching values for the strain rate or, equivalently, the scalar dissipation rate [58].

2.1.1 Including turbulence effects

In order to account for turbulence-chemistry interaction, the presumed Probability Density Func-
tion (PDF) approach is employed [94]. In this framework the laminar quantities 1) are convoluted
with a presumed multi-variate PDF:

7= / D7, xst) P(Z, Xt dZ Xt (2.4)

in order to obtain the Favre filtered quantities ¢ = pib/1p, where the overbar represents Reynolds
averaging. The density-weighted, multi-variate PDF P(Z, x) is then modeled as the product of
single-variate PDFs, assuming statistical independence between the variables. A beta-pdf is em-
ployed for the subgrid scale PDF of the mixture fraction using its mean value Z and its variance
7" as inputs [32], while a Dirac-delta distributions is used for the scalar dissipation, straightfor-
wardly using its mean values X ;. Such assumptions, in particular for the scalar dissipation rate,
have shown to lead to reasonable results when unsteady simulations are carried out as done in the
present work [62]. The values of ¢ are computed and stored in the so-called flamelet tables, that
can be written as follows:

b =92, 2", Xn1). (2.5)

From the CFD standpoint each thermochemical variable locally required by the solver is then
looked-up from the flamelet libraries providing the set of inputs represented by Eq. (2.5). Trans-
port equations are solved to obtain the mean mixture fraction and its variance.

2.1.2 Extension to non-adiabatic effects

An additional variable is needed in order to account for non-adiabatic effects. For the approach
used in this thesis, developed and validated by Indelicato et al. [37], such variable is the enthalpy
defect ¢, representing a measure of the deviations from the adiabatic conditions of the mixture. The
enthalpy of the adiabatic mixture between two streams can be defined as haq = hox + Z(ht — hox)
being hox and hs the enthalpy of the oxidizer and of the fuel at the injection conditions [47, 60,
61]. The employed method stems from the formulation of Marracino and Lentini [73] originally
developed to model the non-adiabatic effects of radiation due to soot in non-premixed flames, in
which the enthalpy defect is uniformly applied throughout the Z space. However, when applied
to different non-adiabatic conditions, this method can lead to unacceptable temperature values
as discussed in [55]. To overcome this issue, a modified enthalpy profile in mixture fraction space
h(Z) is employed [37], in which the maximum enthalphy loss is expected to occur at stoichiometric
mixture fraction Z;; without any enthalpy loss at the flamelet boundaries Z = 0 and Z = 1:

h(Z; <Z>) = had(Z) - ¢f(Z7 Zst) (26)
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where f(Z; Zy) is a piece-wise linear function in Z € [0, 1] modulating the defect, defined as:

Z
£(Z, Zy) = { Zot 4= (2.7)

1 — 5027 > Zy

The enthalpy profile is then fully characterized by means of the user-prescribed enthalpy defect ¢,
spanning from 0 kJ/kg up to flame quenching.

Choice of the non-adiabatic model assumption

The quenching value defined as upper bound of the enthalpy defect depends on additional non-
adiabatic model assumptions made. Two of the approaches investigated in [37], namely the fully
non-adiabatic or the frozen approach, are briefly described in the following.

e Fully non-adiabatic (NA)
According to this approach both the temperature and species mass fractions are influenced
by non-adiabatic effects, with the local reacting mixture responding to the heat losses instan-
taneously. The NA flamelets can be computed by solving Eq.(2.1) for Y}, while imposing the
enthalpy profile of Eq.(2.6) for each ¢ selected.

e Semi-adiabatic or frozen (F)
In this approach, the composition of the reacting mixture is not influenced by non-adiabatic
effects which leads only to a local temperature reduction. As a result, it is assumed that
the species reaction rates become progressively smaller as the flame is influenced by non-
adiabatic effects, inhibiting the occurrence of any further reaction close to the wall. Opera-
tively the frozen flamelets are computed starting from the adiabatic flamelet profile and then
applying the enthalpy defect of Eq.(2.6) to obtain the reduced flame temperature.

Throughout this thesis the frozen approach is used due to its better performance in terms of heat
flux predictions in particular in proximity of the injection region. Moreover, the frozen approach is
by construction compatible with the thermal wall-functions. As discussed by Indelicato et al. [37],
in fact, although being rather arbitrary, the present frozen, piece-wise non-adiabatic model rep-
resents an efficient and effective way to avoid unphysical temperatures and, concurrently, have
predictive capabilities on the heat flux at the walls. In addition, this approach is rather similar to
the one proposed by Kim et al. [47] in which the non-adiabatic enthalpy profile is modelled using
a different function f. Conversely, other approaches are based on additional source terms in the
flamelet equations [67] or modifications to the flamelet progress variable approach [34, 50]. In
addition, two other approaches have been tested by Wollny et al. [123] namely the heat release
damping (HRD) method and the artificial radiation (AR) method. The former features a scaled
chemical source term in the energy equation of the flamelets by means of a constant and arbitrary
damping factor, while the latter provides an augmented radiative source term. More recently, a
permeable thermal boundary condition was employed by Ma et al. [71] in the solution of counter-
flow diffusion flames used instead of the flamelet equations. This method has also been employed
and compared to other strategies by Zips et al. [128], assessing that the impact on heat flux esti-
mation of these strategies is rather limited.
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This being said the generic, laminar thermochemical property 1) can expressed as a function of

Z as well as x; and ¢ as parameters:

¥ =P(Z; Xst, D) (28)

When considering the interaction of turbulence, a delta-Dirac distribution of the presumed PDF
is used for ¢. Figures 2.1 and 2.2 show respectively the effect of variable enthalpy defect ¢ and of
variable scalar dissipation ys: on the temperature profile, according to the semi-adiabatic model.
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Figure 2.1: Effect of variable enthalpy defect on temperature (x5 = 0s71).
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Figure 2.2: Effect of variable stoichiometric scalar dissipation on temperature (¢ = 0 kJ/kg).

These flamelet solutions are obtained by means of the OpenSMOKE++ library developed by
the CRECK modeling group [23] which has been recently adapted to deal with flows under oper-
ating conditions that are of relevance for liquid rocket engines [37, 38, 62]. The employed chem-
ical mechanism is the GRI 3.0 featuring 53 species and 325 reactions together with the provided
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thermo-transport data [110]. Although being developed for standard pressure conditions, such
mechanism has been successfully employed in many studies of high pressure, rocket-like, methane
oxy-combustion cases [49, 55, 59, 62].

2.1.3 Extension to compressible flows

When the low-Mach number hypothesis is adopted, the tabulated properties are calculated at a
given value of the thermodynamic pressure py, this hypothesis can be dropped introducing an
additional quantity among the parameters of the libraries, representing the effect of pressure [39].
Such a quantity is the pressure ratio A, defined as:

Ap _ _ P~ Pmin (2.9)

Pmax — Pmin
where p is the pressure and pax, Pmin are respectively the maximum and minimum value of the
pressure expected in the field. Laminar flamelets are thus generated similarly to what described
before, but for different values of A,, ¢ and xt, the generic, laminar thermochemical property v

is now expressed as:

Y =Y(Z; Xst, by Ap)- (2.10)

Also in the case of A, a delta-Dirac distribution of the presumed PDF is used to account for the
effect of turbulence. Figure 2.3 reports the effect of the variable pressure on the equilibrium tem-
perature profile, it is shown that temperature increases for increasing values of the normalized
pressure ratio A,,.
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Figure 2.3: Effect of variable pressure on the equilibrium temperature (xs; = 0s7!, ¢ = 0 kJ/kg).
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2.1.4 Application to non-reacting flows

The tabulated chemistry approach can be also applied to the single-species cases defining the con-
served scalar as a non-dimensional temperature:
T — Tinin

J = 2.11
Tma:c - Tmin ( )

An equivalent definition can be easily introduced in terms of enthalpy.

2.2 Wall modeling

Wall functions are introduced as stiffness-reduction technique for turbulent boundary layer mod-
eling. They generally bridge the near-wall region with the fully turbulent flow by prescribing
algebraic boundary conditions for mean turbulent quantities based on flow quantities far from
the wall [14, 27]. The enforcement of wall functions lightens the grid requirements, since the last
computational node before the wall should fall within the outer layer of a turbulent boundary
layer, in order to patch the outer flow solution with the universal velocity and temperature pro-
files [46, 65, 117].

The variety of thermal wall functions can be divided into three main categories on the basis of
the modeling complexity. Those categories are briefly listed below, and investigated in detail by
Indelicato et al. in [37]. The intermediate formulation, that will be used throughout this thesis,
will be then addressed in detail in the following Subsection.

e Reynolds analogy
The first group of wall functions is based on the assumption of the similarity between the
thermal and the kinematic boundary layer [12] and of constant properties across the bound-
ary layer. The thermal diffusivity at the wall is obtained scaling the wall turbulent viscosity
with a prescribed value of the turbulent Prandtl number.

e Analytical wall models
The second class of wall functions introduces the variability of density and viscosity across
the boundary layer, as a consequence of strong temperature gradients. They are based on the
analytical determination of wall heat flux and turbulent thermal diffusivity stemming from
the integration of the energy transport equation [3, 33, 99, 125].

e Wall-coupled models
The most complex class of wall functions accounts for the mutual interaction between velocity
and temperature near the wall due to chemistry and compressible effects, and derives from
a DNS analysis of a turbulent reactive channel flow [14].

2.2.1 Han and Reitz formulation

The thermal wall function that will be employed in this work derives from the original formulation
of Han and Reitz [33] and has been recently adapted for the operating conditions of Liquid Rocket
Engines by Indelicato et al. [37].
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2.3. Coupling conditions for multi-region solvers

Some simplifying hypotheses are adopted, among these: the gradients parallel to the wall are
negligible with respect to the normal gradients, pressure is assumed as a sole function of time (i.e.
negligible pressure gradients), no Dufour or Soret effects nor radiation phenomena are considered,
the ideal gas model is assumed and the heat capacity ¢, is constant across the boundary layer.
Under these hypotheses and under the assumption of frozen chemistry, the modeled heat flux at
the wall reads:

_ pepuTIn(T/Ty,)
Y 2.1In(yt) + 2.5

(2.12)

From the modeled wall heat flux, a turbulent thermal diffusivity oy ,, can be defined from the
Fourier’s expression of the heat flux at wall as:

q _
Qo = “’8T~ — Ay (2.13)
Cp,w gy

For the complete derivation of the model the reader is referred to [37].

2.3 Coupling conditions for multi-region solvers

One of the key aspects of multi-region solvers for the thermal characterization is the boundary
condition chosen to model the heat transfer across the interface. As already mentioned in the
introduction, a first classification of the solution methods can be made based on the interface con-
dition.

e Direct coupling
The class of directly coupled methods entails the simultaneous solution of fluid and solid
domains, coupled at the interface through a Conjugate Heat Transfer (CHT) condition, en-
forcing temperature and heat flux continuity. Due to its significant computational cost, this
method is mainly devoted to steady-state operations [98].

e Loose coupling

Loose coupling methods are instead based on the thermal chaining technique, i.e. the alter-
nate solution of single domains, either fluid or solid, with the subsequent imposition of the
solution of one domain as boundary condition for the other. These methods require the as-
sumption of a first guess initial condition, but guarantee a lower computational effort and are
therefore more commonly applied to more complex configurations. These methods can be
furtherly classified on the basis of the quantity chosen as boundary condition: temperature,
heat flux [72, 83, 111], or heat transfer coefficient [11].

2.3.1 Conjugate Heat Transfer condition

The Conjugate Heat Transfer (CHT) condition, characterizing the directly coupled methods, pre-
scribes the continuity of temperature and heat flux across the interface:

TF,int = TS,int = CZjint (2 14)

QF|int,n:0+ = Ap on = As on |. = qS|int,n:0*
int,n=0
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2.3. Coupling conditions for multi-region solvers

where the subscripts F, S and int respectively stand for fluid, solid and interface, n is the local coor-
dinate normal to the interface, g is the heat flux and A is the thermal conductivity of the considered
continua.

The finite difference form of Eq. 2.14 reads:

TF,int = TS,int = T'int (2 15)

Ap TFA—Z:im = Ag THZTQTS
with A the distance between the interface patch and the nearest cell center, and results in a con-
straint for the unknown interface temperature 7i,;. A schematic view of the interface is given in
Fig. 2.4 to ease the discussion.

Solid domain

Ts, At

EA.VS
in[*

(A
Te AR

Fluid domain

Figure 2.4: Schematic view of the interface between a generic solid (gray) and fluid domain (white).

The CHT boundary condition has to be adapted to the non-adiabatic flamelet-based combustion
model and to a consistent use of the thermal wall function. The conductivity Ar is taken from
the flamelet libraries as a function of the conserved scalar Z, requiring in its turn the knowledge
of Tint. An iterative solution is therefore needed in proximity of the interface patches, where the
temperature value varies at each iteration. Such a procedure depends on the kind of flow under

analysis.

Single-species flows

For single-species, non-reacting flows Z is, as said, a non-dimensional temperature. The interface
temperature T;,y is therefore straightforwardly non-dimensionalized into the corresponding inter-
face value of Zj,;, which is then used to access the libraries and retain the updated value of the
conductivity A\p = Ap(Z2).

Multi-species flows

For multi-species, reacting flows, the thermo-chemical quantities such as the conductivity A\p =
Ar(Z, ¢ ) are stored as functions of the mixture fraction and the enthalpy defect, the latter directly
depending on Ti,¢. An iterative procedure is therefore performed defining a first guess of the en-
thalpy defect ¢}; to access the tables and read A\, = A (Z, ¢};). The latter is fed into Eq. 2.15 to obtain
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2.4. Mixed coupling strategy

the interface temperature 7,

! » which in turn is used to determine an updated ¢7,, i.e. the enthalpy

defect corresponding to T}, for the given Z,;. The procedure is iterated until convergence.

Turbulent flows

In a turbulent, wall-modeled setting Ar is substituted by the effective conductivity Ap,,, i.e. the
sum of the laminar and turbulent contributions, being the first one directly read from the flamelet
libraries, and the latter determined by the thermal wall-function [33, 37]. In particular, the laminar
value is recovered from the tables as previously explained, while the turbulent one is calculated
from the thermal wall function as A\; = ¢, * o, being a;,, the turbulent thermal diffusivity at
the wall calculated as shown in Subsec. 2.2.1. In this way, the conductivity A retains within the
CHT interface condition the information on the wall treatment.

2.3.2 Newton condition

Among the possible boundary condition usually employed in the context of the thermally chained
simulation the Newton condition will be here considered. Within this work it will be used to
model a fluid-to-solid interface, and consists in a continuity equation for temperature and heat
flux conceptually equivalent to Eq. 2.14 and 2.15.

TF,int = TS,int = Tint

(2.16)
GFlinnmor = ho (Taa = Te) = A5 | = aslingnmo-
with the heat transfer coefficient A defined as follows:
he=—1 (2.17)

Tad - Tw

For this condition, the contribution of the fluid-side is expressed in terms of heat transfer coefficient
hc and adiabatic temperature 7,4, two reference quantities that can be considered constant in time,
and does not require therefore the instantaneous solution of the fluid-dynamic flow, allowing to
proceed n faster time-scales with the solution of the solid conduction problem.

2.4 Mixed coupling strategy

The enforcement of the CHT condition implies the coupling of the involved time scales, and re-
quires a time-step dependent on the slowest process, resulting in a strong coupling and a com-
putational cost of the coupled simulation proportional to the overall stiffness of the considered
problem. The severity of this problem grows with the complexity of the fluid-dynamic field, be-
coming of particular concern when turbulent mixing and combustion are considered. Moreover,
for several applications it is not possible to define a thermal steady-state, and hence it is not even
possible to initialize the numerical simulation in a near-equilibrium configuration to speed up the
convergence.

An alternative coupling strategy suitable for convection-dominated phenomena, i.e. cases where
the fluid-to-solid convective heating is the prevailing process over solid-to-fluid heat conduction,
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2.4. Mixed coupling strategy

is presented in this Section. The objective of the approach is to further reduce the overall cost of the
transient simulation so as to simulate the entire experiment time, without additional thermal mod-
eling assumptions. The idea consists in a thermally chained approach initialized with a directly
coupled simulation: the CHT condition Eq. 2.15 is enforced until the fluid-dynamic field reaches
a statistical steady state. At this point the solid-to-fluid cooling effect is considered negligible, and
the solution of the chemically reactive flow is replaced by a Newton condition enforced on the in-
terface patch. The heat transfer coefficient i used in Eq. 2.16 and defined in Eq. 4.1 is determined
from a calculation which takes advantage of both the fully coupled CHT simulation (providing
heat flux ¢ and interface temperature Ti,;) and of a simulation of the same configuration bounded
with adiabatic wall conditions (7,4). This change in the interface condition allows therefore to
interrupt the fluid solution and continue the time-resolved simulation only in the solid domain,
with a faster time scale depending on the heat conduction problem, the coupling strategy is briefly
outlined in Fig. 2.5.

s ™ 1st1
CHT SlatlSth?l steady
Start .- state in the
boundary condition ) )
fluid domain

A

A\ 4

[ Adiabatic
L simulation

A 4

Solution of the
. . Newton
solid conduction ..
boundary condition
problem

Figure 2.5: Flowchart of the coupling strategy.

Compared to the standard thermally chained approaches, the proposed methodology does not
rely on any tentative initial temperature or heat flux value, as it is initialized with a CHT solution.
As a result it does not need any iterative procedure to guarantee the solution convergence and it
can be used on complex configurations which are concurrently characterized by different levels of
the heat fluxes and thermal conditions of the solid regions. It is possible, for instance, to apply
this mixed coupling strategy only on specific patches of the solid domain, while maintaining the
standard fully coupled interface modeling on the others.

2.4.1 Choice of the Newton condition among others

The Newton condition has been chosen among the number of conditions generally employed in the
thermally chained simulations due to its weak dependence on the unknown 73, as also suggested
by Betti etal. [11]. This condition allows in fact to maintain the time-dependence in the calculation
of the interface temperature, allowing to properly describe transient phenomena. The validity
of the condition, as well as the soundness of the hypothesis of constant hc will be extensively
addressed in the results section, specifically in Chap. 5.

Figure 2.6 shows the interface temperatures obtained on the lateral wall of a combustion chamber
for several time instants, according to several methods: fully coupled interface (CHT condition),
enforcement of a constant heat transfer coefficient o (Newton condition) and enforcement of a
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2.4. Mixed coupling strategy

constant heat flux ¢. It is shown that, although initially the three condition are in good agreement,
when approaching to solid-conduction time scales the enforcement of a constant ¢ leads to an over-
estimation of the interface temperature, since it neglects by definition the time variation of interface
temperature value and the subsequent variation of transmitted heat flux, that decreases on account
of the reduced difference between the flow and the interface temperatures. The Newton condition,
instead, does not rely on any assumption on the interface temperature, providing therefore a more
truthful solution.
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Figure 2.6: Comparison between different loose coupling methods and direct solution. The direct coupling
condition (CHT, dashed red line) is compared to the main loose coupling approaches: enforcement of a
constant heat flux (dashed blue) and enforcement of a constant heat transfer coefficient (solid black).

2.4.2 Time-step management in the mixed coupling strategy

When considering a multi-domain problem consisting in a turbulent reacting flow coupled with a
solid conduction problem, the slowest and therefore driving process is obviously the fluid-dynamic
problem, characterized by a time-scale that can be more than two orders of magnitude smaller
than the time-scale in the solid conduction problem. The mixed coupling strategy is specifically
introduced to ease the computational effort needed by these configuration, allowing to take the
fluid flow solution out of the equation when the Newton condition is prescribed, and proceed on
the time scale required by the less demanding solid conduction problem. This also allows to use a
less stringent solver tolerance, speeding up furthermore the solution convergence.

In order to implement the mixed coupling strategy, it is necessary to define the time intervals
after which move from one boundary condition to the other, namely the respective duration of the
CHT-bounded and Newton-bounded simulations. The statistical steady-state of the fluid domain
is obtained after a multiple of the so-called flow-through time:

tr =% (2.18)
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2.4. Mixed coupling strategy

with U the fluid particle velocity and L the test-case characteristic dimension.

The definition of the corresponding time for the solid conduction problem is not as straightfor-
ward, and is obtained from the solution of the eigenvalue problem associated to the solid conduc-
tion equation, extracting at last the slowest timescale. In this case, the solid width normal to the
interface surface is taken as characteristic direction of the domain Lg, and the general heat equation
can be written as follows:

or X\ 0°T
o = a3 2.19
at  pc, 022 (2.19)
with z € [0, Lg] and
N = he(Taq — T
B.C.{ om0 o(Tad = Twy) (2.20)
_A% IE:LS = hCLS (Text - TWLS)

where for the sake of generality the equation has been considered bounded by two Newton con-
ditions, representative on one side (z = 0) of the heat exchange e.g. with a fluid, and on the other
(z = Lg) of the heat lost for natural convection with the external ambient

The solution of the eigenproblem associated to Eq. 2.19 depends on the solid characteristics,
as width, conductivity, density and heat capacity, and on the Biot number at the interface, a non-
dimensional number defined as in Eq. 2.21 representative of the ratio between the outwards con-
vective heat transfer and the heat conduction within the solid (cfr. Fig 2.7).

_ heL

B
TN

(2.21)

In the case of a capacitively cooled rocked combustion chamber, it is possible to resort to the
simplifying hypothesis of negligible heat transfer with the external air compared to the heat ex-
changed at the hot gas side interface, the characteristic solid time step obtained in this case is:

Ag w2 1 2
tg=|—2_"T (2
5 [pscpng 1 ( +BiF+1>

With Bip the Biot number calculated at the fluid-to-solid interface and Lg is the solid width.

(2.22)
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—— [, ——»
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Figure 2.7: Comparison of fully developed temperature profiles in two plates with different Biot numbers.
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Chapter 3

Numerical framework
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Nomenclature

Latin letters Z; = Cartesian coordinate

Cp = Specific heat at constant pressure Z = Mixture fraction

Cq = Model constant Greek letters

Cy = Model constant fe! = Thermal diffusivity

Cu = Model constant 0i,j = Kroenecker delta

Cyx = Model constant € = Turbulent dissipation rate

d = Distance between neighbouring nodes P = Density

h = Mixture enthalpy 7 = Viscosity

k = Turbulent kinetic energy 7 = Turbulent viscosity

P = Pressure T = Turbulent time scale

t = Time X = Scalar dissipation rate

U = Velocity P = Generic scalar property

In this Chapter the numerical implementation of the framework is given. First the complete set

of equations employed will be summarized for each category of settings analyzed, i.e. low-Mach
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3.1. Governing equations

and pressure-dependent equations for reacting flows, as well as the equation for the solid domains
in the case of multi-region solvers. All the solvers employed throughout the thesis are developed
in the context of the OpenFOAM and OpenSMOKE++ [23] frameworks, which are open-source,
object-oriented C++ platforms for the integration of Partial Differential Equations (PDEs) based
on the finite volume approach. Some remarks on such an approach are then given, together with
a description of the segregated strategy adopted for the time and space integration. An analysis of
the time-step management in multi-physics and multi-domain solvers is finally given.

3.1 Governing equations

In this section are reported the governing equations for mass, momentum, energy and conserved
scalar for a reactive mixture under low-Mach number hypothesis and their extension to compress-
ible flows, followed by the thermal Fourier equation solved within the solid domains. In the fol-
lowing sections and chapters, the Unsteady Reynolds Averaged Navier-Stokes approach is selected
when dealing with fluid domains for its superior capabilities, compared to steady RANS, to better
characterize the turbulent non-premixed flames resolving at least the main macroscopic reacting

flow features of injection problems, while maintaining a reasonable computational cost [62, 68].

3.1.1 Low-Mach number flows

The continuity, momentum and energy equations under the low-Mach number hypothesis read:

dp | O(pu;)
E+a@_0 (3.1)
Dpin) | piii) __0p 0 [ (0 O 2 O
ot Oz a 8xi+8xj (7t ) 8xj+8xi 3 0xy (3.2)
d(ph)  d(puih) 0 |(_  pw\ Oh
a1 oz, om [\*Ts¢,) oz (3.3)

with - and - the already mentioned symbols of Reynolds and Favre averages, u; the i—th component
of the velocity along Cartesian coordinate z; (i = 1,2,3), 1 the mixture viscosity and ¢;; is the
Kronecker delta « the laminar thermal diffusivity, Sc; a turbulent Schmidt number set to 0.85 and
v; the turbulent viscosity. The energy equation 3.3 is solved in terms of mean enthalpy of the
mixture, while the continuity equation 3.1 is substituted, in the context of a pressure-based solver,
by the following pressure equation that guarantees the mass conservation:

op 0 (pAp'H) o _, Op

—t+—F - pA =0 3.4

ot om om \"P o, B4

where Ap and H the coefficient matrices coming from the discretized version of the momentum
equation in a finite volume context (cfr. [26] and Sec. 3.4.1).

The set of equations is completed by the transport equation for the mixture fraction Z and its

. ”
variance Z 2:
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3.1. Governing equations

o(pZ)  OpwZ) 0 [<+,0Vt> 87

ot + Oz; - oz; @ Sci ) Ox; (3.5)

2

07 —cypg.éﬁ (3.6)

3xi

.7
+Cy (a—i— Sct>

where C; and C, are model constants respectively set to 2.00 and 2.86.

NpZ™) 0wz _ 9 [(_ ) 0Z"”
ot * ox; Oz at Sc; ) Ox;

In this case and in the following, the standard & — € model [121] is used to calculate k£ and
e representing respectively the turbulent kinetic energy and its dissipation rate. Following the
uRANS formulation, the turbulent viscosity v, is then evaluated as:

]432
v =Cp— (3.7)

with €}, = 0.09. On the other hand the stoichiometric scalar dissipation rate is proportional to the

mixture fraction variance Z"? according to the following algebraic relation [94]:

~ € f7,/2

Xst = CX%Z (3.8)
with Cy, = 2.00 as a model constant and 7; = k/e representing a characteristic turbulent time scale.

3.1.2 Extension to the pressure parametrization

When the low-Mach number hypothesis is dropped and pressure-dependent effects are consid-
ered, additional terms have to be accounted in the energy equation 3.3, which now reads:

o(ph) M@E_8[@+m>%rﬁp~%

ot oz, Oz Se, ) o | T ot T Yo,

(3.9)

The pressure-terms inside the energy equation are responsible for the variation of the static en-
thalpy, as for example happens inside the nozzle due to the supersonic expansion of the flow.
3.1.3 Solid conduction problem

The solid conduction problem is tackled with the thermal Fourier equation for the enthalpy bal-

o) _ 0 ( on
ot Oxj (aé)xj) (3.10)

ance:

where the thermal diffusivity a can be accommodated to account for either homogeneous, porous
or anisotropic continua by means of specific correction factors. The thermophysical model associ-
ated to the solid domain calculates therefore the temperature based on the solved enthalpy field
and the specific heat capacity c, defined as an input.
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3.2. Finite Volume approach

3.2 Finite Volume approach

OpenFOAM relies on the Finite Volume Method (FVM) [26], a space discretization technique
which first divides the computational domain non-overlapping Control Volumes (CVs) and then
solves for the central node of each control volume the discretized equations. The characteristic of
the CVs of being non-overlapping ensures that each face bounding the CV is shared with only one
neighbouring cell. Each cell is labeled, P will be used in the following to identify the central node
of the CV in which the solution is sought. It follows that:

/ (x —xp)dV =0 (3.11)
cv
/(x —zp)dS =0 (3.12)
S
Considering a the standard form of the transport equation for a general scalar property :
0
P01V - (pu) — V(L V) = Oy (3.13)

itis possible to derive how each term is discretized both in time and space, with an accuracy level at
least equal to the order of the original equation [41], in this case second-order, as Eq. 3.13 includes
the second derivative of ¢ in space in the diffusion term. For a second-order accurate method, the

variation of the object function 1 (x, t) must be linear both in time and space:

Y(x) = v(xp) + (x —xp)(V)p (3.14)
Wt + At) = (1) + At @f) (3.15)

According to the Finite Volume approach, Eq. 3.13 has to be verified over the control volume
around the centroid P in its integral form:

AL T 5 t+At
/ [/ pdV + V- (puy)dV — V(pF¢V¢)dV] dt = / / QudVdt (3.16)
¢ ot Jov cv cv ¢ cv
The discretization of each term will be discussed in the following subsections [36, 41].

3.2.1 Spatial discretization

Considering Eq. 3.14 and 3.11, and adopting for the sake of brevity the notation:

Yp =Y(xp) (3.17)

the general integral over the control volume reads:
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3.2. Finite Volume approach

¢dV:/ [Wp + (x —xp) (V) pldV
cv cv
= Yp /CVdV—f—(VdJ)p/CV(x—xP)dV (3.18)

=¢pVp

Invoking the Gauss’ theorem, the linear expansion in Eq. 3.14 and Eq. 3.12 it is possible to derive
an equivalent expression for the surface integrals:

/va‘wz/s¢ds
> ([ )
:%:wk/Sk ds+§k:(w)k/5k(x_xk)ds
= Skt
k

(3.19)

where the surface integral has been decomposed in the sum of the integral over each Control Vol-
ume’s edge [yads = >, ( | S ads) , ¥y, indicates the value of ¢ in the k-th face central node and Sj,
is the outward-pointing face area vector. Since the CVs are defined by construction with outward-
pointing normals, the face area vector points outwards from P only if the k-th face belongs to the
CV centered in P.

The two identities just derived are used to discretize each term of the general transport equation
in the integral form (cfr. Eq. 3.16), as reported in the following. Note that in this section only the
spatial discretization is tackled.

Convection term

Making reference to Eq. 3.19:

/C ¥ (v =3 S
= Si(pw)rtn (3.20)
k
=Y _Fi
k

where the mass flux through the k-th face has been defined as F' = Sy (pu);. Each quantity on the
k-th node (in this case (pu); and 9, is obtained by linear interpolation from the centroid node P
and the considered surface [26].
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3.2. Finite Volume approach

Diffusion term

Making again reference to Eq. 3.19:

V(pLypVip)dV = Sp(pl'yp Vi)
cv k (3.21)

= Sk(pTy)k(V)i
k

where the term (V1) can be written in a finite difference form considering two consecutive nodes
in the case of orthogonal meshes. In the common case of non-orthogonal meshes, i.e. grids where
the Si normal is not aligned with the distance between two neighbour nodes, an additive correction

factor must me introduced:
Sk(VI/))k = U(VI/J)k + n(Vw)k (3.22)

with v and h the components of S, in a frame of reference aligned with the distance between

neighbouring nodes.

Source term

The source term ), can be a general function of 1), therefore no general discretization procedure
can be outlined. This term collects all the terms of Eq. 3.16 that cannot be written as convection,

diffusion or temporal terms.

3.2.2 Temporal discretization

The temporal discretization is based on the assumption that the CV does not change in time. The
general transport equation in integral form Eq. 3.16 can be rewritten under this assumption, and in-
troducing the space-discretized terms (Eq. 3.20 and 3.21) in the so-called "semi-discretized" form:

t+At

t+At o
/ [(mm/)) Vet Fip— Sk(PF¢)k(V¢)k] dt = / Yy Vpdt (3.23)
t P k k ¢

The time derivative can be calculated in a finite difference form between the n-th and the (n+1)-
th instant as:

o\ (p)p" T — (p)p"
(o) e 520

while the time integral can be calculated resorting to Eq. 3.15 as:

t+At 1
/t Y(t)dt = i(w—l + ") At (3.25)

Substituting in Eq. 3.23 the final second order accurate discretized equation is obtained, accord-
ing to the Crank-Nicholon method:
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3.2. Finite Volume approach

(p) ™ — (o) p"
Al

Vp+ Y Fyp At = Si(ply (V) At
k k
+ 3" PUpAL— 3 Sp(pDy)k (V)R AL = (3.26)
k k
—Q,Vp

The discretized equation is second-order accurate in time, and requires the knowledge of the
values ¢ and V1 in both the current time instant and the previous one. The face values are calcu-
lated interpolating from the cells centroids values as mentioned in the previous sections.

Regrouping all the coefficients multiplying 1)p and 1, it is possible to obtain an algebraic equa-
tion for the generic quantity ¢ p valid for each CV:

apyp + > ap Y = Qy (3.27)
K

with & spanning over all the faces shared between the CV and neighbouring cells. For a numerical
grid with N Control Volumes the previous equation is inserted in a system of equation in the
matricial form:

[AlnsN [Ulnxt = [B]nxa (3.28)

where [A] is a sparse matrix, with coefficients ap on the diagonal and ay, p off the diagonal, non-
zero if the considered face is shared between an owner and a neighbour cell, [U] is the vector of
the generic variable 1 for each CV and [B] is the vector of the source terms [36, 41].

It is common to neglect the variation of the face values of 1) and V4 in time in order to obtain
a discretized transport equation which is only first-order accurate and combines the old and new
time-level convection, diffusion and source terms, leaving the temporal derivative unchanged:

(p) P — (o) p"
Al

Ve + ) FpAt = Si(ply)e (V) pAt = Q4 Vp (3.29)
k k

In this case, 5, and (V1)) can be evaluated according to several methods, briefly discussed in
the following.
Explicit discretization

The face values of ¢ and V1) are determined from the previous time instant, here denoted with n
in contrast with the current instant n + 1, as well as the linear part of the source term.

(Vo) = AV VR

with N denoting the neighbour cell to the considered CV and d the distance between the neigh-
bouring nodes, under the hypothesis of orthogonal mesh. According to this method, all the terms

(3.31)

28



3.3. Courant number limit

of Eq. 3.29 depend only on the previous instant, and therefore there is no need of solving the system
of equation.

Euler Implicit method

The face values are in this case expressed in terms of the new time instant n + 1:

Vp = LB+ (1= fo)upt! (3.32)
n+1l wnJrl
(Vi) = A% (3.33)

Although being still a first-order accurate method, this approach foresees the solution of a sys-
tem of equation similar to Eq. 3.27, guaranteeing an higher numerical stability with respect to the
explicit discretization.

Backward differencing in time

This temporal scheme is second-order accurate in time but still neglects the temporal variation
of the face values. Each term of the original Eq. 3.16 is initially discretized to the second-order
accuracy leading to Eq. 3.26, then the temporal derivative is obtained considering the Taylor series
expansion of 1 in time around v (t + At) = ¢""! and truncating it after the first order with a
truncation error that scales with At.
2
P(t) =" =" — ((;fAt + ;%;fm%r = (AF) = (334)
At

aw _ @Z)n—H _ wn 1 32¢ 5
yrin AL +§8t2 At + O(At?) (335)
77/}nJrl o wn '

~ —
~

At

Since the temporal derivative is discretized up to second order, the whole discretization of the
transport equation will be second-order accurate even if the temporal variation of ¢ and V1 is
neglected. This methods requires the knowledge of a third time instant n — 1, and produces a
system of algebraic equations that must be solved for ¢/5.

3.3 Courant number limit

Time and space discretizations are usually not independent, but are linked by the Courant-Friedrichs-
Lewy condition [20], a constraint of the maximum value that the Courant number C'o must assume
in order to ensure the convergence of the numerical scheme.

Co — up At

S Comax (3-36)
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3.4. Segregated approach for single-region solvers

Comax can be different for different numerical schemes, in general the following condition is im-

posed:

n

At" = Cogemin (d> (3.37)
U

with Cog the selected Courant number lower than the maximum value Coy,.x. It follows that to

fine meshes with CV nodes close to each other (i.e. small d) or fluid-dynamic flows with high

velocity fields (i.e. large uy) correspond a small time-integration step At and a subsequent high

computational cost.

3.3.1 The case of multi-domain coupled configurations

A crucial aspect for coupled solvers is the interplay between time scales of different physical phe-
nomena. In the case of solid conduction problems a Diffusion number Di can be defined, providing
a measure of the rate at which information is transported:

AN Ay

Di— _ 3.38
"TCpa “AP (3:38)

with « the thermal diffusivity and At, Ax respectively the time and space discretization steps.

Similarly to what seen with the Courant number, a maximum admissible value of Di can be
imposed, resulting in an operative limiting factor for the performance of the numerical schemes
employed.

2
At = Digmin (A;C) (3.39)

with Dig the selected Diffusion number lower than the maximum value Diy, ..

When a multi-domain and multi-physics simulation is performed, a time step is calculated for
each domain in order to meet the Courant or Diffusion number limit. For coupled simulations, the
minimum among the time steps calculated for all the coupled domains is selected and used for the
time-integration.

3.4 Segregated approach for single-region solvers

The OpenFOAM implementation is based on a segregated approach, i.e. the sequential solution
of the Eq. 3.1-3.6. The main categories of codes for the solution of the system of equation can be
divided in:

e Density-based codes: where the mass conservation equation is used to calculate the density
and the Equation of State (EoS) is used to calculate the pressure,

e Pressure-based codes: where the equations are reformulated in terms of momentum and
pressure equations.

In both cases the velocity is derived starting from the momentum conservation equation. In this
Section the second approach will be discussed, together with the main pressure-based algorithms
usually found in CFD codes, the Semi-Implicit Method for Pressure Linked Equations (SIMPLE)
and the Pressure Implicit with Splitting of Operator (PISO), and their combination, the PIMPLE
algorithm.
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3.4. Segregated approach for single-region solvers

3.4.1 Derivation of the Pressure Equation

The bottom line of the pressure-based solvers is the solution of a pressure equation that guarantees
the mass conservation (Eq. 3.4). This is derived from the Navier-Stokes system, here in a simplified
form under the hypothesis of incompressible flow [36, 41]. Using the notation seen in Eq. 3.28, the
semi-discretized form of the momentum equation at the generic m-th iteration and for the i-th

velocity component reads:
(AR U = Q17 — [Glinsa (™) (3.40)

with [A] the matrix of linearized coefficients, [()] the vector of the source terms and [G] the gradient
operator. The coefficient matrix [A] can be split in its diagonal (D) and non-diagonal (ND) contri-
butions in order to highligth the contributions of the CVs and of the neighbouring cells. Neglecting
the source terms for the sake of simplicity it is obtained:

[Ap + Anp][UT}" = =[G1:(p™) (3.41)

A predicted value of the velocity [U] can be calculated using the pressure value from the previous
iteration m — 1 by enforcing the momentum equation:

[Ap + Axp]" U} = ~[GL:(p™ ) (3.42)

This velocity does not satisfies in principle the continuity constraint, thus it is necessary to intro-
duce a velocity correction term U’ such that the corrected velocity verifies the following definition

and constraint:

U =U"+U
(3.43)
V- (pU™) =0
This is achieved searching a pressure correction term p for pressure:
pr=p"""+p (3.44)
that introduces a correction on both pressure and velocity:
[Ap + Anp][U];" = —[GLi(p) (3.45)

By substituting the definitions of U** and p* and developing all the terms, the equation becomes:

[Ap + Axp][U]; + [Ap + And][U]; = —[GL:(™ 1) — [GLi(») (3.46)

which can be simplified taking into account the expression of the predicted velocity Eq. 3.42, lead-
ing to a relation between the pressure and the velocity correction:

I

[Ap + Anp][U]; = —[Gli(p) (3.47)

In a first approximation, it is possible to assume the velocity correction equal to zero in the neigh-
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3.4. Segregated approach for single-region solvers

bour cells, i.e. [Anp] [UZ/ ] = 0, obtaining a simplified expression for the velocity correction:

!/

[U); = —[Ap] " [GLi(») (3.48)

where the notation [-]~! indicates the inverse of the matrix. It is now possible to substitute the
velocity correction [U]; in the continuity constraint Eq. 3.43 and considering the definition of the
corrected velocity [U]**, it is finally possible to obtain an equation for the unknown pressure cor-
rection p , based on the velocity velocity value predicted with the pressure at the previous iteration:

V(pU;) =V (plAp] 7 (Glip)) =0 (3.49)

In order to get to the pressure equation form implemented in OpenFOAM for pressure-based
solvers (cfr. Eq. 3.4), it is necessary to solve for the corrected pressure p* rather than for the cor-
rection term p'. It is possible to obtain a definition of the predicted velocity U* from Eq. 3.42:

[U]; = ~[Ap] ' Gli(™ ) + [Ap] ' [H] (3.50)

with [H] the explicit part of the derivative operator containing explicit contributions from the con-
vective term and the generic source terms initially assumed to be negligible.

[H] = [Ap][U]; — [A][U]: (3.51)

being [H] depending on the velocity field, its implementation depends on the specific algorithm
selected for the solution, as will be shown in the following.

The predicted velocity expression in Eq. 3.50 can be substituted in Eq. 3.49 to obtain a pres-
sure equation depending on the pressure at the previous time instant m — 1 and on the pressure
correction p/.

=V (plAp) M (G ) + Y (p[Ap] ' [H]) = V (plAp] M [GL(E)) =0 (352)

By recalling the definition of the corrected velocity p* Eq. 3.44 it is finally possible to obtain a
pressure equation equivalent to Eq. 3.4:

V (plAp] ' [Gli(p*)) = V (plAp] '[H]) =0 (3.53)

The presence of the matrix [H] as a source term of the pressure equation, causes a coupling be-
tween the pressure and velocity fields. In the following a brief outline of how the main solution
algorithms deal with this coupling will be given.

PISO Algorithm

The Pressure Implicit with Splitting of Operator has been originally proposed by Issa [40] and can
be summarized into three main steps:

1. Momentum predictor: the momentum equation is solved using the pressure value from the
previous time step to obtain a prediction of the velocity.
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3.4. Segregated approach for single-region solvers

2. Pressure solution: the pressure equation is solved to obtain the first estimate of the new
pressure field.

3. Explicit velocity correction: the velocity field is corrected as a consequence of the updated
pressure field.

The explicit correction of the velocity neglects the contribution of the neighbour velocities,
therefore an iterative procedure is needed. According to the PISO algorithm, the matrix [H] is
corrected with the updated velocity and the loop is restarted from step 2.

SIMPLE Algorithm

The Semi-Implicit Method for Pressure Linked Equations is suited for steady-state problems as
originally proposed by Patankar [82].

1. An approximation of the velocity field is obtained by solving the momentum equation with
the pressure field from the previous time instant. The equation is implicitly under-relaxed

with a velocity under-relaxation factor.
2. The pressure equation is solved to obtain the new pressure field.
3. The new conservative fluxes are calculated on the basis of the new pressure field.
The entire process is iterated from step 1, as a consequence [H] is updated at the beginning of each
iteration with the velocity from the previous one.
PIMPLE Algorithm

The algorithm used in the present thesis work is the PIMPLE algorithm, which operatively is a
merging between the two methods introduced above. In PIMPLE loops intermediate steps are
considered, the notation )™ will e used to denote the generic property ¢ at the sub-step a (with
a € [0, N,]) between the steps m and m + 1. With this notation it is possible to consider nested
loops.

1. The momentum equation is solved using the pressure value from the previous time step
p™?~! to obtain the velocity U™¢. For steady state problem the under-relaxation factor is
used as in the SIMPLE algorithm.

2. The transport equations for mixture fraction, mixture fraction variance and any other scalars
are solved using p"™%~! and U™

3. The thermodynamic quantities are extracted from the libraries
4. The discretization matrices and correction factor and calculated
5. The corrected pressure p™* is calculated

6. The turbulent quantities are updated.
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3.5. Segregated approach for multi-region solvers

The implementation of the PIMPLE algorithm in OpenFOAM is schematized in Alg. 1, where
the two nested loops of which the method is composed are highlighted: the overall "outer" loop,
and the "inner" loop, retracing the PISO structure and consisting of the steps 4 and 5 of the list

above.

Algorithm 1 Single-region solver

1: for nOuterCorr do > Pimple loop
2 UEqn.H

3 ZEqn.H

4: HEqn.H

5: Update thermodynamic quantities

6 for nInnerCorr do > Piso loop
7 pEqn.H
8 end for
9: end for

3.5 Segregated approach for multi-region solvers

In multi-region solvers specific sections of the code are activated depending on whether the domain
under analysis is fluid or solid. Alg. 2 outlines the structure of a multi-region solver amenable for
an arbitrary number of solid and fluid domains. Since the Fourier thermal equation Eq. 3.10 does
not require iterative correction, the solution of the solid conduction problem is inserted in the
segregated strategy within the "outer" loop after the solution of the solid domain. The domains
are coupled by an explicit call to the interface condition (lines 7 and 14 in Alg. 2) which uses the
temperature and conductivity values in one domain to calculate the balance equation Eq. 2.15 with
the other domain. The time-step between two consecutive iterations of the outer loop is discussed
in Sec. 3.3.1.

Algorithm 2 Multi-region solver

1: for nOuterCorr do > Pimple loop
2 for Fluid domain do
3 UEgqn.H
4: ZEqn.H
5: HEqn.H
6 Update thermodynamic quantities
7 Update CHT boundary condition
8 for nInnerCorr do > Piso loop
9: pEqn.H
10: end for
11: end for
12: for Solid domain do
13: Energy equation > % = 8%], (aé%)
14: Update CHT boundary condition
15: end for
16: end for
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Nomenclature

Latin letters Ur = Skin friction velocity

C = Nominal confinement length 0 = Radial coordinate

ho = Heat transfer coefficient yT = Wall unit

L¢c = Confinement length z = Longitudinal coordinate

k = Turbulent kinetic energy Z = Mixture fraction

O/F = Oxidizer-to-fuel ratio Operators

D = Pressure (-) = Surface average

Do = Outlet pressure Subscripts and superscripts

q = Heat flux O.a = Adiabatic value

R = Combustion chamber radius Oexp = Experimental value

T = Temperature Or = Fuel value

U = Velocity Ow = Wall value

In this Chapter the thermal characterization of a realistic combustor in LRE-like operative con-

dition is performed in a single-region setting. The combustion chamber analyzed is the TUMrig

experimental combustor developed at the Technical University of Munich (TUM) [15] and used
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4.1. Introduction to the test case

as a reference testcase by a number of groups in the rocket community [37, 54, 72, 81, 83, 103, 129],
consisting in a square-section chamber equipped with a single shear coaxial injector emanating a
gaseous oxygen/gaseous methane (GOx/GCH4) turbulent, non-premixed flame. The analysis is
performed resorting to a low-Mach number solver in a single-region setting, therefore neglecting
the heat transfer within the surrounding solid walls and modeling it with a thermal boundary
condition. In a first instance, a two-dimensional axis-symmetric approximation is used. In par-
ticular, two baseline configurations are defined in order to model different situations encountered
within an hypothetical multi-injector plate: a wall-bounded configuration is chosen to investigate
the injector-wall interaction, while a symmetric condition is used to mimic the mutual interaction
between injectors located in the inner part of the injection plate. For each of these configurations,
a first analysis is performed with fixed geometry and varying boundary conditions in order to as-
sess the effect of the thermal modeling on the flow-field. Secondly, the lateral dimension of the
chamber, namely the confinement, is parametrically varied in a range of interest to investigate the
effect of the injectors placement and mutual distance on the ensuing thermal load. A data-driven
model for the thermal characterization of multi-injector chambers is finally proposed, on the basis
of the collected database.

4.1 Introduction to the test case

The experimental TUMrig combustor is adopted as baseline case, consisting in a 12x12 mm square-
section capacitively cooled combustion chamber equipped with a single shear coaxial GOx/GCH4
injector. The injection conditions employed in the present work are taken from the reference work
by Celano et al. [15], corresponding to the nominal operating point at a chamber pressure of
20 bar and O/F = 2.6 with an oxidizer mass flow rate of 0.0045 kg/s and a fuel mass flow rate
of 0.0017 kg/s. A two-dimensional axis-symmetric approximation is used, the numerical domain
considered is therefore a wedge of an equivalent cylindrical combustion chamber, with a cham-
ber radius defined to guarantee the same mass-flux as the reference square-section experimental
chamber as commonly done for RANS and uRANS [16]. Consistently with the low-Mach number
formulation, the computational domain is truncated at the nozzle inlet where a uniform pressure
is imposed, as shown in Fig. 4.1.

1
6.77 mm
I

Figure 4.1: Geometry and configuration of the TUMrig 2D in a single-region setting and under the low-
Mach number hypothesis.

As mentioned in the Chapter introduction, two configurations have been defined in order to
simulate the different situations met within a generic multi-injector plate. With reference to Fig. 4.2,
a wall-bounded configuration has been adopted to investigate the injector-wall interaction (upper
sub-figure), while a symmetry boundary condition has been used to mimic the mutual interaction
between injectors located in the inner part of the firing plate (lower sub-figure). For the sake
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4.1. Introduction to the test case

of clarity, the two representative configurations are drawn, in Fig. 4.2, on a hypothetical multi-
dimensional problem with multiple injection elements (central sub-figure). The color-coded fields
represent instantaneous temperature in the central sub-figure and time-averaged temperature in

the upper and lower sub-figures.

Injector-Wall
: Wall b.c.

Confinement /111111y

alation
region

Injector-Injector

Confinement

Figure 4.2: Schematic of the 2D axis-symmetric configurations studied: wall-bounded configuration repre-
sentative of the injector-wall interaction and symmetric configuration representative of the injector-injector
interaction.

411 Grid assessment study

A grid independence analysis is performed comparing the results of three different numerical
grids, obtained by recursively doubling the number of computational points in each direction.
Owing to the intrinsic differences of the two configurations, a specific numerical grid has been de-
fined for each of the cases. Note that, in the following, experimental and literature results [15, 83]
can be used as reference validation data only for the wall-bounded configuration. The meshes
employed are named W-C, W-M, and W-F for the wall-bounded cases, and S-C, S-M and S-F for
the symmetric ones, with the first letter referring to the bounding condition and the second letter
standing respectively for Coarse, Medium and Fine, indicating increasing refinement levels. The

main grid characteristics are given in Tab. 4.1.
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Finite Volumes Finite Volumes
W-C 6.8-103 S-C 7.8.10°
W-M 27.5-103 S-M 31.5-103
W-F 109.7 - 103 S-F 125.6 - 103

Table 4.1: Numerical mesh characteristic for the grid convergence assessment.
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Figure 4.3: Grid convergence assessment for the wall-bounded configuration.

Figures 4.3a and 4.3b report respectively the time-averaged heat flux and pressure normalized to
the outlet value on the combustor lateral wall. The overall accordance with the experimental data
is considered satisfactory in the limit of the two-dimensional approximation. The overestimation
of the experimental results from z > 0.04 m on was already observed in [37] and is related to
the wall function dependence on the turbulent wall-modeling of the skin friction velocity .. The
results are observed to be satisfactorily independent from the numerical grid used, showing an
offset between each grid result that is comparable to the experimental error reported.

Other quantities of interest (Qol) are presented in Fig. 4.3c and 4.3d, showing respectively the time-
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4.1. Introduction to the test case

averaged mixture fraction and temperature along the chamber axis, following a similar approach
to Zips et al. in [128] for a similar unsteady setting.
The intermediate grid W-M is then chosen as the reference baseline mesh for the wall-bounded

simulations, providing a satisfactory trade-off between accuracy and computational cost.
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Figure 4.4: Grid convergence assessment for the symmetric configuration.

For the symmetric configuration, Fig. 4.4a and 4.4b show respectively the temperature profile
obtained along the symmetry surface and the heat flux obtained on the injection plate for the three
numerical grids under analysis. Note that, differently from the results of the wall-bounded config-
uration shown in Fig. 4.3 where lateral wall heat flux exists, in this case only the wall heat flux along
the injection plate can be considered. A good agreement between the solutions obtained with the
medium and fine grids is observed. Figure 4.4b shows that the profiles obtained using the medium
and the fine grids, S-M and S-F, are very close for z > 4 - 1073 m, while the peak value located be-
tween 3 - 1072 m and 4 - 10~® m is poorly resolved with the medium grid. However, this does not
affect significantly the surface-averaged value which will be of interest for the investigation of its
trends with the injector lateral confinement. In fact, such surface-averaged values are respectively
1.22 MW/m? using the S-M grid and 1.26 MW/ m? for the S-F, resulting in a discrepancy of less
than 3.4%.

Following the same strategy of the wall-bounded case, in Fig. 4.4c-4.4d are shown, respectively,
the mixture fraction and temperature along the chamber axis. All the results show a good agree-
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4.2. Thermal modeling effect

ment between the intermediate and fine computational grids, indicating therefore that the inter-
mediate mesh S-M can be chosen as the baseline grid for the symmetric configurations.

In order to complete this numerical grid analysis, the independence of the mean flame position
from the resolution employed is also assessed. Figure 4.5 displays, for both the configurations, the
stoichiometric mixture fraction isolines for each numerical grid considered. It can be observed that
the average position of the flame inside the combustor is scarcely influenced by the resolution of
the computational mesh.

_ x1073 -=-=-WC
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: 0 t 7 P W-F
0 0.1 0.2 0.3
z [m]
(a) Wall-bounded configuration.
_. x1073 - - -5C
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— Ve ———-—S-
H =8
0 0.1 0.2 0.3
z [m]

(b) Symmetry-bounded configuration.

Figure 4.5: Stoichiometric mixture fraction isoline Z,; = 0.2 obtained with different numerical grids. Axes
not to scale.

4.2 Thermal modeling effect

In order to assess the effect of the thermal boundary condition on the flow fields in the two config-
urations, several combinations of boundary conditions have been tested, as reported in Tab. 4.2. In
particular, on the injection plate and the lateral chamber wall, where present, all possible combina-
tions of adiabatic and isothermal conditions have been simulated. In the case of isothermal lateral
chamber wall, a temperature profile T¢,, has been imposed (linear from 320 K to 420 K), matching
the experimental data from the thermocouples as reported in [15]. For the injection plate, on the
other hand, there are no available data in the literature, due to the difficulty of accessing the wall
with experimental thermocouples. For this reason, a fixed temperature value equal to the fuel in-
let temperature Tr = 269 K has been used, representing the lowest possible fluid temperature to
which the surface is subjected. This choice implies that the wall is always colder than the impinging
reacting mixture, thus allowing the use of the non-adiabatic flamelet model without any further
modification. Moreover, maximising the difference between the imposed temperature 7 and the
adiabatic wall temperature 7,,; will prevent approximation errors in the following calculation of
the heat transfer coefficient.

With reference to the boundary conditions shown in Tab. 4.2, the effect of isothermal wall are
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4.2. Thermal modeling effect

Name | Injection plate b.c. Imposed T | Chamber wall b.c. Imposed T
W-AI Adiabatic - Isothermal Tewp
W-AA Adjiabatic - Adjiabatic -
W-II Isothermal Tg Isothermal Texp
W-IA Isothermal TE Adiabatic -
S-A Adjiabatic - Symmetry plane -
S-1 Isothermal TR Symmetry plane -

Table 4.2: Thermal boundary conditions

analyzed in terms of the resulting wall heat flux while adiabatic and symmetric conditions in terms

of the resulting boundary temperature. Results on the chamber wall are shown by assessing the

effect of the injection plate boundary and vice versa.
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Figure 4.6: Boundary condition effect. Results are compared fixing a condition on one wall and varying the
other. Both wall-bounded (black) and symmetric configurations (grey) are compared.

Figures 4.6a and 4.6b show, respectively, that the heat flux and temperature obtained on the

combustion chamber lateral wall are almost unaffected by the condition used for the injection plate,

suggesting that the injection plate modeling has its major effect on the recirculation region rather

than on the fully developed flow. Figure 4.6c shows instead the difference between the heat flux

on the injection plate obtained in the wall-bounded case and in the symmetric configuration. The
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profiles shown for W-II and W-IA are characterized by a minimum of heat flux at the chamber
corner (z > 6 - 1073), where the flow presents a stagnation point. Conversely, the symmetric con-
figuration S-I has a maximum at the same corner. Comparing the two wall-bounded cases, the
effect of the lateral wall boundary condition is clearly visible: in the fully isothermal case W-II
the fluid exchanges heat with the lateral wall before approaching the injection plate, producing
on the latter a lower ¢ compared to the W-IA case. Figure 4.6d shows finally the temperature ob-
tained on the adiabatic injection plate for different boundary conditions. The difference between
the wall-bounded cases W-AA, W-AI and the symmetric case S-A is caused by the difference in the
recirculating flow near the wall. Observing the wall-bounded results it is possible to see the limit-
ing effect of the isothermal lateral wall, that causes a lower injection plate temperature compared
to the W-AA case.

Configurations W-II and S-I are compared in Fig. 4.7 to give an overview on the effect of the
bounding condition on the overall flow field. Time-averaged temperature, velocity magnitude and
turbulent kinetic energy are displayed to represent the thermal, kinematic and turbulence fields.
An isoline corresponding to the stoichiometric mixture fraction Z = 0.2 averaged over time is dis-
played in each plot, representing the location of the average flame. Both configurations are charac-
terized by a recirculation region at the injection plate, this region has been highlighted for clarity
in Fig. 4.2. The presence of the lateral isothermal wall induces a narrow colder layer in the near
wall temperature field, and combined with the effect of the viscous wall causes a slight downward
deflection of the flame towards the end of the combustion chamber for the wall-bounded case.
The wall-bounded kinematic field is characterized by a more elongated recirculation bubble and
a tighter opening angle of the flame, while the time-averaged kinetic energy field shows a higher
turbulence level in the first section of the symmetric configuration, due to the mixing with the
recirculation bubble of the neighbouring flame.

4.3 Assessment of the selected configurations

Although not being fully representative of the actual multi-injector configuration, the two single-
injector, two-dimensional, axis-symmetric configurations selected allow for the simplest represen-
tation of the flame-wall and flame-flame interactions.

In order to assess the soundness of the two-dimensional approximation employed, a three-
dimensional multi-injector combustion chamber has been simulated. The test-case, shown in Fig. 4.8,
features 37 injector elements with the same dimensions as those used for the database collection,
and a geometry of the firing plate characterized by a 15° symmetry, as typically encountered in
real firing plates [113, 115, 116]. Such a geometry is based on the layout of the 7-injectors subscale
experimental combustor developed at the Technical University of Munich [109], with the addi-
tion of two more injectors rings. The latter have been added respecting the symmetry criteria and
injectors’ spacing of the original subscale combustor in order to be representative of real-existing
multi-injector geometries. The injection conditions employed are retained from the single-injector
test-case used as a reference for the database, and both the firing plate and lateral chamber wall
have been considered isothermal, with temperature imposed equal to those indicated in Tab. 4.2.
The numerical grid employed, featuring ~ 10° finite volumes, is truncated at the nozzle inlet con-
sistently with the low-Mach number approximation used.
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Figure 4.7: Comparison between W-II and S-I time-averaged flow fields with superimposed mixture fraction
isoline Z,; = 0.2. Axes not to scale.
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Figure 4.8: 3D simulation used as a test bench for the database.
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Figure 4.9: Comparison between 2D and 3D fields. Slice of the 3D field (upper panels) and comparison
of 2D symmetric (left) and wall-bounded (right) fields to the corresponding section of the 3D simulation
(lower panels).

Figure 4.9 shows a comparison between the two dimensional fields collected in the database
and slices of the three-dimensional multi-injector simulation. The central injector of the three-
dimensional configuration has been chosen as reference case for the two-dimensional symmetric
injector. In a similar way, the external injector, nearest to the combustor chamber wall, has been
compared with the two-dimensional wall-bounded case featuring the most similar confinement
length. In both cases, the length of the central oxygen core is well captured, albeit the initial sec-
tion of the flame is slightly colder in the three-dimensional field. The length of the recirculation
region is quite well reproduced in the wall-bounded case, while the symmetric two-dimensional
configuration shows a more confined flame with a longer recirculation. It must be noted, however,
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that the refinement of the three-dimensional simulation is much smaller than what employed in
the two-dimensional configurations, with a longitudinal resolution equal to half the resolution of
the 2D cases.

4.4 Confinement effect

In order to investigate the confinement effects on the flame, flow field and on the ensuing ther-
mal loads, the confinement length L has been varied between 0.5 and 2.5 times its nominal value
C = 3.77 - 1073 m. The parametric analysis has been conducted for both the wall-bounded and
symmetric configurations, and for each of them the fully-adiabatic and fully-isothermal sets of
boundary conditions have been simulated, namely W-AA, S-A, W-II, S-I according to the nomen-
clature used in Tab. 4.2. Table 4.3 reports all the simulations performed, along with their label: the
first letter refers to the configuration used, either wall W or symmetry S conditions for the lateral
boundary. Then an indication of the b.c. imposed is given, following the previous nomenclature
of Tab. 4.2, and finally the confinement length normalized to the nominal case is specified with the
XpXX numbers (e.g. Lc = 2.5C is labelled as 2p50).

Lc/C | W -Isothermal b.c. W - Adiabaticb.c. S-Isothermalb.c. S - Adiabaticb.c.

0.5 W-II-0p50 W-AA-0p50 S-1-0p50 S-A-0p50
0.75 W-II-0p75 W-AA-0p75 S-1-0p75 S-A-0p75

1 W-II-1p00 W-AA-1p00 S-1-1p00 S-A-1p00

1.25 W-II-1p25 W-AA-1p25 S-I-1p25 S-A-1p25
1.5 W-II-1p50 W-AA-1p50 S-I-1p50 S-A-1p50
1.75 W-II-1p75 W-AA-1p75 S-I-1p75 S-A-1p75

2 W-II-2p00 W-AA-2p00 S-1-2p00 S-A-2p00

2.25 W-II-2p25 W-AA-2p25 S-1-2p25 S-A-2p25
25 W-II-2p50 W-AA-2p50 S-1-2p50 S-A-2p50

Table 4.3: Labels of the simulations carried out for the parametric analysis. W stands for wall-bounded and
S for symmetry-bounded.

The parametric analysis is performed only through the variation of the injection plate confine-
ment length L¢, while the injector geometry is kept fixed. For each case, a numerical grid has been
defined by modifying the number of computational grid points on the transverse direction so as to
consistently maintain the radial grid spacing constant. All injection conditions, namely the cham-
ber pressure as well as the temperature and mass fluxes of both the fuel and the oxidizer, are also
kept fixed.

For each value of L¢, the resulting wall heat flux ¢ is calculated from the isothermal config-
uration, together with the near-wall mixture fraction Z representing the local composition. The
adiabatic simulation, on the other hand, provides insight on the adiabatic wall temperature T;q4,
while the convective heat transfer coefficient h¢ is calculated for each location on the walls as:

q

he =
Tha — Tw

(4.1)

with Ty the temperature imposed at the wall.
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44.1 Lateral chamber wall

First, the effect of the confinement variation is investigated on the combustion chamber lateral wall,
therefore only the results corresponding to the wall-bounded configuration are reported.
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Figure 4.10: Confinement effects on chamber wall heat transfer for the wall-bounded configuration.

Figure 4.10a shows the time-averaged heat flux over the combustion chamber lateral wall for
the different cases in the dataset. The heat flux is found to be decreasing with increasing confine-
ment lengths. In this context, the variation of the confinement length can be considered akin to
the variation of the radius of a cylindrical cavity. According to this analogy, the diffusive flame
placed within the cavity exchanges heat towards an increasing surface, thus the wall heat flux is
expected to be inversely proportional to the cylinder lateral surface, as reported in Fig. 4.10b. The
profiles display some scatter in the first section of the combustor, suggesting that geometry varia-

tions mostly affect the recirculation region, as expected from our parametric analysis.
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In Fig. 4.10b surface-averaged values of heat flux and heat transfer coefficient are reported as
functions of L¢/C. The two quantities present similar decreasing trends, indicating that for this
wall, the driving phenomenon is the heat flux variation. In order to help the reader, Fig. 4.10b
shows also the functional trend 1/R, where R is the combustion chamber radius, i.e. the sum of
the injector radius and the confinement length. The adiabatic wall temperature trend is reported
in Fig. 4.10c also as a function of L /C. Although a variation of (7,4) is indeed observed, this is
rather limited and it can be considered negligible with respect to variation of the same variable on
the injection plate that will be shown in the following subsection. In fact, it is shown that within
the considered confinement range, (7,4) reaches ~ 1.3 times its minimum value, i.e. the value
obtained for the smallest confinement L /C = 0.5. The mixture fraction trend along the chamber
wall is also reported, showing as expected a negligible variation between ~ 0.45 and ~ 0.35.

4.4.2 Injection plate

The analysis is now shifted to the injection plate. The dominating phenomena on this wall and
in the entire injection region are related to the presence of the recirculating flow pattern and are
therefore expected to be intrinsically different from what previously observed for the developed
flow on the lateral wall.

Figures 4.11a and 4.12a show the time-averaged heat flux for each confinement length for the
two configurations considered: in both cases an overall increasing heat flux trend with increasing
L is found, while the profiles shape along the x axis remain similar for each configuration. Despite
the increasing heat flux, it can be observed from Fig. 4.11b and 4.12b that the heat transfer coefficient
is decreasing, implying that in Eq. 4.1 the primary effect is an increase of the denominator T;,q —T’,.
In addition, observing Fig. 4.11c and 4.12c it is indeed possible to note a steep increase of (1,4), that
triples over the confinements range. Moreover, conversely to the results presented for the lateral
chamber wall in Subsec. 4.4.1, a significant variation in the mixture fraction is observed with Lo /C,
with the smallest confinement lengths being characterized by near-wall composition of almost pure
methane (Z) ~ 1 for both the considered configurations.

The effect of the confinement length on the near-plate temperature field can be further observed
in Fig. 4.13, where three representative cases are taken from each configuration. In particular,
the extremal confinement lengths Lo = 0.5C and Lo = 2.5C' are considered, together with the
nominal case Lo = C. For each selected case, time-averaged temperature, velocity and mixture
fraction fields are reported, respectively by means of color-code, streamlines and isolines. As it can
be observed, when a small confinement is considered, e.g. in W-II-0p50 and S-I-0p50, the flame
develops parallel to the longitudinal direction, having therefore little or no interaction with the
recirculation bubble, which remains mainly composed of cold fuel-rich mixture Z > 0.5. As a
result, the ensuing heat flux is low. On the other hand, for a large confinement length, as in W-
II-2p50 and S-1-2p50, the instantaneous flame interacts with the recirculation bubble, occasionally
intersecting with it and causing the average flame to impinge on the lateral boundary closer to the
injection plate. The recirculating flow pattern brings the hot flame products from the flame region
toward the injection plate, increasing the near-wall temperature and, as a consequence, the heat
flux.
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Figure 4.11: Confinement effects on injection plate heat transfer for the wall-bounded configuration.
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Figure 4.12: Confinement effects on injection plate heat transfer for the symmetric configuration.
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Figure 4.13: Flame-flow interaction. Representation of time-averaged temperature field (colored), velocity
streamlines (white) and mixture fraction isolines (black, legend on top). Axes not to scale.

4.4.3 Comparison between configurations

The trends obtained for the two configurations are now compared with each other. Figure 4.14
shows the surface-averaged quantities over the injection plates of both the symmetry-bounded
and wall-bounded configurations. Heat flux (¢), heat transfer coefficient (h¢), mixture fraction
(Z) and adiabatic wall temperature (7,4) for each configuration were fitted with a power law as a
function of the normalized confinement length, i.e. f(Lc/C) = a+bx* (Lc/C)°. The coefficients ¢
are discussed in the following.

Quantity | Wall-bounded plate Symmetry-bounded plate
(q) 0.74 1.03
(hc) -0.61 -0.66
(Z) -0.2 -0.26
(Toa) 0.79 0.77

Table 4.4: Scaling coefficient for the injection plates of the two considered configuration.

Similar functional trends can be observed when comparing the two configurations. In particu-
lar, (g) is found to scale almost linearly with the confinement length, similarly to (7},), while (h¢)
and (Z) decrease with the confinement. The scaling coefficients are reported in Fig. 4.14 as well
as in Tab. 4.4 to ease the comparison. The similarity of the coefficients for each analyzed quantity
shows that both injection plate can be well characterized with the same scaling laws. Observing
Fig. 4.14c and 4.14d it can be noted that (Z) and (T,4) are also characterized by similar quantitative
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values. This suggests that the temperature and composition near the injection plate are almost the
same, regardless of the lateral bounding condition, especially when small confinements L /C' < 2
are considered. Despite this, quantitative heat flux values are significantly different for the two
configurations, as reported in Fig. 4.14a, owing to the intrinsic differences between the kinematic
fields already discussed.
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Figure 4.14: Comparison between scaling trend obtained through linear regression on the injection plates
of the two configurations.

Based on the foregoing analysis, the geometry variation mainly affects the recirculation region.
The analysis is therefore now focused on this section of the wall-bounded configuration. In partic-
ular, quantities are sampled on the first segment of the chamber lateral wall, indicated in Fig. 4.15
by the blue arrow, and compared to those sampled from the injection plate. The label "lateral wall"
in Fig. 4.16 will therefore refer to the wall section ahead of the stagnation point instead that the
entire lateral wall. In particular, the stagnation point has been defined for each run as the location
of the null time-averaged axial velocity, as indicated in Fig. 4.15.

It is found that the trends seen in Fig. 4.10 for the entire lateral wall are not confirmed when
considering only the wall section impinged by the recirculation bubble. On the contrary, the ob-
served trends are in agreement with those found on the injection plate. The surface-averaged heat
transfer coefficient (h¢) shown in Fig 4.16b decreases with confinement length Lc/C suggesting
that the driving phenomenon on the initial section of lateral wall is the flame-velocity interaction
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Figure 4.16: Comparison between trend observed on the wall-bounded injection plate and on the section of
chamber lateral wall corresponding to the recirculation bubble.

characterizing the injection region as already discussed in Fig. 4.13. It can indeed be observed that
also the functional trends presented by heat flux (¢), mixture fraction (Z) and adiabatic tempera-
ture (T,4) are in agreement with those observed on the injection plate. In addition, (Z) (Fig. 4.16c¢)
and (T,4) (Fig. 4.16d) show similar quantitative values especially for Lo /C < 1.5, indicating that
the two walls experience similar recirculating flow temperature and composition. Owing to the
differences in the temperature values imposed at the walls, it is not possible to perform a quanti-
tative comparison on the heat flux values and on the subsequent heat transfer coefficient values.
Nevertheless, this analysis indicates that the first section of the lateral wall can be assumed as repre-

sentative, in terms of functional trends, of the injection plate region, confirming the considerations
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on previously mentioned works [105, 120].

4.5 Towards a data-driven model for multi-injector combustion cham-
bers

The correlation between heat flux and geometry gleaned from the database collection can be used
to develop a data-driven model for the thermal load estimation in the design stage of a multi-
injector combustion chamber once the injector layout is known. The development of such a model
is still in a preliminary stage, the results discussed in this section must be therefore considered as
less mature than the rest of the work.

The main idea at the basis of the data-driven model is that for each injector on the firing plate it is
possible to define an equivalent confinement depending on the mutual placement of the surround-
ing injectors and on the distance from the chamber wall. Such an algorithm would be comprised
of three steps, it will be here discussed with reference to the heat flux and the thermal characteri-
zation, but it could be similarly used with any quantity collected on the walls. In order to ease the
discussion, each of the steps constituting the algorithm will be illustrated through its application
to the injection plate of the 37 injectors combustor presented in Sec. 4.3. Figure 4.17 shows the
time-averaged heat flux and mixture fraction fields on the injection plate, the former will be taken
as reference field for the reconstruction model. The reader is referred to the pseudo-code reported
in App. A to further support the discussion.
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Figure 4.17: Injection plate fields from the 3D simulation: time-averaged heat flux (left) and mixture fraction
(right) fields.

Tiling

First the multi-injector plate is topologically tiled into cells on the basis of the injector mutual place-
ment. Each cell is built following geometrical criteria based on the plate symmetry axes. A repre-
sentation of the tiled injection plate is given in Fig. 4.18, from a visual comparison with Fig. 4.17 it
is possible to observe that the cells trace the flux stagnation lines with the edges, so that the overall
tiling is well representative of the characteristic flow pattern. It must be highlighted that the tiling
process is solely based on the plate layout and that it does not require the prior knowledge of the
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4.5. Towards a data-driven model for multi-injector combustion chambers

flow pattern. The correspondence between the tiles” edges and the stagnation lines is an important
byproduct of the model.

Figure 4.18: Topological tiling.

Mapping

Secondly, equivalent confinements are defined over the cells, and for each of those a value of heat
flux is taken from the database and mapped over the geometry, as schematically represented in
Fig. 4.19, where different colors have been used for the different sources of the data. The wall-
bounded database (represented in blue) will be used to model the external injector ring confining
with the combustor wall, while the symmetric database (red) will be used among the internal injec-
tors, both on the conjunction lines between neighbouring injectors and over the diagonals within
each topological shape. In the former case, in particular, data are taken from the database and
straightforwardly mapped on the plate in accordance with the symmetry condition definition. In
the latter case, instead, a representative confinement of the cell is defined as the average distance
between the cell’s vertices and the centroid. The heat flux value corresponding to such an aver-
age distance is then taken from the database and shrunk or stretched over the length of the inner

diagonals in the topological tile.

Reconstructing

Finally the heat flux mapped values are interpolated over the plate surface in order to reconstruct
the heat flux field, as shown in Fig. 4.20. The natural neighbor interpolation method is used, which
finds the closest subset of input samples to a query point and applies weights to them based on
proportionate areas in order to interpolate a value [108]. Compared to the linear interpolation,
such a method provides a smoother approximation of the objective function, with C* continuous

results except at the sample points.
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Figure 4.19: Definition of equivalent confinements and enforcement of conditions from the databases. Blue
and red lines represent respectively data taken from the wall-bounded and the symmetric databases, while
the green lines represent the data taken from the symmetric databases and interpolated over each cell’s

average diagonal.
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Figure 4.20: Reconstructed heat flux field.

Outcomes
Although not showing correspondence between the heat flux values, it can be observed a good
approximation of the field pattern, characterized by higher thermal loads were the injector are

less dense, also confirming the trends seen in the previous Sections. A possible source of the dis-
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crepancies can be addressed to the reference 37 injectors configuration, which has been inspired
by a laboratory scale combustor and presents a much more dense injector distribution compared
to the standard rocket geometries and prevents therefore the formation of standard recirculation
patterns. This model has already shown promising results in a previous preliminary work [102],
where it has been applied to an real-scale rocket combustion chamber. Figure 4.21 shows the heat
flux values from the corresponding simulations normalized to the peak value and represented as
a function of the normalized radial distance from the injector plate centre. In particular the black
dots represent the results of the three-dimensional simulation while the green markers are those
reconstructed with the data-driven model, it is possible to see that the heat flux distribution is well
reproduced.
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o 3D simulation results
Data-driven reconstruction
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Normalized radial abscissa [-]

Figure 4.21: Comparison between the heat flux obtained with a three-dimensional simulation (black) and
the heat flux reconstructed with the data-driven model (green) on an industrial-scale configuration. The
heat flux values are normalized to the peak values while the data are represented in terms of normalized
radial abscissa.

The results presented in this Section are nevertheless preliminary and unripe, and will be there-
fore deepened in future studies.

56



Chapter 5

Multi-region analysis of coupled
combustion chambers

Contents
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Nomenclature
Latin letters z = Longitudinal coordinate
hc = Heat transfer coefficient Greek letters
k = Solid-fluid thermal conductivity ratio o = Non-dimensional temperature
O/F = Oxidizer-to-fuel ratio A\ — Tl condie
t = Time Subseri d .
th — Flow-through time ubscripts and superscripts
T = Temperature Or = Fluid-side value
0 = Radial coordinate Oine = Interface value
y = Width coordinate Os = Solid-side value

In this Chapter the multi-region solver presented in Chapter 3 is validated against some prelim-
inary cases and then used to characterize two experimental single and multi-injector combustors.
First the coupling solution is validated against the well-known analytical solution of a multi-layer
solid plate, then a backward facing step from the literature [100] is taken as a reference benchmark
for a fluid-to-solid interface in a single-species and laminar setting. The solver is then applied to
two experimental combustors: the single-injector TUM-rig combustor, simulated in both a 2D and
3D setting, and the TUM five-injector combustor, simulated only in a 3D setting.
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5.1. Code validation

5.1 Code validation

5.1.1 Analytical solution of the coupled interface

The implementation of the CHT boundary condition 2.15 presented in 2.3.1 has been in a first
instance validated by comparison with the analytical solution of a multi-layer plate with different
temperature imposed at the boundaries.

0.1 1 800 — 800
0.08 + 1700 1700
0.06 600 |§ 600

£ =2 )
By = =
0.04 + 500 500
0.02 + 1400 400
0 : 300 300
0 0.01 0.03
x [m]

Figure 5.1: Multi-layer wall. The heat map and the solid red line represent the temperature field resulting
from the coupled simulation, compared to the analytical solution (white markers).

The color-coded field in Fig. 5.1 shows the temperature field in a section of the multi-layer
plate when the steady state condition has been reached. The temperature profile along the plate
centerline is reported by the solid red line, while the white crosses represent the analytical solution.
It is found perfect correspondence between the two, both in terms of interface value and behaviour
across the plate width. This testcase also proves that the solver is amenable to the simulation of

multiple domains of the same kind.

5.1.2 Single-species laminar testcase

The solver is then validated in a two-dimensional, laminar and single-species setting, reproducing
the results of a Backward Facing Step (BFS) from the literature [100], also used as benchmark
testcase by other groups [25, 30]. The testcase consists in a cold air laminar stream flowing over a
heated slab, the geometry and boundary condition of the BFS configuration are retained from the
works of Ramsak [100] and of Kanna and Das [45]. Figure 5.2 shows the configuration, coloured
by the steady-state temperature field in both the solid and fluid domains. The problem is treated
in [100] in a non-dimensional fashion, and has been made dimensional in the present work. The
fluid dynamic field is initialized with the fluid at rest, at the equilibrium temperature of Tr =
273.15K, and with a parabolic velocity profile imposed at the inlet. The solid domain has an initial
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5.1. Code validation

temperature of Ts = 373.15K, the same temperature is imposed at the slab bottom wall, while all
the other walls of the test case, excluding the interface, are considered adiabatic. On the interface
wall the CHT condition reported in Eq. 2.15 is enforced. Among the various solid-fluid thermal
conductivity ratios k = Ag/\p analyzed by Ramsak, the present testcase refers to k = 1000.
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B T T ' ' |
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Figure 5.2: Backward facing step configuration.

Grid assessment study

An extensive grid-convergence analysis has been performed comparing the results calculated on
four meshes, obtained one from each other doubling the number of computational points in each
direction. Table 5.1 reports the main grid characteristics, while Fig. 5.3 shows the non-dimensional
interface temperature ©;,; obtained on the several grids. Each grid is named BFS-X with X a num-
ber in increasing order of refinement. It is possible to see that the finest grids BFS-3 and BFS-4
produce overlapping results, therefore the grid convergence is attained. Moreover, a time conver-
gence study has been performed, in order to assess the minimum simulation time that guarantees
the attainment of the steady state condition.

‘ No. Fluid finite volumes ‘ No. Solid finite volumes

BFS-1 3000 6000
BFS-2 12000 24000
BFS-3 48000 96000
BFS-4 192000 384000

Table 5.1: Numerical grids used for the convergence analysis of the BFS testcase.
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Figure 5.3: Interface normalized temperature ©;,; obtained with four different numerical grids for the BFS
testcase. Comparison performed after the attainment of a steady-state.

Results

Figure 5.4 shows the non-dimensional interface temperature O;,; and Nusselt number Nu;,; com-
pared with the literature data and with the results obtained with chtMultiRegionFoam, a native
OpenFOAM solver for Conjugate Heat Transfer, enforcing the same interface condition and em-
bedding the same solver for the solid domain. Following what done in [100], the non-dimensional

Nusselt number is defined as:

00

~5 (5.1)

Nu(z) =

wall
with n the direction normal to the interface.
Results show good agreement with the literature data, providing even an improvement of the

accuracy in the near-peak region with respect to the native OpenFOAM solver.
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Figure 5.4: Non-dimensionalized temperature and Nusselt number at the interface, obtained with the de-
veloped solver and with a chtMultiRegionFoam, compared to literature data.
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5.2 2D single-injector combustion chamber

The complete multi-region formulation, featuring the alternation between CHT and Newton bound-
ary conditions (cfr. Eq. 2.15 and Eq. 2.16) is now applied to the experimental TUMrig combustor
developed at the Technical University of Munich. The facility is capacitively cooled by means of
oxygen-free copper (Cu-HCP) walls, and has been simulated in a first instance adopting a two-
dimensional axis-symmetric approximation, prior the definition of proper equivalent radii. More
specifically, for the fluid domain the radius of the equivalent cylinder has been calculated in order
to maintain the mass-flow rate as done in Sec. 4.1, while for the solid domain the rectangular section
has been transformed in an equivalent annulus maintaining the total mass. The entire duration of
the experimental run, consisting in 3 seconds of burning time, has been simulated resorting to the
alternation of the interface conditions Eq. 2.15 and Eq. 2.16. Figure 5.5 shows the boundary con-
dition setup employed in this and in the following two sections. The interface condition (Eq. 2.15
and Eq. 2.16) is enforced on the chamber lateral wall and injection plate, while on the solid exter-
nal wall is enforced a natural convection boundary condition with external air at 7,;; = 290 K and
convective heat transfer coefficient h¢,, = 10 W/m?K, enforcing a continuity constraint for tem-
perature and heat flux formally equivalent to Eq. 2.16. All the other walls are considered adiabatic,
following what done by Perakis and Haidn in [83]. The solid domain is initializated in equilibrium
with the external ambient, therefore with an initial uniform temperature Tg.;q = 290 K. The fluid
domain is truncated in correspondence of the nozzle inlet, according to the employed low-Mach
hypothesis, while the solid domain length covers both injector and nozzle, this choice allowing to
avoid the heat confining in the ending portion of the wall. A zero fluid-to-solid heat flux in corre-
spondence of the interface patches has been used for the two-dimensional simulation in order to
model the chamber quenching. The load point here considered corresponds to a pressure of 20 bar
and an O/F = 2.6, the complete set of injection conditions can be found in [15].

External convection

-

30 mm

Interface condition ¥

6.77 mm

Figure 5.5: Boundary conditions settings. The dimensions refer to the 2D axis-symmetric configuration.

Grid assessment study

Following what done in the previous subsection, a grid assessment study has been performed
comparing the results obtained with four meshes, one originated from each other by doubling the
number of points in each direction. Table 5.2 reports the main grid characteristics, the labels are

numbered also in this case in increasing order of refinement.
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5.2. 2D single-injector combustion chamber

‘ No. Fluid finite volumes ‘ No. Solid finite volumes

TUMrig 2D-1 1699 1786
TUMrig 2D-2 6796 7146
TUMrig 2D-3 27184 28584
TUMrig 2D-4 108736 114336

Table 5.2: Numerical grids used for the convergence analysis of the 2D TUMrig testcase.

The comparison is performed in terms of interface temperature, since the wall heating is an in-
trinsically transient phenomena, results are shown both in terms of profile at a given time instant
(upper left panel of Fig. 5.6 and 5.7) and as function of time at several control stations along the
surface. Results in time are expressed in unit of flow-through time. Figure 5.6 shows the results
for the combustor chamber lateral wall, the three control abscissas have been chosen in order to
coincide with the locations of three experimental thermocouples. Figures 5.7 shows instead the
results obtained on the injection wall, in this case three generic equispaced points have been cho-
sen given the absence of experimental probes. In both cases it is possible to see that the finest grid
TUMrig 2D-4 has not been started from t = 0 due to its elevated computational cost, but has been
initialized from a later time instant mapped from the TUMrig 2D-3 simulation.

Figures 5.6 and 5.7 demonstrate the achievement of asymptotic convergence, the TUMrig 2D-3 grid
has been therefore chosen as baseline grid, providing a trade-off solution between accuracy and

cost.
330 T " T 330
320 + 320 ¢
< =)
~ 310} 310}
= &
300 300 +
290 : : ] 290 : : :
0 0.075 0.15 0.225 0.3 0 5 10 15 20
z [m] Flow-through times [-]
330 z = 0'.153 m 330 z = 0.‘255 m
320 | Pre o 320 |
=) =
Z 310} ~ 310}
& &= - - = TUM1
—— TUM2 SR TUM2
300 | TUMS3 300 ¢ TUM3
mumn TUM4 mamn TUM4
290 : : ‘ 290 , : -
0 5 10 15 20 0 5 10 15 20
Flow-through times [-] Flow-through times [-]

Figure 5.6: Grid convergence: chamber wall interface temperature at given time (upper left panel) and
temperature evolution in time for several grids.
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Figure 5.7: Grid convergence: injection plate interface temperature at given time (upper left panel) and
temperature evolution in time for several grids.

Results

In order to apply the coupling strategy presented in Sec. 2.3, it must be verified that the heat transfer
coefficient h¢ defined in Eq. 4.1 attains a steady state value, and that can therefore be fed into the
Newton interface condition of Eq. 2.16 as a constant parameter. This has been done monitoring the
h¢ coefficient evolution over approximately 20 flow-through times. The left panels of Fig. 5.8 show
the time-averaged heat transfer coefficient calculated on the chamber lateral wall and injection plate
at several time instants, it is possible to see how the profiles progressively collapse on a constant
value after an initial transient. On the right panels instead, instantaneous and time-averaged h¢
values are reported, respectively with dashed and solid lines, as a function of flow-through time
units for the three previously introduced control stations on each wall. A satisfactory statistical
steady state was already obtained after ~ 5 flow-through times.

The continuity of the interface temperature after the variation of the interface modeling has been
verified in Fig. 5.9, where the results of the fully coupled simulation performed with the CHT
condition (Eq. 2.15) have been compared for overlapping time instants to those obtained with a
simulation switched to the Newton boundary condition (Eq. 2.16). In particular Fig. 5.9 reports the
instantaneous interface temperature in time for the aforementioned control points on both the lat-
eral wall and injection plate, showing a satisfactory overlapping of the results calculated according
with the two methods.
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Figure 5.8: Convergence of the heat transfer coefficient to a steady value on the combustion chamber lateral
wall (top) and injection plate wall (bottom). In the right panels, dashed lines represent instantaneous val-
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Figure 5.9: Continuity of the interface condition in terms of interface temperature evolution in time at sev-
eral abscissas, for the lateral wall (upper panels) and injection plate (lower panels). Zoomed view on the
time interval after the boundary condition switch, showing the equivalence of the interface temperature
calculated according to the two methods.

The remaining duration of the experimental run has been simulated solving the heat conduction
problem in the solid domain bounded with the Newton interface condition (Eq. 2.16), Fig. 5.10
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shows the temperature field in the domains at the end of 3 seconds of burning time.
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Figure 5.10: TUMrig combustion chamber configuration. Axes not to scale.
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Figure 5.11: Heat flux at the interface compared to experimental and literature data.

Figure 5.11 shows the interface heat flux calculated on the combustor lateral wall at the end
of the burning time, compared with experimental and literature results [15, 37, 83]. It is found
an overall good agreement between the coupled simulation and the reference data, with a slight
overestimation in the central section of the chamber, already observed in [37] and commented in

Sec.4.1.1. Among the comparative data, the red and green lines represent respectively the results of
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Figure 5.12: Temperature signal in time for several abscissas. Results of the coupled simulation (red) com-
pared with the experimental thermocouples readings (gray). Dashed lines represent the chamber quench-
ing.
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a 3D and 2D axis-symmetric single-region simulation performed under equal fluid-dynamic solver
and injection condition but in a single-region setting and therefore bounded with an isothermal
boundary condition [37]. It is noteworthy the comparison with the isothermal two-dimensional
axis-symmetric simulation: even though the imposed temperature is retained from the experi-
mental data, it is possible to see that the predicted heat flux is higher with respect to the coupled
simulation case. This is due to the fact that the isothermal condition neglects by definition the
transient heating of the patch surface, which is instead described by the coupled simulation.

The capability of describing transient phenomena is highlighted in Fig. 5.12, where the tem-
poral evolution of temperature is shown for several abscissas corresponding to the experimental
thermocouples. Two groups of comparative data are taken from [15], respectively related to the ex-
perimental probes located in the first and second half of the combustion chamber. For this testcase,
the chamber quenching has been simulated imposing a zero heat flux condition in correspondence
to the interface walls, and letting the solid to cool down consequently. An overall good agreement
is observed, but also in this case the sampling points in the central chamber section are affected by
an overestimation of the peak value. With respect to the chamber shutoff phase, represented in the
figure by the dashed lines, it is observed that the temperature drops with a steeper slope compared
to the experimental data. This is due to the significant approximation introduced imposing a zero
heat flux condition, that neglects the residual heat exchanged with the hot burnt gases flowing out
of the combustion chamber.

5.3 3D single-injector combustion chamber

The numerical framework presented is now employed in a three dimensional setting. The TUMrig
combustor is still investigated, selecting a chamber pressure of 20 bar and O/F = 3.0, in order to
match the load point indicated by Perakis and Haidn in their reference work [83] and by Winter et
al. in [122].

Grid assessment study

The numerical grid used for the fluid-domain of the present testcase has been inherited from a
previous single-region simulation [37]. The grid used in the solid domain has instead been built
in order to have correspondence between faces of the finite volumes on the fluid-solid interface
boundary, with a cell spacing across the width defined in order to have an average distance be-
tween neighbouring computational nodes of ~ 0.5 mm, following what done in the reference work
by Perakis and Haidn [83]. In order to assess the grid independence two numerical grids have been
tested, whose labelling and main characteristics are reported in Tab 5.3. Figure 5.13 shows the evo-
lution in time of the interface temperature obtained with the two grids for four control abscissas
along the longitudinal direction. Overlapping signals are found, demonstrating the grid indepen-
dence of the results. The finest grid TUMrig 3D-2 is therefore taken as baseline numerical grid.

‘ No. Fluid finite volumes ‘ No. Solid finite volumes
TUMrig 3D-1 131472 835000
TUMrig 3D-2 1051776 6680000

Table 5.3: Numerical grids used for the convergence analysis of the 3D TUMrig single-injector testcase.
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Figure 5.13: Interface temperature in time at several abscissas on the chamber upper wall for two different

numerical grids in the 3D TUMrig testcase.
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Figure 5.14: Attainment of a steady state value of h¢ in the 3D single-injector configuration. Colored bands
represent a 10% variation on the final k¢ value.

Following what done in the previous Section, the time convergence of the heat transfer coeffi-

cient h¢ has been verified, as shown in Fig. 5.14 for four locations along the longitudinal direction.

Those locations corresponds to four experimental thermocouples, and are respectively represen-

tative of the injection region (z = 0.0 m), the mixing region (z = 0.068 m), the mean flame im-

pingement zone over the chamber wall (z = 0.153 m) and the final chamber section experiencing
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the fully developed flow of burnt gases (z = 0.255 m). It is shown that the statistical steady state
value is obtained after ~ 3 flow-through times. Figure 5.14 highlights in particular a 10% variation
on the final h¢c value, demonstrating that the steady state value is maintained for the duration of
an entire flow-through time. The fully coupled simulation was also continued beyond ¢/tr = 3 to
provide a reference for the interface temperatures obtained switching to the Newton condition, as
shown in Fig. 5.15.

295
——— CHT condition
—o—2z = 0.000 m
990 | —a—7 =0.068 m ]
. —v—1z = 0.1563 m
S —a—1z = 0.255 m
&~
285 t
280 :
0 1 2 3 4 5

t/tr [

Figure 5.15: Continuity of the interface condition in terms of interface temperature evolution in time at
several abscissas.
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Figure 5.16: 3D single injector with instantaneous isosurface of stoichiometric mixture fraction colored by
temperature.
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The attainment of a steady state h¢ allows for the application of the coupling strategy described
in Sec. 2.4, starting from ¢/t = 3 where a constant h¢ was assumed. Figure 5.16 shows the TUMrig
combustor coloured with the temperature field in the solid domain at the end of 3 seconds of
burning time and with instantaneous isosurfaces of mixture fraction coloured with temperature in
the fluid domain.

The temperature evolution in time over the duration of the experimental run is reported in Fig. 5.17,
where it is compared to the results obtained by Perakis and Haidn in [83].
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Figure 5.17: Temperature evolution in time for several thermocouples. Results of the coupled simulation
(solid lines) compared to results form [83] (dashed). The vertical band highlights the evaluation time.

The temperature profiles at the injection region and at the terminating portion of the chamber show
satisfactory agreement with the reference data, while an overestimation is found in the central
section of the combustor, as already observed in the previous section for the two-dimensional case.
The slight underestimation of the temperature data for the thermocouple location nearest to the
outlet section can be attributed to the enforcement of the adiabatic condition over the solid surfaces
in correspondence of the nozzle area. In the reference work of Maestro etal [72] itis in fact observed
that the sections in proximity of the chamber outlet are highly affected by the thermal modeling of
the nozzle segment and that the enforcement of an adiabatic condition, in particular, leads to an
underestimation of the temperatures signals obtained in proximity of the chamber outlet compared
to those obtained by means of an isothermal wall modeling. The time interval between 2 s and 2.5
s, highlighted in Fig. (5.17), is taken as a reference evaluation time window, and used to obtain
time-averaged values of the temperature field in the solid domain. A slice of the latter is shown
in Fig. (5.18) compared alongside the temperature field presented in [83], highlighting an overall
good agreement of the thermal fields inside the solid region.

The key characteristic of the proposed coupling strategy is that it allows to avoid any initial
thermal assumption on the wall modeling, and that it is therefore fully predictive on the temper-
ature evolution. For these reason, this test case represents an ideal test bench to further verify the
assumption of lateral wall representative of the injection plate suggested by [105, 120] and already
discussed in Sec 4.4.3. Figure 5.19 shows the temperature at the end of the experimental run, sam-
pled over the injection plate and the initial section of the lateral wall. In particular, the latter is
considered up to the stagnation point, ~ 14 mm, chosen as representative length of the recircula-
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Figure 5.18: Temperature field in the solid domain at z = 0.255 m averaged over the evaluation time (top)
and compared to [83] (bottom). Fluid domain is colored with the mean Favre-averaged temperature field.
Color bars from Fig. 5.16.

tion region. It is possible to see that the temperature on the injection plate is almost constant, with
a variation of < 2% between the maximum and minimum value, and that is of the same order of
magnitude of the temperature on the lateral wall. The maximum temperature value in the recir-
culation region, in particular, shows a variation of < 7% with respect to the lowest temperature
sampled in the chamber corner.
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Figure 5.19: Temperature obtained on the injection plate and on the initial section of the lateral chamber wall.
The wall coordinate used as abscissa is not aligned with any of the chamber axis but follows the directions
highlighted in the left panel, the dashed line in the right panels divides the data collected on the plate (left
side) from those collected on the combustor lateral wall (right side).
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5.4 3D multi-injector combustion chamber

The numerical framework is finally applied to a multi-injector testcase, an experimental combustor
developed at the Technical University of Munich featuring five aligned injection elements geomet-
rically equal to the single-injector case seen before, and cooled also in this case with oxygen-free
copper (Cu-HCP) walls. The load point considered is of 20 bar and O/F = 3.4, as indicated in the
reference work by Perakis et al [83]. An initial solid temperature of 290 K is considered, consis-
tently with what used for the single injector test case, but no data on the actual experimental case
were found in the reference work [83]. The combustor is equipped with thermocouples located
at several planes along the longitudinal direction, with a maximum of seven thermocouples per
plane. Following the span-wise direction, the thermocouples are named 1C, 2C, 3L, 3C, 3R, 4C,
5C, with C indicating the sampling points above an injector element and L and R respectively the
position on the left and on the right of the central injector.

Grid choice

Being the combustor composed by five aligned injectors, identical to the previous single-element
chamber, the employed numerical grid is derives from the already validated single-injector grid,
replicated modularly for five times. The same solutions previously employed to have correspon-
dence between faces of the finite volumes on the fluid-solid interface boundary and an average
distance between neighbouring computational nodes of ~ 0.5 mm are employed in the solid do-
main. In this case the fluid domain is truncated at z = 277 mm, corresponding to the nozzle inlet of
the reference experimental facility. The characteristics of the resulting grid are reported in Tab. 5.4.

‘ No. Fluid finite volumes ‘ No. Solid finite volumes
TUMrig 5-Inj | 4437760 | 9781440

Table 5.4: Characteristics of the numerical grid used for the 3D TUMrig multi-injector testcase.

Results

Figure 5.20 shows h¢ converging to a steady state value after an initial transient for several control
points at the thermocouples” location. By symmetry and for brevity, only half of the available
points are displayed. Also in this case, h¢ is found to attain a statistical steady state value after ~ 3
flow-through times, the coupling strategy employing the Newton condition can thus be employed,
allowing for the simulation of the complete experiment.

Figure 5.21 shows the temperature field in the solid domain at the end of 3 seconds of experi-
mental run, the fluid domain is represented instead by instantaneous isosurfaces of mixture frac-
tion coloured with temperature in the fluid domain. The temperature obtained at the interfaces
are compared to the reference data from [83] in Fig. 5.22. The first thermocouple, located at
z = 0.0515 m, is affected by the same overestimation already seen in the previous subsection,
owing to the enforcement of the wall modeling. The farthest thermocouple reading, on the other
hand, is significantly underestimated, on account of the proximity to the outlet section and to the
adiabatic solid wall. The agreement between the reference data and the sampled results along
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5.4. 3D multi-injector combustion chamber
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Figure 5.20: Attainment of a steady state value of the heat transfer coefficient i in the multi-injector con-
figuration.
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Figure 5.21: 3D multi injector with instantaneous isosurface of stoichiometric mixture fraction colored by
temperature

the central combustor section is considered satisfactory, and within the uncertainties of the initial
experimental conditions.

The temperature field averaged over the evaluation time (between 2 and 2.5 s) in the solid do-
main is shown in Fig. 5.23, together with a qualitative comparison with the data presented in [83].
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5.4. 3D multi-injector combustion chamber
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Figure 5.22: Interface temperature for several abscissa at the evaluation time, compared to Perakis inverse
method and experimental data [83].

The section sampled at z = 0.2725 m in [83] has been compared here to a section sampled at
z = 0.230 m, since a comparison performed on the same abscissa would have been excessively
affected by the underestimation observed in proximity of the outlet. The main field features are
well reproduced, any further difference in the presented results can be ascribed to a difference in
the solid initial temperature leading to a comparison that should be therefore limited to the tem-
perature field pattern. In the present case, in particular, an initial solid temperature of 290 K is
considered, consistently with what used for the single injector test case, but no data on the actual

experimental case were found in [83].
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Figure 5.23: Temperature field in the solid domain averaged over the evaluation time (top) and qualitatively
compared to [83] (bottom). Fluid domain is colored with the mean Favre-averaged temperature field. Color
bars from Fig. (5.21).
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Chapter 6

Single- and multi-region analysis of
low-to-high Mach number flows
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Nomenclature

Latin letters a8 = Radial coordinate

hco = Heat transfer coefficient Yy = Width coordinate

k = Solid-fluid thermal conductivity ratio p = Longitudinal coordinate

™m = Inlet mass-flow Greek letters

it = ool i e tizslony e = Non-dimensional temperature

O/F = Oxidizer-to-fuel ratio .

A = Thermal conductivity

P = Pressure )

Po = Outlet pressure p = Density

¢ — Time Subscripts and superscripts

tr = Flow-through time Ur = Fuel value

T = Temperature Oine = Interface value

u = Velocity Oox = Oxidizer value

The fidelity of the numerical framework, either single- or multi-region, seen in the previous
Chapters, will be here increased accounting also for compressibility effects. The TUMrig exper-
imental combustor [15] will be taken again as reference test case: in a first instance the analysis
will be performed in a single-region setting, allowing for the validation of the solver and for the
parametric investigation of the inlet mass-flow effect on the flow field and thermal load. Secondly
the low-to-high Mach number flow will be coupled with the capacitively cooled system through

the conjugate formulation in order to gain information on the thermal load in the nozzle region.
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6.1. Introduction to the test case

All the analyses are performed under a two-dimensional axis-symmetric approximation, resorting
therefore to definitions of the equivalent radii used in the previous Chapters.

6.1 Introduction to the test case

The TUMrig combustor is in this Chapter simulated including the flow expansion in the nozzle.
The latter is a converging-diverging nozzle with a contraction ratio of 2.5. It must be noted that
the TUMrig facility is a square-section chamber, but the nozzle throat in the original configuration
is rectangular. The equivalent throat radius used for the two-dimensional configuration has been
defined maintaining the contraction ratio of the real test case, all the characteristic dimensions
of the two-dimensional setup are given in Fig. 6.1. The load point considered corresponds to a
pressure of 20 bar and an O/F = 2.6, as in the reference work by Celano et al. [15]. The flamelet
tables for this testcase have been generated following the approach described in Sec. 2.1.3, covering
a range of pressures from 0.2 to 25 bar. All the other tables parameters are consistent with the low-
Mach tables used in the previous Chapters.

4.28 mm

O

Figure 6.1: Geometry and configuration of the TUMrig 2D in a single-region setting with the compressible
formulation.

6.1.1 Grid assessment study

An extensive grid convergence analysis has been performed comparing the results obtained on
three different numerical meshes, the characteristics of which are reported in Tab. 6.1. The labels
indicated in the Table will be used in the following Figures and are numbered in order of increasing
refinement, the letter P refers to the pressure-dependent formulation used while SR stands for

Single Region.
‘ No. Finite volumes
TUMrig P-SR-1 6.3-10°
TUMrig P-SR-2 25.5 - 103
TUMrig P-SR-3 101.8 - 10?

Table 6.1: Numerical grids used for the grid convergence analysis of the 2D TUMrig combustor with the
compressible formulation.

Following what done in Chap. 4, Fig. 6.2 shows the results obtained on the three mentioned
grids in terms of wall heat flux and pressure on the lateral wall and density and mixture fraction
along the longitudinal axis. Note that in the present case, mixture fraction and temperature data are
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6.2. Mass-flow effect

available also inside the nozzle, from Fig. 6.2d in particular, it is observable the temperature drop in
the divergent section of the nozzle. The results obtained with the grids are considered satisfactorily
close to each other, the intermediate mesh TUMrig P-SR-2 is therefore taken as reference numerical
grid for the parametric analysis of the inlet mass-flow effect, guaranteeing accurate results with a

limited computational costs as it is convenient in view of the database collection.
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Figure 6.2: Grid convergence assessment for the wall-bounded configuration analyzed resorting to the com-
pressible formulation.

6.2 Mass-flow effect

Being the compressible solver completely predictive on the pressure field, it represent an ideal tool
for the parametric analysis of the injection condition. The inlet mass-flow has been therefore varied
within a range of interest, by a proportional variation of the propellants inlet velocities, aimed at
maintaining the nominal O/F. All the geometrical dimensions of the configuration are kept fixed,
likewise the other thermodynamic injection conditions. Since no experimental data are available

on the nozzle region, the converging-diverging walls have been considered, in a first instance,
adiabatic.
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6.2. Mass-flow effect

Table 6.2 reports all the simulations performed, along with their labels: M indicates the mass-
flow, followed by some numbers representing the mass-flow normalized to the nominal case (e.g.
M-0p80 stands for 0.80 times the nominal mass-flow). The same table also reports the correspond-
ing velocities for fuel and oxidizer.

m/Mpom Ur [M/S]  uox [M/s]
M-0p80 0.80 109.73 103.47
M-0p90 0.90 123.44 116.39
M-1p00 1.00 137.16 129.32
M-1p10 1.10 150.88 142.25
M-1p20 1.20 164.59 155.18

Table 6.2: Labels of the simulations carried out for the parametric analysis and corresponding mass-flows
and injection velocities.

As it can be expected, the mechanical load over the combustor walls increases with increasing
inlet mass-flows, the effect is reported in Fig. 6.3 in terms of pressure.

x 106

m/mnom [_}

Figure 6.3: Inlet mass-flow effect on chamber wall pressure.

To the higher pressure follows an higher density of the reacting mixture, reported in Fig. 6.4
by means of the data extracted along the first third of the longitudinal axis, where the effect is
more visible. The density increase is more prominent for the mass-flows higher than the nominal
value, while for M-0p80 and M-0p90 the density evolution remains closer to the nominal case. The
density fields are shown in Fig. 6.5, where it can be observed the higher density in correspondence
of the higher inlet mass-flows (lower panels), with the subsequent more elongated dense central
oxidizer core.

Also the heat flux over the chamber wall increases with increasing inlet mass-flows, as shown
in Fig. 6.6. It is in fact known that the near-wall temperature increases with pressure (cfr. the effect
of pressure in the flamelet libraries, Fig. 2.3 and [10]), leading therefore to higher thermal load.

78



6.2. Mass-flow effect
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Figure 6.4: Inlet mass-flow effect on density along the chamber axis.
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Figure 6.5: Density fields for several mass-flows. Axes not to scale.
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Figure 6.7 shows the pressure and heat flux trends with the inlet mass-flows, together with the
respective fitting power laws. Both the quantities are found to be increasing with the mass-flow, a
similar trend for pressure was observed in [54], although with a steeper slope (mass-flow to the
power of ~ 0.9) due to the different configuration and setting.

Figure 6.8 shows instead the surface-averaged heat flux value as function of the corresponding
surface-averaged pressure on the chamber wall. It is found that the heat flux scales with a coeffi-
cient of the power law of ~ 1.31. Similar near-unity increasing trends were observed for different
configurations in [119, 120], where the heat flux was found to scale with the chamber pressure to
the power of ~ 0.85.

The temperature fields for the various cases in the dataset are shown in Fig. 6.9, with the su-
perimposition of an isoline of stoichiometric mixture fraction Z = 0.2. It is possible to observe that
for increasing mass-flows the flame is pushed towards the chamber lateral wall, resulting in the
higher temperature field that motivates the higher heat flux already observed in Fig. 6.6. Moreover,
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6.3. Coupled combustion chamber modeling
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Figure 6.6: Inlet mass-flow effect on chamber wall heat flux.
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Figure 6.7: Surface-averaged values of pressure (left) and heat flux (right) for the varying mass-flows.

the higher velocities cause the flame to develop more smoothly for the higher mass-flows cases,
while for lower mass-flows it is observed a more abrupt flame expansion in the initial section of
the combustor. The same conclusions can be drawn for the recirculation regions, identifiable with
the blue region in Fig. 6.9, which are more elongated for the configuration characterized by high

mass-flows and vice-versa.

6.3 Coupled combustion chamber modeling

The compressible formulation has been then embedded in the multi-region solvers, aiming at the
development of a comprehensive tool capable of modeling the combustion chamber from the injec-
tion to the nozzle expansion, together with the cooling system. The setup of the boundary condi-
tion for the coupled simulation retrace what done in Sec. 5.2, with the coupled interface condition
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6.3. Coupled combustion chamber modeling
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Figure 6.8: Surface-averaged values of heat flux as function of the corresponding surface-averaged pressure.
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Figure 6.9: Temperature fields for several mass-flows, with superimposed isoline of stoichiometric mixture
fraction Z,; = 0.2. Axes not to scale.

applied to the firing plate, the nozzle and the combustor lateral wall, the natural convection con-
dition enforced over the solid external wall and all the other wall considered adiabatic. The initial
temperature in the solid domain is also in this case equal to T,iqg = 290 K. The entire duration of
the experimental run has been modeled.

Grid assessment study

The grid independence of the results has been assessed comparing the temperatures obtained on
three different grids, obtained recursively doubling the number of points in each direction. Ta-
ble 6.3 reports the main grid characteristics, following the nomenclature of the previous Section,
the letter P in the labels refers to the compressible formulation, MR stands for Multi-Region, while
the numbers are given in increasing order of refinement.

‘ No. Fluid finite volumes ‘ No. Solid finite volumes

TUMrig P-MR-1 6365 6757
TUMrig P-MR-2 25460 27028
TUMrig P-MR-3 101840 108112

Table 6.3: Numerical grids used for the convergence analysis of the coupled 2D TUMrig testcase with the
compressible formulation.

Figure 6.10 shows the interface temperature obtained on the lateral wall at a given time instant
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6.3. Coupled combustion chamber modeling

(upper-left panel), together with the temperature evolution in time for three abscissas respectively
representing the injection region, the central section of the chamber and the area close to the nozzle.
In particular, the temporal coordinate has been normalized with respect to the flow-through time
of the configuration. Note that, due to the elevated computational cost of the finest grid TUMrig P-
3, the corresponding simulation has been initialized from a later time instant with a field mapped
from the TUMrig P-2 case. It can be observed the achievement of an asymptotic convergence of the
results, therefore the intermediate grid TUMrig P-2 is chosen as reference.
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Figure 6.10: Grid convergence: chamber wall and nozzle interface temperature at given time (upper left
panel) and temperature evolution in time for several grids.

Results

The time convergence of the heat transfer coefficient h¢ is shown in Fig. 6.11 for the lateral wall
and nozzle. The same analysis has been also performed for the injection plate. The right panel of
Fig. 6.11 reports the temporal evolution of the coefficient, it is observed that a statistical steady state
value of h¢ is attained after ~ 3 — 5 flow-through times, confirming what previously found for the
same configuration under low-Mach number assumption in Chap. 5. The left panel of Fig. 6.11
reports instead the coefficient profile over the entire wall for different time instants, to highlight
how the coefficient values progressively collapse on the statistical steady state profile. Such profile
will be then fed into the Newton boundary condition in order to proceed the simulation with the

solution of the solid conduction problem.
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Figure 6.11: Convergence of the heat transfer coefficient to a steady value on the combustion chamber lateral
wall and nozzle. In the right panel dashed lines represent instantaneous values, solid lines represent time-
averaged values.

The temperature fields in the coupled domains at the end of the experimental time are shown
in Fig. 6.12, it is possible to note the solid heating in correspondence of the nozzle section, a phe-

nomenon which was not captured by the low-Mach formulation discussed in the previous Chapter.
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Figure 6.12: Temperature fields in the fluid and solid domains at the end of the experimental run. Axes not
to scale.

The comparison with the experimental data is shown in Fig. 6.13 and 6.14 respectively in terms
of pressure and heat flux over the combustor lateral wall and nozzle. Both the fields have been
averaged over the evaluation time, i.e. the time-window comprised between 2 and 2.5 seconds.
The pressure field has been compared to the experimental data and to the reference data provided
by a number of groups in the Rocket community and collected by Roth et al. in [103]. The nomen-
clature used in [103] has been maintained in Fig. 6.13. Concerning the heat flux, the comparative
experimental data are available only in correspondence of the lateral wall, since no experimen-
tal probes are present in the nozzle region. The agreement with the reference data is considered
satisfactory.

In addition to the experimental data, Fig. 6.14 shows the comparison between all the wall heat
fluxes obtained on the two-dimensional TUMrig configuration with the several approaches dis-
cussed throughout this work, under equal load point considered and resorting to numerical grids
of comparable sizes. SR and MR in the legend refer respectively to the single-region or multi-region
approaches, while the second part of the label refers to the presence or absence of the low-Mach
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6.3. Coupled combustion chamber modeling

number hypothesis. A summary of the nomenclature and of the modeling assumptions enforced
is provided in Tab. 6.4. The comparison between SR-low Mach and MR-low Mach has been already
commented in Sec. 5.2, it is now noteworthy the fidelity improvement brought by both the simula-
tions featuring the compressible formulation. The results of the coupled simulation are quite close
to those of the single-region setting, but present a better approximation of the experimental data
in the first half of the chamber.

Label | Coupled interface | Compressibility effects
SR - low Mach - -
MR - low Mach v -
SR - compressible - v
MR - compressible v v

Table 6.4: Summary of the modeling approaches applied to the TUMrig combustor throughout the thesis,
under equal two-dimensional approximation and reference load point.
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Figure 6.13: Pressure over the combustor lateral wall and nozzle converging-diverging walls averaged in
the evaluation time and compared to the experimental data.
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Figure 6.14: Heat flux over the combustor lateral wall averaged in the evaluation time and compared to the
experimental data (markers) and to the results obtained on the same configuration with different modeling
approaches (solid lines). Cfr. Tab. 6.4 for the full nomenclature.
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Chapter 7

Towards the modeling of premixed
hydrogen-air injection
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Nomenclature
Latin letters Greek letters
C = Progress variable A = Filter size
D = Diffusivity e = Non-dimensional temperature
by = Laminar flame thickness P = Density
L, = Cross-wise dimension P = Equivalence ratio
L, = Stream-wise dimension . .
P = Generic quantity
p = Pressure . .
. w = Production term
Se = Consumption speed .
St = Laminar flame speed N perators o
" — Time = Spatial filter
T = Temperature B = Density-weighted filter
” = Velocity Subscripts and superscripts
Y = Mass fraction Oee = Adiabatic value
Z = Mixture fraction O = Unburned value

This Chapter is devoted to the numerical modeling of premixed hydrogen-air combustion.
Among the plethora of high energy density devices, hydrogen premixed combustion will find its
major applications in gas turbines for electricity production and in industrial or household burn-
ers, as well as in aeronautical applications. The numerical modeling of high pressure hydrogen
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7.1. Peculiarities of hydrogen combustion

premixed combustion is indeed not lacking in challenges, and can be efficiently tackled with some
stiffness-reduction techniques akin to those discussed in the previous Chapters. More specifically
the application of a tabulated chemistry approach is discussed in the following, together with its
a-priori validation.

7.1 Peculiarities of hydrogen combustion

Hydrogen combustion has recently regained attention due to its sustainability characteristics, but
raises considerable challenges from both the experimental and numerical standpoints. Hydrogen
operating conditions are usually leaner compared to the conventional fuels, thanks to the higher
reactivity, but are, on the other hand, also characterized by higher flames temperatures and laminar
flame speeds. Moreover, the high mobility of the hydrogen molecule causes the effective mixture
Lewis number to decrease the sub-unity values.

The latter effect is particularly crucial for lean mixtures, which are prone to combustion instabilities
when the Lewis number decreases below a sub-unity critical value [75]. Under these conditions
a planar flame cannot exist since small-scale perturbation are amplified leading to the formation
on self-wrinkled unstable cellular structures [74]. These are caused by the local perturbations
of the flame speed as a consequence to the local unbalance between the thermal conductivity of
the mixture and the molecular diffusivity of the controlling reactant, with a mechanism known
as thermo-diffuisve instability. In addition, these corrugations are enhanced by the interaction
with the hydrodynamic (or Darrieus-Landau) instabilities, which are active at all wavelengths
and cause the further corrugation of the flame front as a consequence of the thermal expansion [8,
22, 56]. The interaction of these instabilities leads to an highly non-linear mechanisms, requiring
dedicated modeling.

When approaching to large-scale computational domains, it is necessary to decrease the fidelity
level of the numerical approach. In order to do so, it is usual to resort to models of the tur-
bulence—chemistry interaction, which besides representing the main features of such interaction,
must also retain information about the main physical characteristics of the phenomena falling at
the subgrid level. The multi-scale self-wrinkling of thermal-diffusively unstable flames, for in-
stance, are among these since for the smallest scales can be of the order of the flame thickness.
Figure 7.1 shows the typical cellular structures of a thermal-diffusively unstable flame, the com-
parison with the superimposed paradigmatic LES grid with filter size A demonstrates how the
small-scale wrinkles fall under the subgrid level.

The model discussed in this Chapter and deepened in the following Section is based on lower
dimension manifold representation, by means of a tabulated approach.

7.2 Data-driven model

The interaction between the thermo-diffusive and hydrodynamic instabilities is intrinsically char-
acteristic of the lean hydrogen mixtures, the proposed manifold representation aims at providing a
lower-order modeling representative of these interactions and will therefore focus on the sole mod-
eling of the laminar self-wrinkling flame neglecting in a first stage the contribution of turbulence.
The approach stems from the F-TACLES [28] method, retaining from the latter the filtered tabu-
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7.2. Data-driven model

Figure 7.1: Self-wrinkled cellular structures in a hydrogen unstable flame with superimposed grid of a
generic LES. Image taken from [57].

lated chemistry structure but utilizing a fully resolved, two-dimensional, unstable, self-wrinkling
flame as source for the filtering procedure. When dealing with intrinsically unsteady flames it
must be indeed considered a multi-dimensional paradigmatic structure, and the assumption that
the flame structure can be assumed identical to the one-dimensional unstretched freely propagat-
ing premixed laminar flame fails [56]. In this case, a database two-dimensional flames has been
chosen as blueprint of the model, since it has been shown that two-dimensional flames subject to
hydrodynamic instabilities present most of the morphological features of the corresponding three-
dimensional large-scale flames [64].

7.2.1 DNS dataset

The two-dimensional flames used in this work belongs to the DNS multi-step chemistry hydro-
gen/air dataset developed by Berger et al. 8], consisting in statistically planar premixed flames in
rectangular computational domains periodic in the cross-wise direction. In particular, two DNS
from the database will be considered in the following: a large-scale DNS, with a cross-wise dimen-
sion L, = 800(7, {7 being the laminar flame thickness of a one-dimensional unstretched flame, and
a small-scale flame with L, = 50¢7. The stream-wise dimension of both the DNS is L, = 2007,
the unburned mixture features in both cases an equivalence ratio of ¢ = 0.4, an uburned tempera-
ture of T3, = 298 K and a pressure of p = 1 bar. Two realizations of the mentioned DNS are shown
in Fig. 7.2 and 7.3, respectively in terms of non-dimensional temperature © and production term
of the controlling reactant wg. The former in particular is defined as follows:

T-T,

S ——
Tad_Tu

(7.1)
with T,q = 1536 K the adiabatic flame temperature.

The flow is modeled solving the reacting Navier-Stokes equations in the low-Mach number limit
[114] under the assumption of ideal gas. Species diffusivities are determined imposing spatially
homogeneous, non-unity Lewis numbers, taken in the burnt gas region of one-dimensional un-
stretched premixed flames [8]. The Soret effect is included, being particularly relevant for hydro-
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Figure 7.2: Non-dimensional temperature in the reference multi-step chemistry DNS. Left panel: large-scale
DNS L, = 800!p, right panel: small-scale DNS L, = 50lp
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Figure 7.3: H, production term in the reference multi-step chemistry DNS. Left panel: large-scale DNS
L, = 800lp, right panel: small-scale DNS L, = 50lp

gen flames [127]. The reaction mechanism of Burke [13] containing 9 species and 46 reaction is
chosen for the chemical reactions modeling. A semi-implicit finite difference code based on the
Crank—-Nicolson time advancement scheme, an iterative predictor corrector scheme, and spatial
and temporal staggering is employed [34]. Momentum equations are spatially discretised with a
second-order scheme. Species and temperature equations are discretised with a third-order WENO
scheme [42] and advanced by utilising Strang’s operator splitting [112]. The mesh resolution and
times-tep size are chosen such that the laminar flame speed, heat release, temperature, and species
profiles of a one-dimensional premixed unstretched flame computed by FlameMaster [89] are re-
covered adequately yielding a time-step size of 6 s and a spatial resolution of ten grid points in
the thermal flame thickness defined by the maximum gradient of temperature.

The objective of the model is to represent the characteristic pattern of the large-scale field utilizing
tables obtained filtering the small-scale DNS. It has been demonstrated in [56] that in order for the
filtered tabulated model to reproduce large-scale flames, the small-scale flame used for building
the tables must feature at least one of the characteristic structure of the target flame. The small
scale DNS chosen in this work is found to have the smallest domain width L, for which a finger-

like structure is formed, as shown in [8].

7.2.2 Two-scalars manifold

It has been shown, by Regele et al [101] and Lapenna et al [56] among others, that lean premixed
hydrogen flames are well approximated by manifolds not smaller than two-dimensional. More
specifically, in the first work the two parameters chosen for the manifold parametrization are the
non-dimensional temperature © and the mixture fraction Z, while in the latter is proposed a mani-
fold function of the non-dimensional temperature and of the mass fraction of the deficient reactant
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7.3. Filtered tabulated chemistry

Yy,. Being lean premixed hydrogen flames prone to thermo-diffusive instabilities, strong fluctu-
ations of the heat release rate are observed across the flame front, i.e. for constant values of the
non-dimensional temperature, and an additional parameter is therefore needed to account for this
effect. In this work, a manifold parametrization as function of two species mass fraction, namely

Yn, and Y, 0, is proposed.

7.3 Filtered tabulated chemistry

The set of governing equations comprises two transport equations for the mass fractions of the
species chosen as manifold parameters, i.e. molecular hydrogen H; and water H>O. The two con-
centrations can be normalized to the respective unburned value, obtaining the following equations:

0 .
5 (PC12) +V - (puCi2) = V- (pD12VC12) + Wy, (7.2)

where C} and () are the progress variables based on the normalized concentrations of the chosen

species. By filtering Eq. 7.2 it is obtained:

0 (_~ = — ~ A\, —
a (ﬁCLQ) +V- (ﬁuCLg) =V. (pDLQVCLQ) -V (ﬁuC’Lg — ﬁuCLQ) +wey s (73)
where - and - respectively represent the spatial filtering and the density-weighted filtering oper-
ation. Figure 7.4 shows the production term of the controlling reactant Hy from the small-scale
DNS spatially filtered with a Gaussian filter and variable filter sizes ranging from 1 to 20 /7, rep-
resentative of as many different LES grid sizes.
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Figure 7.4: H, production term in the small scale filtered DNS for several filter sizes. Colormaps not uni-
form.

Note that the colormaps used in the subfigures are not uniformed with each other in order to
ease the visibility. When increasing the filter size, in fact, the peak value of the corresponding
production term decreases, and it wouldn’t have been possible to appreciate the gradients across
the filtered flame front using a unique colormap for all the filtered fields.

The tabulated manifold is obtained calculating for each thermochemical quantity and unclosed
term in Eq. 7.3 the conditional average with respect to the two parameters from the filtered DNS
database, that is, for the generic quantity

¥ = (P|C1, Ca) (7.4)

Figure 7.5 shows the tabulated manifold of the molecular hydrogen production rate, with the two
scalars (71 and 6‘; as table coordinates for the several filter sizes considered. Also in this case, the
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colormaps of the subfigures are not uniformed.
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Figure 7.5: H, source term tabulated from the small-scale filtered DNS. Colormaps not uniform.
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7.4 A-priori validation

The model is validated a-priori following the procedure presented in [56]. The large-scale DNS is
filtered with the same filter sizes used for the manifolds definition, and compared to the filtered
production rates constructed using the small-scale filtered and tabulated DNS, referred to as "a-
priori LES" in the following. A visual comparison between the filtered and reconstructed fields is
provided in Fig. 7.6-7.10 for the several filter size analyzed.

It can be observed that the model correctly reproduced the filtered large-scale DNS for all the filter
sizes, with some minor difference in the peak values reconstruction only for the largest filter size.

A slight overestimation of wg, is found at each filter size, increasing with the filter coarseness.
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Figure 7.6: Comparison between the filtered DNS (top) and the a priori LES (bottom) for a filter size A = 147
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Figure 7.7: Comparison between the filtered DNS (top) and the a priori LES (bottom) for a filter size A = 2{7
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Figure 7.8: Comparison between the filtered DNS (top) and the a priori LES (bottom) for a filter size A = 5{r
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Figure 7.10: Comparison between the filtered DNS (top) and the a priori LES (bottom) for a filter size
A = 2007

In order to have a more quantitative evaluation of the model performance, the flame consump-
tion speed has been calculated for each configuration, with the following definition:

1
Se = —/d) dxd
¢ meuYH2,u e Y

with L, the domain width in the cross-wise direction, p, the density in the unburned mixture,
Y2, the mass fraction of hydrogen in the unburned mixture and wg2 the consumption rate of
molecular hydrogen [8]. Results are shown in Fig. 7.11 in terms of consumption speed normalized
to the laminar flame speed. It is observed that the maximum error on the consumption speed
prediction increases with the filter size, but is in any case lower than ~ 15 %.
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Figure 7.11: Comparison of the consumption speeds obtained for the several filter sizes.
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7.5 Future perspectives

The modeling strategy validated a-priori in the previous Section is expected to contribute in the
development of modeling framework for LES of lean hydrogen premixed flames. A single-scalar
filtered tabulated model akin to the one presented is currently being used to validate an LES nu-
merical framework for high pressure premixed combustion within the OpenFOAM environment.
Some preliminary results are shown in Fig. 7.12, where the progress variable C' of the reference
DNS is compared to the corresponding LES field. As said in the previous Sections, a single-scalar
model is not sufficient for the description of unstable hydrogen flames, the testcase considered
in Fig. 7.12 and chosen for the preliminary validation of the LES tool is therefore a methane/air
premixed flame, in particular the R3 flame developed by S. Luca et al in [70].
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Figure 7.12: Preliminary results of the methane/air LES (bottom) compared to the reference R3 DNS
flame [70]. Results are shown in terms of progress variable C'.

A two-scalars filtered tabulated model for LES simulation of unstable premixed flames is being
concurrently developed in OpenFOAM, with a twofold implementation in order to accommodate
both the Regele model [101] and the data-driven model here validated in an a-priori fashion. Fu-
ture work will be devoted to the a-posteriori validation of both the approaches against the DNS
developed by L. Berger et al in. [7].
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Chapter 8
Conclusions

The issue of the numerical modeling of high energy density devices based on high pressure turbu-
lent combustion has been addressed in this work through the application of a number of modeling
strategies and stiffness-reduction techniques. The two topics that are investigated deal with two
major applications respectively in the context of non-premixed and premixed combustion.

The issue of the thermal characterization of Liquid Rocket Engine was first tackled. The numer-
ical framework for the simulation of two-dimensional and three-dimensional rocket combustion
chambers is based on an efficient numerical uRANS framework, embedding a flamelet-based ap-
proach for turbulent non-premixed combustion modeling, as well as a wall-modeled description
for the boundary layers. Additional feature were then introduced in the formulation to deal with
different configurations:

e The baseline formulation of the numerical framework, relying on a low-Mach number as-
sumption, was exploited investigate several aspects of the injector layout of an experimental
gaseous oxygen/gaseous methane experimental combustor adopted as reference test-case in
a two-dimensional axis-symmetric approximation. First the combustion chamber lateral wall
was substituted with a symmetry boundary condition in order to mimic the mutual interac-
tion between injectors located in the central part of a generic multi-injector chamber. The re-
sulting symmetric configuration was compared to the canonical wall-bounded configuration
to assess the effects on the ensuing flow fields. For each of the two configurations, different
sets of boundary conditions for temperature have been tested, analyzing their effect on the
resulting heat flux and wall temperature.

e A parametric analysis of the lateral confinement length effect was performed through a series
of two-dimensional simulations, varying the lateral confinement length in a range of interest.
Results in terms of surface averaged heat flux, heat transfer coefficient, wall temperature and
mixture fraction were reported as functions of the confinement length. It was found that the
heat flux and heat transfer coefficient follow a decreasing trend on the combustion chamber
lateral wall, while temperature and mixture fraction show a negligible variation. Conversely,
the major effect of the confinement increase on the injection plates of both the wall-bounded
and symmetric configurations is a steep temperature increase, that causes a decreasing heat
transfer coefficient despite the increasing heat flux with increasing confinement length. This
was explained observing the interaction between the recirculating flow and the flame with
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varying dimension of the lateral confinement. Comparing the data collected on the injec-
tion plates, scaling exponents were finally calculated in order to characterize the effects of
confinement lengths.

A data-driven model for the thermal load prediction on generic multi injector geometries was
preliminary discussed, based on the correlation between heat flux and geometry gleaned
from the database collection. Such a model is based on the definition, for each injector on
the firing plate, of an equivalent confinement depending on the mutual placement of the
surrounding injectors and on the distance from the chamber wall, and is meant to actively
support the design stage of a multi-injector combustion chamber once the injector layout is
known by providing an estimate of the thermal load without resorting to computationally
onerous three-dimensional simulations. The model was found to reproduce well the main
field features.

The low-Mach number formulation was then scaled-up to a multi-region and multi-physics
framework for the time-resolved modeling of turbulent combustion and heat transfer across
neighbouring continua. The solver tackles multiple solid and fluid domains, prescribing
temperature and heat flux continuity across the interfaces, and aims at being predictive over
the wall thermal characterization avoiding any modeling assumption. The coupling strategy
was optimized for convection-dominated phenomena, providing a framework which is both
predictive for the time-dependent temperature evolution and affordable from the point of
view of cost-effectiveness. The solver was validated by comparison with the analytical solu-
tion of a multi-layer wall, replicating the literature results on a benchmark backward facing
step mono-species flow and finally reproducing the complete run of 2D and 3D experimental
capacitively cooled combustors, either single and multi injector showing overall promising
performance for lab-scale thermal analysis.

A further scaling-up of the numerical framework fidelity was then obtained introducing the
modeling of compressibility effects. First a parametric analysis of the inlet mass-flow effect
was conducted through the collection of a database of two-dimensional single-region simula-
tions. It was found that the wall heat flux and pressure, increase with increasing mass-flows,
as well as the density. Scaling exponents were calculated to assess the dependence of the
thermal and mechanical load from the inlet mass-flow and one from each other.

The compressible formulation was finally embedded in the multi-region framework, allow-
ing for the coupled simulation of a capacitively cooled combustor from the injection to the
nozzle expansion. The complete duration of the experimental run was reproduced and the
results were compared to the reference literature data.

The second field of applications tackled in the Thesis was the premixed combustion modeling typ-

ical of devices for power generation. In particular, the issue of lean premixed hydrogen flame was

addressed. A filtered tabulated chemistry model was proposed and preliminary validated in an

a-priori fashion. The model falls under the category of the lower-dimensional manifold representa-

tions and is based on the filtering of a fully-resolved, two-dimensional, thermo-diffusively unstable

flame to recover, for each spatial filter size, all filtered thermochemical quantities as a function of
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two conserved scalars, namely the mass fraction of molecular hydrogen and water. The model
was finally validated a-priori, comparing the filtered DNS with the corresponding filtered fields
constructed accessing the tables.
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Appendix A

Pseudo-code

A more detailed explanation of the data-driven model presented in Sec. 4.5 is given here. The
algorithm has been implemented in Matlab [77], therefore its notation will be used in the following.

Input parameters

Ninj = Number of injector in the first ring

Drings = Number of injector rings

phase = Angular position of the first injector for each ring
Rad = Chamber radius

Tinj = Injector radius

rring = Distance between equispaced rings

W = Symmetry angle of the multi-injector plate

Definition of the multi-injector plate layout

Definition of the matrix layout, with a number of rows equal to the total number of injectors on
the firing plate and four columns associated to the following information about the i-th injector
layout:

e 1. Radial distance from the plate centre
e 2. Angular position with respect to the vertical axis of symmetry

e 3-4. x and y Cartesian coordinates

: for i = Iinpings do
radii(i, Imsn;*i) = i%*r
end for
: layout(:,1) = nonzeros(radii); > Radial coordinate

: for i = Iinpings do
for j = linyings*ninj do

angles(i,j) = phase(i)+(j-1)*(wedge/1i)

® N > Aoy

end for
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9: end for
10: layout(:,2) = nonzeros(angles); > Angular position
11: for i = 1:1length(layout) do
12: layout(i,3) = layout(i,1)*sin(layout(i,3)) > z-coordinate
13: layout(i,4) = layout(i,1)*cos(layout(i,3)) > y-coordinate
14: end for

Topological tiling

The topological tiling is performed on the basis of geometrical criteria. First a matrix injRing
is defined, with nri,gs rows, each one containing as non-zero elements the index of the injectors
present on that ring. Starting from this matrix, two rings of injectors are iteratively selected, namely
an "inner" ring and and "outer" ring, and a matrix called slope(j,k) containing the slope between
the j-th and k-th injector is defined. Finally several conditions on the mutual slopes are applied
to identify the tiles edges. If the slope between two injectors, respectively belonging to the inner
and outer rings, is equal to a multiple of the symmetry angle of the plate, then the labels of the
two injectors are stored in a matrix called edges. The external ring is divided into equi-spaced cells
centered in each injector, to define the edges a matrix externalRing stores the coordinates of the
mid-point between neighbouring injectors and of their projection on the chamber wall.

1: for i = Iingings do
2 injRing(imnin;*i) = find(layout(:1) == i*r)
3: end for
4: for i = 2in;ipe do
5: inj; .o, = Nonzeros(injRing(i-1,:)) > Injectors on the inner ring
6 inj ,ier = NOnzeros(injRing(i,:)) > Injectors on the outer ring
7 for j = 1:inj, ., do
8 for k = 1:inj .., do
’ slope(3.) = et Tewis )
10: end for
11: end for

12: end for
13: for i = 2:]length(layout) do
14: for j = Iinpings do+1

15: for k = linyipgs do+1

16: if slope(j k) = n*w then

17: edges(end+1,:) = [inj;1000(3), inJoprer (¥)] > Inner rings tiles vertices
18: end if

19: end for

20: end for
21: end forinj . .,n.y = NONzeros(injRing(end,:)) > Injectors on the external ring
22: for i = Lilength(inj ,ierna) dO

23: externalRing(i,1) = Drings*rring > Radial coordinate
i 2) = layout(external(i),2)+1layout(external(i+1),2)
(12) = 5

24: externalRing > Angular position
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25: externalRing(i,3) = externalRing(i,1)*sin(externalRing(i,2)) > z-coord external ring
26: externalRing(i,4) = externalRing(i,1)*cos(externalRing(i,2)) > y-coord external ring
27: externalRing(i,5) = Rad*sin(externalRing(i,2)) > x-coord external wall
28: externalRing(i,5) = Rad*cos(externalRing(i,2)) > y-coord external wall
29: end for

with n € [1, 27 /u].

Identification of tiles shapes

Once all the edges of the topological tiles have been drawn, the algorithm must identify which king
of tile is (either triangle, diamond or pentagon), by means of some conditions on the consecutive-
ness of injectors and on the slope of the edges. A matrix named shapes is defined, with as many

rows as the tiles, and 8 columns with:
e 1-2. z and y coordinates of the cell’s centroid
e 3-7. Index of the injectors at the vertices of the cell (0 if less than five vertices)
e 8. Number of cell vertices

Based on this, another matrix named confinements is defined. It has again as many rows as the
number of tiles, and contains the distance lengths between consecutive vertices and between each
vertex and the cell centroid. For the sake of brevity, the geometrical conditions will be qualita-
tively described without referring to the matrix formulation, and also the calculation of centroids’
coordinates and confinement lengths will be omitted. The latter can be easily derived resorting to

simple math and trigonometry.

1: for i = l:length(edges) do
2: for j = l:length(edges) do

3: if Two consecutive injectors of the outer ring (j and j+1) correspond to the same injector
of the inner ring (i) then
4: The shape is a triangle.
5: else if Two consecutive injectors of the outer ring (j and j+1) correspond to two con-
secutive injectors of the inner ring (i and i+1) then
6: The shape is a diamond.
7: else if Two consecutive injectors of the inner ring (i and i+1) correspond to two injec-
tors of the outer ring with indices j and j+2 then
8: The shape is a pentagon.
9: end if
10: end for
11: end for

12: for i = l:length(shapes) do
13: forj = 1:5do

14: confinements(:,i) = distance between consecutive vertices;
15: Null elements are left in the last columns for cells with less than 5 vertices.
16: end for
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17: fork = 6:11do

18: confinements(:,i) = distance between each vertex and the cell centroid;

19: Null elements are left in the last columns for cells with less than 5 vertices.
20: end for

21: end for

Mapping and interpolation

For each confinement length defined in the confinements matrix previously introduced a value of
heat flux is taken from the database and associated to the corresponding coordinates on the multi-
injector faceplate. The ensemble of mapped heat fluxes is finally interpolated on a uniform grid
trough the Matlab function scatteredInterpolant to obtain the final heat flux field on the firing
plate. In particular, the nearest method is used, referring to the nearest neighbor interpolation
strategy and providing C I continuous results, as an alternative to the standard linear interpola-

tion.
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Posters
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Thermal characterization and heat transfer
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Summary
* Development of a multi-region solver for turbulent combustion and heat transfer through different continua.

* Framework integrating flamelet-based turbulent combustion, wall modeling and Conjugate Heat Transfer.

Validation test case: capacitively cooled GCH4/GOX combustor from the Technical University of Munich [1].

Numerical formulation

* Thermal Fourier equation solved in the solid
domains and unsteady Reynols-Averages Navier-
Stokes (URANS) equations within the fluid ones.

* Flamelet-based approach tackling non-adiabatic
effects to reduce the stiffness of the combustion
modeling, well posed under low-Mach number
conditions [2].

U =0(Z, 27 s b11) .

* Resort to thermal wall-functions adjusted for
flamelet-based solvers, allowing to avoid the
stifness of boundary layers [3].

* Development of the described tool in the context of
the open-source frameworks OpenFOAM and
OpenSMOKE++ [4].

* 2D axis-symmetric approximation
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Coupling at the interface

» Direct coupling: the Conjugate Heat Transfer (CHT)

condition enforces the heat fluxes continuity
between domains and calculates the resulting
interface temperature at each iteration.
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Loose coupling: once the flow field approaches a
steady state condition it is possible to relax the
coupling interrupting the fluid-dynamic simulation,
in order to proceed on solid conduction time-scales.

x A constant heat flux value can be prescribed to
the solid domain. This assumption neglects the
variation of heat flux with interface temperature
and leads to overestimation in the long run.

v The convecting heating can be well represented
by the corresponding heat transfer coefficient,
recasting the interface temperature calculation.
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Results

The newly developed solver can model high-pressure turbulent combustion in LRE-relevant conditions and heat

transfer through the solid walls.

A proper alternation of boundary conditions allows to optimize computational resources maintaining a good

agreement with the comparative exerimental data.
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Background and motivation

e Characterization of heat loads in Liquid Rocket Engines
(LRE) combustion chamber is key for:

> Safety, development and testing
> Sustainability and Reusability
e Crucial parts of LREs combustion chambers are not easily
accessible experimentally

> Lateral walls and throat region largely investigated

Objectives of this work:

® Understand how the injector arrangement influence
thermal loads in the injection region

@® Data-driven scalings for preliminary design and heat
flux estimation on the firing plate

> Limited knowledge on the injection plate

Methods

* Parametric 2D axi-sym CFD analysis on injectors confinement

* Needs:

> Running a large number of cases for scalings and data-driven surrogate models

> Efficient modeling of high-pressure, non-premixed, turbulent combustion + heat transfer

¢ Numerical Approach:
» Consistent low-Mach number approximation of r-NS equations [,2]
» Non-adiabatic flamelet-based turbulent combustion model [3]
> Unsteady RANS with standard k-epsilon turbulence model [4]
> Algebraic (flamelet-suited) thermal wall functions for boundary layers [3]

> OpenFOAM and OpenSMOKE++ numerical frameworks [5]

[11 P.E. Lapenna et al. Acta Astronautica (2019)

[2] G. Indelicato et al. Combust. Sci. Technol. (2020)
[3] G. Indelicato et al. Int. Jour. Heat Mass Tansf. (202
[4] C. Lian and C.L. Merkle Comput. Fluids (201 1)
[5] A. Cuoci et al. Comput. Phys. Commun. (2015)

{ [6] M.P.Celano et al. Prog. Prop. Phys. (2016)

* Additional 3D simulation

37 Injector elements replicating the TUM single injector
geometry

Test the axi-sym 2D dataset on a reference 3D simulation

Same numerical settings and b.c. of 2D cases on a
~10Mill grid points

* Effect of increasing confinement length /.c on
the flow-field
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* 2 configurations (wall-bounded and sym-bounded) to simulate
interactions in a generic multi-injector plate

Injector-Wall

) Wall b.c.
Confinement, LY

)

Injector-Injector

Confinement, Symmetry b.c

LCI

GCH4—>
GOx—>

The reference is the TUMrig single injector [6]
The confinement Lc is parametrically modified
Nominal Lc from the reference injector on which the code has been validated [3]

Scalings for heat flux and heat transfer coefficients can be derived

Results

o Effect of increasing confinement length Lc on
injection plate heat flux

Wall b.c. ey
GCH4

GOx * ! 2 3 i
o W) 10

Symmetry b.c. s

Lct _
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2 [m]
¢ Wall-bounded case

¢ Sym-bounded case

> Warmer recirculation regions due to the interaction with the flame
as Lc increases leads to higher heat flux to the injection plate

¢ Reference 37 Injectors 3D simulation

¢ [MW/m?|
0 2
|

> Same range of heat flux values between 2D and 3D

> Richer mixtures, in particular for internal injectors element

¢ Scaling coefficients for injection plates
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Background and motivation Objective

» Importance of thermal management for rocket combustion chambers Development of an efficient multi-domain tool for time-resolved
thermal characterization of rocket combustion chambers

* Numerical simulation to replace experiments
* Interplay of multi-scale and multi-physics phenomena

Solid T [K] Fluid T [K]
Solid domain 295 330 370 410 450 500 550 1000 2000 3000 . Fluid domain
Unsteady RANS
Low-Mach number [1]

Thermal Fourier equation

Suitable for porous or anisotropic
continua

a(ph) d (ah>
_0 ([0

ot ax] ax]

k-¢ turbulence model

J/ Non-adiabatic flamelet-based turbulent
/ combustion model [2]

Wall modeled [2]
ll)= w(zlznz’%’ ¢)H)

Interface coupling

Combination of Conjugate Heat Tr — Tint Ts — Tint
Transfer and thermal chaining [3] Ap A = A A
F S
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laboratory and industrial-scale . @_{boun dary con dition]_' state in the
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Suua}ble for mono- and multl Mt 4 Adiabatic
species flows, both laminar and s simulation
turbulent T, Solution of the
. . Newton
solid conduction L.
boundary condition
problem

Fluid domain
he (Te ga — Tine) = A Ts = Tine
Test-case: Capacitively cooled TUMrig combustors [4,5] ¢ \'Fad = ‘int ST Ag
Results
Single-injector 2D axis-sym configuration Single-injector 3D configuration

Agreement between the
temperature field in the solid
domain and the reference data

[5]

The solver is capable of reproducing the entire experimental run

480 480
= Coupled simulation Celano et al.
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The temperature signals in time and the wall heat flux are in good 05

agreement with the experimental data [2,4,5]
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