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Abstract: In the field of passive Brain–computer Interfaces (BCI), the need to develop systems that
require rapid setup, suitable for use outside of laboratories is a fundamental challenge, especially now,
that the market is flooded with novel EEG headsets with a good quality. However, the lack of control
in operational conditions can compromise the performance of the machine learning model behind the
BCI system. First, this study focuses on evaluating the performance loss of the BCI system, induced
by a different positioning of the EEG headset (and of course sensors), so generating a variation in
the control features used to calibrate the machine learning algorithm. This phenomenon is called
covariate shift. Detecting covariate shift occurrences in advance allows for preventive measures, such
as informing the user to adjust the position of the headset or applying specific corrections in new
coming data. We used in this study an unsupervised Machine Learning model, the Isolation Forest, to
detect covariate shift occurrence in new coming data. We tested the method on two different datasets,
one in a controlled setting (9 participants), and the other in a more realistic setting (10 participants).
In the controlled dataset, we simulated the movement of the EEG cap using different channel and
reference configurations. For each test configuration, we selected a set of electrodes near the control
electrodes. Regarding the realistic dataset, we aimed to simulate the use of the cap outside the
laboratory, mimicking the removal and repositioning of the cap by a non-expert user. In both datasets,
we recorded multiple test sessions for each configuration while executing a set of Workload tasks.
The results obtained using the Isolation Forest model allowed the identification of covariate shift in
the data, even with a 15-s recording sample. Moreover, the results showed a strong and significant
negative correlation between the percentage of covariate shift detected by the method, and the
accuracy of the passive BCI system (p-value < 0.01). This novel approach opens new perspectives
for developing more robust and flexible BCI systems, with the potential to move these technologies
towards out-of-the-lab use, without the need for supervision for use by a non-expert user.

Keywords: passive brain–computer interface; electroencephalography; machine learning; covariate
shift

1. Introduction

Industry 4.0, often referred to as the fourth industrial revolution, embodies a landscape
where digital technologies intertwine with production processes, redefining the very nature
of enterprises and human interaction with the surrounding environment [1]. Within this
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context, the integration of passive Brain–computer Interface (BCI) technologies may enable
direct engagement of the user in the productive and/or industrial process [2,3]. Unlike
standard and subjective methods (e.g., questionnaires), these technologies allow for a covert
estimation (i.e., without asking anything to the user) of mental and emotional states of
the user while engaged in the operational task, allowing for continuous feedback with the
surrounding environment to put the user in the loop.

One of the most relevant mental states to be mentioned for out-of-the-lab applications,
especially in safety-critical environments, is undoubtedly the mental workload [4–6]. In fact,
it has been widely demonstrated that an operator’s mental workload level (overload) that
is too high could lead to degraded performance and/or an increased chance of committing
errors [7].

The concept of mental workload cannot be viewed as singular; rather, it arises from
various interrelated aspects. Numerous mental processes, including alertness, vigilance,
mental effort, attention, mental fatigue, drowsiness, and more, may come into play during
task execution. Moreover, these processes can be influenced at any given moment by the
specific demands of the task [8–10].

The primary purpose of workload measurement is to assess the mental effort involved
in task performance, aiming to predict potential declines in operator performance during
operational tasks. This approach allows us to gather information about when a task might
become overly complex for a participant or when a participant is experiencing cognitive
strain [11–13]. This measure is, therefore, particularly important in safety-critical con-
texts, where human error (e.g., induced using overload or lack of attention) could induce
disastrous consequences (e.g., piloting an airplane or air traffic management) [14,15].

Numerous studies have highlighted a significant correlation between the amplitude
of Electroencephalographic (EEG) signals recorded on frontal and parietal EEG channels
and variations in workload levels. Specifically, a significant EEG amplitude difference is
observed in the Theta band on frontal channels and the Alpha band on parietal channels.
For example, research conducted first by Gevins and later by Puma and Raufi [16–18] has
demonstrated that variations in EEG signals detected in these cerebral regions are closely
linked to changes in mental workload during the execution of working memory tasks.
For example, Puma et al. conducted an experiment on 20 participants who were asked
to perform the Priority Management Task, currently used by the Italian Civil Aviation
Authority (ENAC) for the selection of airline pilots. These findings have been confirmed by
a large number of subsequent studies performed in realistic settings [8,19], paving the way
for an out-of-the-lab use of such systems in the near future.

In the current scenario, many studies have focused on creating pBCI devices that are
more portable and comfortable but, at the same time, reliable [20–22]. As a result, there
could be potential use not only within the confines of the laboratory but also in real-world
settings, driving the use of passive BCI models in more practical contexts [23–27].

However, while every variable can be fully controlled in a laboratory environment,
such control cannot be guaranteed in real operational situations [24,28].

In this regard, the amplitude of the EEG signal, and so of the EEG power spectrum,
used often as a control feature of the passive BCI system for the mental states measurement,
is dependent on many external variables, apart from the variations in user’s mental states,
for example, the impedance values of the EEG electrodes, and the specific positioning of
the EEG sensors on the scalp [29]. Usually, good practice in a controlled setting is to keep
impedance values below a certain threshold (e.g., 5 kΩ, [30]) and to position the EEG cap
in a standardized way by following the standard 10–20 [31] (Figure 1). After placing the
EEG cap on the user’s head, the technician measures the distance between the Nasion and
Inion, as well as the distance between the participant’s left and right preauricular points.
The vertex Cz is defined to be positioned on the cap at the midpoint of both distances.
Consequently, the electrode Cz is aligned with the midpoint of the two distances. Once
the alignment is deemed satisfactory, the EEG cap can be confirmed to be in the correct
position [32]. All these procedural steps would not obviously be performed in a real setting,
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where the wearable EEG headset should instead be worn as soon as possible without
wasting time for the upcoming operational activities. So, keeping the boundary conditions
of the measuring system stable between one session and another could not be easily feasible.
Anyhow, while impedance stability among repeated sessions seems to be a minor issue,
since wearable sensors are often completely dry or wet with a saline solution, ensuring
that the EEG headset is always worn in the same position between sessions seems to be
a dubious assumption. Therefore, the change in sensors position along repeated sessions
could compromise the effectiveness of the passive BCI system, inducing changes in the
related control features (e.g., EEG spectrum amplitude), with the consequent decreasing in
overall accuracy of mental states detection (e.g., mental workload).
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This variation in control features, known as “covariate shift”, can undermine the
stability and efficacy of the entire passive BCI system. Although our study primarily
focuses on detecting covariate shifts resulting from changes in the position of the EEG
headset, it is essential to note that there are various sources of possible shifts in real-world
environments outside of laboratories [33].

Among these, the potential for variations in EEG recordings due to involuntary or
voluntary subject movements during task execution is relevant. While this scenario is not
the primary focus of our paper, we believe that our approach can still be applied to identify
covariate shifts following such movements, provided they result in a lasting change in the
headset’s position.

It is crucial to emphasize that currently, subject muscle movements that do not involve
a physical displacement of the headset from its initial position are treated as artifacts and
addressed via resizing or elimination.

However, this shift in the EEG headset position can result in a variation in the EEG
amplitude or a distortion of the signal recorded by the electrodes in the new position.
Therefore, even if the participant is experiencing the same level of mental state (e.g., work-
load) across different recording sessions, control features (e.g., amplitude of EEG power
spectrum) can significantly change. This variability, caused by the covariate shift phe-
nomenon, introduces a challenging element in the generation of processing models that
can detect and ideally fix the negative effect that covariate shift may induce in passive BCI
systems accuracy.

In the field of Artificial Intelligence, the covariate shift problem has been extensively
investigated, as it poses a significant challenge across various domains [34,35]. This work
focuses on the domain of Brain–computer Interfaces, where covariate shift may play a
notably significant role.

Numerous studies have demonstrated how the non-stationarity of EEG signals can
lead to variations in the distribution of data collected in different recording sessions [36–39].
This non-stationarity can be attributed to several factors, including not only fluctuations in
user attention levels of fatigue but also electrode placement [36,40].
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Some solutions proposed in the literature require the labeling of new data before
starting the classification process [36,37,41]. This requirement limits the applicability of
such approaches in real-world contexts, where there may be multiple data that exhibit
covariate shifts, and this would uncontrollably increase the number of models that need
to be trained each time and thus the waiting time to correctly identify the new coming
recorded data.

Other approaches have focused on correcting covariate shifts using processed data
samples via parallel processes. However, this methodology necessitates a substantial
amount of new data and entails a temporal shift between the start of a new recording
session and the identification of Covariate Shift [42,43].

However, in the current literature, the most widely explored approach to addressing
covariate shift primarily leans toward anomaly detection. Some studies [36,37] relied on
methods that use moving averages to identify anomalous records, i.e., those subject to
covariate shift. These approaches prove effective in scenarios where the recorded trace
remains relatively stable, with few anomalous values, compared to the EEG trace used for
training. In the context of this work, we instead focus on scenarios where the presence of
records with covariate shifts is assumed to be constant throughout the new EEG trace. For
example, this might occur when the positioning of the recording headset is significantly
different from the previous placement.

The primary contribution of this work, on the other hand, centers on the timely
detection of the covariate shift caused by the incorrect positioning of the headset at the
beginning of the new passive BCI session. In this context, it is crucial to promptly identify
covariate shifts to take corrective actions on the data or at least inform the user to fix the
headset’s position. Furthermore, with the aim of simplifying and making BCI applications
more accessible beyond the labs, we seek to minimize model training time and make it
compatible with online use, which is desirable for real-context use.

This study has a twofold objective. On the one hand, to investigate to what extent
variations in the sensor position of a commercial wearable EEG headset could induce
a covariate shift in the recorded data, with an eventual decrease in the accuracy and
reliability of the passive BCI system for mental workload evaluation. On the other hand, to
develop and validate a methodology able to detect the occurrence of such covariate shift
phenomenon in a timely manner, with the purpose of alerting the user about the issue, or
ideally to automatically correct the shift.

Finally, a covariate shift correction function has also been tested, appearing to be able
to mitigate the covariate shift effect under certain conditions of use.

In the following chapter, we will examine the two datasets used for our analysis. We
will elaborate on the methodologies employed for data acquisition, the adopted protocol,
and the various configurations used to simulate covariate shifts. The presentation of the
Task, Setup, and Experimental Design will be distinct for both the Laboratory and Realistic
datasets. Additionally, we will provide an overview of the methods used for signal process-
ing, the Isolation Forest method, and describe the statistical approaches used to validate
our analyses.

The third chapter will be dedicated to presenting the achieved results, organized by
the two datasets and each conducted test (e.g., detection or correction of covariate shift).
The final two chapters will be reserved for an in-depth discussion of the emerging results
and the conclusions drawn from our research.

2. Materials and Methods

Two experimental datasets have been used in this study. The first one (i.e., Laboratory
setting—Dataset) aimed to study the effectiveness of the proposed methodology in a con-
trolled way. The second experimental dataset (i.e., Realistic setting—Dataset) aimed to test
the methodology in a realistic setting, specifically by replicating the practical conditions that
could induce the covariate shift phenomenon during real use. The following paragraphs
will report the two experimental protocols, tasks, and participants’ details.
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2.1. Laboratory Setting—Dataset

In the following paragraphs, a detailed description of the dataset used to replicate
laboratory conditions is provided. The paragraphs are organized to clearly separate the
description of participants, work tasks, EEG setup used, and the conducted experiment. To
perform this particular analysis, we utilized a dataset previously created and validated in
earlier studies. Its original design makes it suitable for the current context.

2.1.1. Experimental Participants

Ten participants, with a mean age of 25 ± 3, participated in this study. All participants
were either students or staff members of the National University of Singapore (NUS).
They were exclusively male, skilled in video games, right-handed, and in good health
without any psychological or pharmaceutical issues. The study protocol received approval
from the local Ethics Committee, and all participants provided written informed consent.
Additionally, participants received compensation of $200 for their involvement in the
experimental protocol. One of the 10 available participants had been excluded from the
analysis for technical issues in the recorded data.

2.1.2. Experimental Task

The Multi-Attribute Task Battery (MATB, [44], Figure 2) provides a benchmark set of
subtasks for trimming and controlling the task workload demand. Furthermore, the MATB
can be used to simulate the activities inside the cockpit of an airplane and to provide a high
degree of experimental task control in terms of complexity and difficulty. In this study, we
set the MATB to simulate two possible scenarios at different difficulty levels (Easy, Hard)
that could happen within a flight. We hypothesized that these conditions could induce
different workload demands in the participants. This hypothesis has been tested using
subjective assessment, reported in [45]. In particular, in the Easy condition, participants had
to maintain the cursor in the center of the screen by manipulating the joystick to maintain
the flight level of an airplane. In the hard condition, participants had to perform all the
MATB sub-tasks at the same time to simulate a flight emergency. Before the beginning of the
protocol, participants were trained to use the MATB software (version R2020b) until their
performance was saturated with minimal errors commission. Throughout the experimental
sessions, the MATB performance was estimated to ensure that participants would keep the
same level of performance and that no learning effects would appear. The assessment of the
training, in terms of task performance, cognitive resources, and task difficulty perception,
was performed using the metric described in [45].

2.1.3. Experimental Setup

Scalp EEG has been recorded using the Waveguard© amplifier from ANT Neuro
(Hengelo, The Netherlands), with a sample rate of 256 Hz from 64 Ag/AgCl EEG electrodes
by following the 10–10 International System [31] referenced to the right mastoid and
grounded to the aFz electrode, positioned on the head of the participant by a standard
EEG cap in elastic textile. Not all electrodes were used for this study, but a subgroup
of electrodes in the Frontal (Fpz, AF3, AF4, AF7, AF8) and Parietal (Pz, P3, P4) areas
were selected to mimic the sensors’ locations on the wearable headset employed in the
second study (Mindtooth EEG system, Brain Products GmbH, Gilching, Germany, www.
mindtooth-eeg.com accessed on 18 August 2023). In addition, the theta band on frontal
channels and the alpha band on parietal channels’ related features have been taken into
account, with the aim of catching variations in the mental workload of the user while
performing the experimental task [46,47].

www.mindtooth-eeg.com
www.mindtooth-eeg.com
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Surrounding electrodes to those mentioned above were considered to mimic shift
occurrences with different seriousness. To induce this shift, two changes were made: the
positioning of the electrodes, i.e., the placement of the headset on the head, and the selection
of a different electrode as the reference, i.e., the electrode subsequently utilized during the
cleaning phase of the EEG trace. In particular:

• Control data:

# Channels: AF3-THETA, AF4-THETA, AF7-THETA, AF8-THETA, FPZ-THETA,
P3-ALPHA, P4-ALPHA, PZ-ALPHA

# Reference: TP8

• Test data called Test same Chs diff Ref :

# Channels: AF3-THETA, AF4-THETA, AF7-THETA, AF8-THETA, FPZ-THETA,
P3-ALPHA, P4-ALPHA, PZ-ALPHA

# Reference: TP8

• Test data called Test same Ref diff Chs:

# Channels: F3-THETA, F4-THETA, F7-THETA, F8-THETA, FZ-THETA, PO3-ALPHA,
PO4-ALPHA, POZ-ALPHA

# Reference: TP8

• Test data called Test diff Ref diff Chs:

# Channels: F3-THETA, F4-THETA, F7-THETA, F8-THETA, FZ-THETA, PO3-ALPHA,
PO4-ALPHA, POZ-ALPHA

# Reference: TP8

The three “Test” configurations (i.e., Test same Chs diff Ref, Test same Ref diff Chs, and
Test diff Ref diff Chs) were generated to replicate what might happen during a recording
session in which EEG headset placement occurs in a position different from an original
session (i.e., Control session, used to train the passive BCI classification model).

The two central configurations (i.e., “Test same Chs diff Ref ” and “Test same Ref diff Chs”)
also allowed us to investigate whether a variation in channel positioning had more or less
impact than a variation in the reference.
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2.1.4. Experimental Design

The experimental protocol in controlled settings (Figure 3) comprised six recording
sessions, with two sessions held per day—one in the morning and one in the afternoon.
The initial four sessions took place on two consecutive days, referred to as Day 1 and Day 2.
The remaining two sessions occurred one week later, on Day 9. Each session included four
conditions, during which participants randomly performed the two MATB conditions (Easy
and Hard) twice. To prevent habituation or expectation effects, certain task parameters
were randomly altered across the experimental sessions, including the order of stimulus
presentation, radio frequencies, and the sequence of emergency lights. Each condition
had a duration of 2.5 min. In summary, the complete dataset consisted of twelve pairs of
conditions (four pairs of Easy and Hard conditions for each of the three experimental days,
with two pairs conducted in the morning and two in the afternoon). In conclusion, before
each Easy and Hard repetition, a 1 min baseline was recorded by asking the participants to
fix the MATB task interface without reacting.
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Figure 3. Experimental Design of Laboratory Setting. It has been composed of six recording sessions
(T1–T6), two sessions per day, one in the morning and one in the afternoon. Each session consisted of
four conditions.

Due to recording issues, participant 10 was excluded from the analyses in this study.
Furthermore, during data cleaning, similar recording issues were detected in two sessions
of participant 9, which were consequently excluded from the analysis.

Since we had only 9 participants available, in order to perform more accurate statistical
analyses, we considered the sessions as independent variables for statistics rather than
individual participants. This approach is justified by the fact that the sessions were recorded
at different times, such as different parts of the day or on different days, and can thus be
considered events independent from each other.

2.2. Realistic Setting—Dataset

In the following paragraphs, a detailed description of the dataset used to replicate real-
istic conditions is provided. The paragraphs are structured to keep separate the description
of participants, work task, EEG setup used, and the conducted experiment. The dataset
was specifically created for this experiment, allowing for the customization of tasks and
configurations to replicate real-world use cases as closely as possible.

2.2.1. Experimental Participants

Ten participants (age = 33 ± 11) have been involved in this protocol: four women and
six men were recruited on a voluntary basis. Each participant provided informed consent,
and all data were pseudorandomized to safeguard against any association with individual
identities. The experiments were conducted following the principles outlined in the 1975
Declaration of Helsinki, as revised in 2022 [48]. Experiments were approved by the Ethical
Committee of the Sapienza University of Rome.
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2.2.2. Experimental Task

As an experimental task, a multitasking application has been used, consisting of
a set of four concurrent cognitive tasks of varying difficulty presented via split-screen
(Figure 4), [28].
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bottom right is the Phone Number Entry Task.

The four chosen tasks are:

1. Mental arithmetic (left-up): Participants must input the results of additions into the
numeric keypad. The difficulty escalates with an increase in the number of digits
(ranging from 1 to 3) and carryover digits (ranging from 0 to 2).

2. Auditory monitoring (right-up): Participants are required to identify a target tone
among two tons of different frequencies emitted at regular intervals. The task be-
comes more challenging as the similarity between the target tone and the distractor
tone increases.

3. Visual monitoring (left-down): Participants need to reset a horizontal fill bar as soon
as it becomes full. The difficulty level rises with an increase in the fill rate.

4. Phone number entry task (right-down): Participants must enter a number on a keypad.
The task becomes more difficult with an increase in the number of digits to be entered,
ranging from 4 to 10.

In accordance with the literature, carrying out multiple simultaneous tasks compared
to the single-task approach leads to an increase in mental workload [28,44,49]. Therefore,
the participants were asked to perform the four tasks individually to induce a low workload
level (i.e., Easy workload). In this case, a 30-s condition was performed for the auditory
monitoring, visual monitoring, phone number entry task, easy mental arithmetic task, and
hard mental arithmetic task, for a total of 2:30 min of tasks. Instead, to induce an increasing
in mental workload (i.e., Hard workload), participants performed the four concurrent tasks
(multitasking phase) at the same time for 2:30 min. The ability of this experimental task to
modulate the level of experienced user’s workload has already been validated in [23].

2.2.3. Experimental Setup

Scalp EEG has been recorded using the wearable Mindtooth EEG Headset (Figure 5,
Brain Products GmbH, Germany, www.mindtooth-eeg.com accessed on 18 August 2023),
consisting of 8 EEG water-based electrodes of the 10–20 international system (AFz, AF3,
AF4, AF7, AF8, Pz, P3, P4), referenced to the right mastoid, and grounded to the left mastoid.
The water-based electrodes of the Mindtooth headset consisted of open-celled, hydrophilic,
and highly absorbent cylindrical sponges. The material undergoes a hardening process

www.mindtooth-eeg.com
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when dry, transforming into a soft, expandable state when wet. This porous material is
designed to absorb aqueous electrolyte solutions, with 1–2% sodium chloride solutions
commonly used as electrolytes. The electrolyte solution facilitates a direct electrical con-
nection to the participant’s skin. Before starting the recording, the impedances have been
brought below 100 kΩ [23,50].
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2.2.4. Experimental Design

The experimental protocol (Figure 6) was composed of three recording sessions, and
each session aimed to mimic the potential occurrence of the covariate shift phenomenon.
In particular, during the first configuration, the headset was positioned following the
10–20 standard. In the second configuration, the headset was taken off and again put
on, trying to maintain the same position as the first condition through visual inspection.
During the third configuration, the headset was taken off and put on in a different position
with respect to the first condition (i.e., all the electrodes, as well as the reference and
ground, were moved two centimeters down). The second and third conditions have been
randomized among the participants. Additionally, for each condition, two repetitions of
both the experimental tasks (e.g., Easy workload and Hard workload) have been performed,
in a randomized way, in order to not induce any habituation or expectation effect. Finally,
before each condition, they have been recorded two rest conditions: the participants were
asked to stay 1 min with closed eyes and 1 min with open eyes looking at a white cross on
a screen. Before the beginning of the protocol, participants have been trained to use the
multitasking software until their performance saturated with minimal errors commission.
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(T1–T3). Each session consisted of four conditions (two Easy and two Hard). This design is maintained
for all three configurations (Standard Positioning, Similar Positioning, and Different Positioning).

As the three recordings exhibit independence from one another, a systematic approach
was devised. At each iteration, one recording was designated as the training dataset, while
the remaining two were allocated for testing purposes. This procedure facilitated the
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creation of a Cross-Validation framework, where the training dataset was constituted by
an individual recording, leaving the two remaining recordings to serve as distinct and
independent test datasets.

In the following, we will name “Standard Positioning” each of the single configura-
tions (first, second, or third) used to calibrate the machine learning model for workload
classification. We will name “Similar Positioning” and “Different Positioning”, respectively,
the most similar configuration in terms of position and the most different configuration in
relation to the current “Standard Positioning”.

Table 1 displays the data (i.e., configurations) utilized as training data for Machine
Learning models (i.e., Random Forest Classifier and Isolation Forest), along with their
respective usage as test configurations, Similar Positioning, and Different Positioning. As
observed in the table, Configuration 3, characterized by the widest movement of the headset
from the reference position (i.e., standard 10–20), lacks a “similar” counterpart. Thus, when
this configuration was used to train the models (Control configuration), predictions on
the remaining two configurations were both considered as predictions on a “Different
Configuration”.

Table 1. Configurations utilized as training along with their usage as test for ML models.

Train Data/Standard Positioning Similar Positioning Different Positioning

Configuration 1 Configuration 2 Configuration 3
Configuration 2 Configuration 1 Configuration 3

Configuration 3 - Configuration 1 and
Configuration 2

2.3. Data Processing and Features Extraction

The signal processing and Feature Extraction steps were performed in the same way on
both datasets described above. The initial step involved applying a band-pass filter to the
EEG signal using a fifth-order Butterworth filter within the 2–30 Hz interval. Detection of
blink artifacts employed the Reblinca method [51], and the correction was implemented by
utilizing the ocular component estimated through a multi-channel Wiener Filter (MWF) [52].
Segmentation of EEG signals into 1-s epochs occurred, and artifact rejection was applied
based on a threshold criterion of±80 µV [53]. This conservative threshold value was chosen
over the default value of 100 µV suggested by the EEGlab toolbox, as a single criterion was
adopted [54].

Both datasets were treated and processed in the same way. The only difference is
represented by the AFz channel instead of the FPz channel for the Realistic Dataset because
the AFz channel was not available in the Controlled dataset.

2.4. Machine Learning-Based Workload Index

For classifying the workload variations induced by the two different difficulty level
conditions (i.e., Easy, Hard) for each of the two datasets, a specific implementation of the
Random Forest Classifier [55] has been used. It is implemented in Python’s scikit-learn
library [56] and is based on the ensemble learning technique, combining multiple decision
trees to make predictions [57].

Each tree is built on a randomly selected subset of the training data and a random
subset of the features. The predictions from multiple trees are then combined to make the
final prediction.

The algorithm follows these steps:

1. Random Sampling: Randomly select a subset of the training samples (with replace-
ment) from the original dataset. This random sampling is called bootstrapping.

2. Random Feature Selection: Randomly select a subset of features (without replacement)
from the available features. This subset is usually smaller than the total number
of features.



Appl. Sci. 2023, 13, 12800 11 of 31

3. Decision Tree Construction: Build a decision tree using the selected subset of samples
and features. At each node of the tree, the algorithm selects the best split based on a
criterion (e.g., Gini impurity for classification or mean squared error for regression).

4. Ensemble Creation: Repeat steps a-c to create a specified number of decision trees,
each constructed on different subsets of samples and features.

5. Prediction Aggregation: The Random Forest combines the predictions of all decision
trees using majority voting. The class that receives the most votes becomes the final
prediction. For regression tasks, the algorithm averages the predictions of all decision
trees to obtain the final prediction.

This function allows us to define many input parameters, but only the number of
estimators has been optimized in the range from 50 to 500, as demonstrated in [23,55].

2.5. Covariate Shift Detection

The Isolation Forest [58] was the method investigated to detect the presence of co-
variate shift in new coming EEG data. In particular, it is a machine learning algorithm
used for anomaly detection, which means it is designed to identify unusual or anomalous
data points within a dataset. It is based on the concept of isolating anomalies rather than
explicitly modeling normal data points.

The isolation forest algorithm works by randomly selecting a feature and then ran-
domly selecting a split value within the range of that feature. By repeating this process
recursively, the algorithm partitions the data points into individual trees called isolation
trees. Anomalies are expected to require fewer splits to be isolated compared to normal
data points.

The algorithm follows these steps:

1. Random Selection: Randomly select a feature from the d available features.
2. Random Split Point: Randomly select a split point between the minimum and maxi-

mum values of the selected feature.
3. Recursive Partitioning: Split the data based on the selected feature and split point,

such that data points with feature values less than the split point go to the left branch,
and those with values greater than the split point go to the right branch. Repeat this
step recursively until all data points are isolated, or a predefined maximum tree depth
is reached.

4. Tree Construction: Construct the isolation tree by repeating steps a–c until a specified
number of isolation trees are created.

5. Anomaly Score Calculation: For a new data point, calculate its average path length
(number of edges traversed) across all the isolation trees. The anomaly score is deter-
mined by comparing the average path length with the expected average path length
of normal data points. Smaller average path lengths indicate anomalies.

We have used the isolation forest method since we hypothesized that the presence of
a covariate shift could represent an anomaly with respect to the data recorded since that
moment. So, we expected that the method could well fit the experimental problem.

In the current study, we employed the Isolation Forest model from the Sklearn [56]
library. We tuned the “contamination” parameter of this method to adjust the expected
proportion of anomalous data within the training condition. Multiple simulations were
conducted each time using a different value (1%, 5%, 10%, 15%, 20%, 30%, 40%), with the
aim of investigating the relationship between this percentage and the identified covariate
shift occurrences in the test condition.

Covariate Shift Correction

As anticipated at the end of the introduction, although the covariate shift correction
was outside of the scope of this paper, we would like to employ a simple correction method
to investigate if it was possible to mitigate the negative effect induced by the covariate
shift phenomenon. The outcome of this space transformation would be to modify the data
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distribution affected by covariate shift to make it similar to the control data (i.e., the same
used to calibrate the machine learning model for workload evaluation).

To achieve this goal, the assumption was to make as references the resting recordings
taken during the different conditions (i.e., OA recordings), with the assumption that the
only differences within the distributions (i.e., control and testing) were induced by the
different position of the headset, while the EEG patterns did not change. If this assumption
works, it could be possible to modify the distribution of data with a covariate shift that
closely approximates the distribution of the training dataset (i.e., with no covariate shift).

The following function was used to describe the relationship between rest and test
conditions:

f (x) = m2 + (x−m1)×
(

std2

std1

)
(1)

m2: mean of OA Control
x: value to be normalized
m1: mean of OA Test
std2: standard deviation of OA Control
std1: standard deviation of OA Test

This correction is performed independently on each channel considered for the analysis.

2.6. Performance Analysis

On both the datasets, two variables have been analyzed: (I) the performance of the
passive BCI system in classifying the two workload levels (i.e., easy vs. hard), and (II) the
percentage of data affected by covariate shift phenomenon by using the isolation forest
technique over all the conditions (i.e., Control data, Testing data with covariate shift, Testing
data corrected). To determine whether a shift causes a decrease in classification accuracy,
we initially investigated to what extent the performance of a Machine Learning model
decreases when test data exhibits a shift with respect to training data.

Since the investigated variable (i.e., easy and hard conditions) is balanced between
Easy and Hard values, to quantify the degradation in the performance of the Machine
Learning classification model, we employed the accuracy metric [59].

To perform analyses involving the comparison of classification accuracy values, we
computed a moving average of the classifier’s predicted values (i.e., 0 or 1) by grouping
the data into variable-length windows ranging from 1 s to 60 s. Consequently, at each time
point (t), we obtained the accuracy value associated with the method by calculating the
moving average over a window of length t records with a unitary shift.

Accuracydect =
Number o f correct assessmentsdect

Number o f all assessmentsdect

∀ t = 1, 2, . . . 60 (2)

where at each decimation, the value of Number o f correct assessmentsdect is computed by
comparing the list of predicted values and correct values created by applying a moving
average with window size t and unit step.

The second analysis was performed to investigate the effectiveness of the method
employed to detect the presence of covariate shifts in recorded data, in particular, using
the Isolation Forest [60] method. In this case, the model was trained using the control data,
and then the percentage of data in the test conditions that were identified as outliers was
evaluated. These outliers represent data that presents a shift with respect to the distribution
of the control data [60].

As mentioned before, we tried to test whether a linear transformation of shift-affected
data could improve classification accuracy. For this reason, the analyses previously de-
scribed were performed both before and after the application of the linear transformation.
The results obtained were then compared to determine if and under what conditions the
application of the correction method could yield improvements in workload classification.
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In order to establish the minimum number of test data samples required to optimize
the detection of the covariate shift phenomenon, several simulations were conducted, each
involving different sample sizes of recorded data. Specifically, the test data underwent an
analytical process to identify the presence of shift by considering only the initial n seconds,
where n ranged from 10, 15, 20, 30, 45, to 60 s. This approach was adopted because the
type of shift of interest is associated with an incorrect positioning of the EEG electrode
cap. Therefore, if this discrepancy is detectable in the initial moments of recording, it is
presumed to persist in subsequent phases. Consequently, the objective was to determine
the minimum length of the data subset to be analyzed for the detection of covariate shift.

Both analyses were conducted separately on both available datasets to ensure a com-
prehensive and accurate evaluation of the performance of the covariate shift detection and
correction method.

2.7. Statistical Analysis

We performed non-parametric statistical tests since the obtained distributions were
not normally distributed. In this regard, the Wilcoxon signed-rank test [61] (α = 0.05) was
used to compare the Accuracy values and the percentage of anomalies detected using the
isolation forest method obtained in the Control condition with the values obtained in each
Test configuration. Moreover, the same test has been used to compare those variables before
and after the application of the correction method. The Wilcoxon p-values was corrected
using a multiple comparison correction method, specifically, the Bonferroni correction
method [62], to ensure accurate statistical significance. Furthermore, we used Cohen’s
D test [63] to assess the effect size of the difference in accuracy performance between
the Control/Standard configuration and the Test configurations and between pre- and
post-correction results. The test result was evaluated using the interpretation made by
Sawilowsky [64].

To compute the correlation between the accuracy values achieved using the classi-
fication model with the percentage of records identified with covariate shift, a repeated
measures [65] test was conducted, considering individual participants in the different
configurations of channels and references.

3. Results

In this chapter, the results obtained from the two datasets will be presented. The results
will be categorized based on the type of analysis conducted (e.g., detection, correction of
Covariate Shift, and correlation between Covariate Shift and accuracy) and the dataset
used (Laboratory and Realistic).

3.1. Detection

In the following paragraphs, the graphs and results achieved in detecting covariate
shifts using the Isolation Forest clustering method will be presented. As mentioned, the
results will be categorized based on the dataset used.

3.1.1. Laboratory Setting—Dataset

Figure 7 shows the results achieved for each experimental session, training the model
on the control data and classifying the four different configurations (Control Data, Test
same Chs diff Ref, Test same Ref diff Chs, and Test diff Ref diff Chs). The four curves represent
the four conditions on which the analysis was performed. Specifically, the blue curve
identifies the classification results in the control condition used to train the classification
model. The graph shows that except for a few experimental sessions, it is quite evident
that the configuration “Test diff Ref diff Chs”, which inherently represents a greater shift in
the data compared to the control configuration, seems to achieve very low accuracy values
different from those achieved by the control configuration. This difference is also noticeable
in many experimental sessions for the other two configurations, which are also affected by
data shifts.



Appl. Sci. 2023, 13, 12800 14 of 31Appl. Sci. 2023, 13, x FOR PEER REVIEW 15 of 33 
 

 
Figure 7. Accuracy was achieved in classifying four configurations per experimental session. Each 
line displays model training accuracy on control data and classification of the four configurations. 
The Y-axis ranges from 50 to 100; if a configuration’s curve is not visible, its accuracy is below 50. 
Numbers 1 to 6 identify the registration sessions present for each participant. 

Figure 8 represents the average accuracy curve over 52 sessions (i.e., all available ses-
sions considering the nine subjects described above) on each configuration and the corre-
sponding Wilcoxon test performed, comparing the values achieved in the control condi-
tion with those achieved in the remaining 3 test configurations. It is quite evident how the 
“Test diff Ref diff Chs” configuration, even when averaging all the values from the 52 
experimental sessions, does not achieve good levels of classification accuracy compared 
to what one would obtain by training and using the classification model with the control 
configuration. The other configurations also differ significantly from the values achieved 
by the control configuration. The Wilcoxon test shows that these differences are significant 
(p < 0.05) for all three configurations (the three dashed curves appear to overlap, and there-
fore only one seems to be visible). Comparing the average accuracy values achieved by 
the three test configurations with respect to the control configuration, using the Cohen 
test, we note that the difference in the means is very significant, having for all three com-
parisons a D value greater than 2 (in particular 9.11 for Control vs. Test diff Ref diff Chs; 
3.43 for Control vs. Test same Ref diff Chs; 2.94 for Control vs. Test same Chs diff Ref). 

Figure 7. Accuracy was achieved in classifying four configurations per experimental session. Each
line displays model training accuracy on control data and classification of the four configurations.
The Y-axis ranges from 50 to 100; if a configuration’s curve is not visible, its accuracy is below 50.
Numbers 1 to 6 identify the registration sessions present for each participant.

Figure 8 represents the average accuracy curve over 52 sessions (i.e., all available
sessions considering the nine subjects described above) on each configuration and the
corresponding Wilcoxon test performed, comparing the values achieved in the control
condition with those achieved in the remaining 3 test configurations. It is quite evident
how the “Test diff Ref diff Chs” configuration, even when averaging all the values from the
52 experimental sessions, does not achieve good levels of classification accuracy compared
to what one would obtain by training and using the classification model with the control
configuration. The other configurations also differ significantly from the values achieved
by the control configuration. The Wilcoxon test shows that these differences are significant
(p < 0.05) for all three configurations (the three dashed curves appear to overlap, and
therefore only one seems to be visible). Comparing the average accuracy values achieved
by the three test configurations with respect to the control configuration, using the Cohen
test, we note that the difference in the means is very significant, having for all three
comparisons a D value greater than 2 (in particular 9.11 for Control vs. Test diff Ref diff Chs;
3.43 for Control vs. Test same Ref diff Chs; 2.94 for Control vs. Test same Chs diff Ref ).
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Dashed lines represent p-values for Wilcoxon tests comparing Control accuracy with that obtained in
“Test same Chs diff Ref ”, “Test same Ref diff Chs”, and “Test diff Ref diff Chs” configurations (same color
legend). The last two lines are not visible due to overlap. All p-values are below 10−8.

Table 2 displays classification accuracy values and corresponding p-values achieved at
specific levels of decimation (in seconds) across different channel and reference configu-
rations. The p-value is computed between the control configuration and each of the test
configurations; hence, the value is not present in the column related to the control data.

Table 2. Classification accuracy values and p-values achieved across different configurations.

Control Test Diff Ref Diff Chs Test Same Ref Diff Chs Test Same Chs Diff Ref

Second Accuracy p-Value Accuracy p-Value Accuracy p-Value Accuracy p-Value

10 0.87 - 0.64 4 × 10−10 0.78 9 × 10−8 0.8 3 × 10−8

30 0.93 - 0.63 5 × 10−10 0.8 1 × 10−7 0.82 2 × 10−7

60 0.93 - 0.63 9 × 10−10 0.8 1 × 10−7 0.81 3 × 10−8

Figure 9 shows the percentage of anomalies (%CS) for each experimental configuration
at different values of the contamination parameter, split per difficulty level (Easy—Hard).
Each point on the curve represents the percentage of records within the subset (i.e., the value
on the X-axis) identified as having a shift in the data compared to control data (i.e., each
point of the curves is the average value across all experimental sessions). The Wilcoxon
test showed that all the performance levels for each condition differed significantly from
the control one (p < 0.05). Furthermore, it can be observed how the data from the ‘Hard’
condition seem to be more inclined to be identified as shifts, as they have a higher number
of records identified as shifts, even with the same percentage of anomaly and configuration.
Additionally, as seen in the classification performance, in this case, the worst configuration
appears to be the “Test diff Ref diff Chs” configuration.

The following four tables (Tables 3–6) display the percentage values of records identi-
fied as covariate shift, using a contamination level of 30% and dividing the data into Hard
and Easy, as presented graphically in Figure 9. In the tables, alongside the information
regarding the percentage of records, the Wilcoxon p-value is provided. This p-value is
calculated by comparing the values of the test configuration with those of the control
configuration.
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Figure 9. Each graph pair on a row represents a distinct isolation forest model trained with a different
contamination level, using the Hard and Easy condition data. Each curve point signifies the percentage
of records within the subset (X-axis value) identified with a data shift compared to control data. At
each graph’s bottom is the Wilcoxon test, with dashed curves indicating p-values by comparing %CS
values of the control configuration with the other three configurations separately. All p-values are
below 10−5 except one (dashed green line, first box on the left).

Table 3. Control Data.

Hard Easy

N Record %CS p-Value %CS p-Value

10 0.42 - 0.49 -
15 0.42 - 0.48 -
20 0.42 - 0.46 -
30 0.42 - 0.47 -
45 0.43 - 0.48 -
60 0.43 - 0.48 -
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Table 4. Test diff Ref diff Chs.

Hard Easy

N Record %CS p-Value %CS p-Value

10 0.84 1 × 10−49 0.91 4 × 10−51

15 0.82 1 × 10−50 0.92 1 × 10−51

20 0.82 3 × 10−51 0.92 1 × 10−51

30 0.83 1 × 10−51 0.92 1 × 10−51

45 0.82 1 × 10−51 0.92 1 × 10−51

60 0.83 1 × 10−51 0.93 1 × 10−51

Table 5. Test same Ref diff Chs.

Hard Easy

N Record %CS p-Value %CS p-Value

10 0.56 2 × 10−17 0.69 3 × 10−33

15 0.54 5 × 10−20 0.71 2 × 10−38

20 0.54 2 × 10−26 0.70 1 × 10−40

30 0.55 1 × 10−28 0.70 1 × 10−45

45 0.55 1 × 10−34 0.71 1 × 10−48

60 0.55 1 × 10−34 0.72 1 × 10−50

Table 6. Test same Chs diff Ref.

Hard Easy

N Record %CS p-Value %CS p-Value

10 0.55 5 × 10−16 0.68 2 × 10−32

15 0.54 1 × 10−16 0.68 8 × 10−40

20 0.55 1 × 10−17 0.66 7 × 10−44

30 0.54 3 × 10−20 0.67 1 × 10−47

45 0.54 3 × 10−23 0.68 4 × 10−50

60 0.54 4 × 10−23 0.69 1 × 10−50

Figure 10 shows the percentage of values identified with covariate shift (%CS) in the
four test conditions, using recordings obtained under the resting condition (i.e., open-eyes).
The graph presents participants on the X-axis and the percentage of records in CS on the
Y-axis. Each data point represents the mean of values across the six recording sessions
(four sessions for subject 9). This graph also includes a fifth curve (i.e., the purple curve)
related to the cross-session result, wherein one session is used for training the Isolation
Forest model, and n-1 sessions are used for testing.

3.1.2. Realistic Setting—Dataset

As in the case of the Laboratory Setting, Figure 11 shows the results achieved in each
test of the classification model trained using the control data (i.e., Standard Positioning)
and used to classify the data for the three different configurations. The three curves refer
to the three different configurations. Specifically, the blue curve identifies the average
(decimated) accuracy values obtained by averaging the accuracy results from considering
the three configurations one at a time as the training data set of the classification model.
Additionally, using this dataset, the graph shows that except for a few participants, it is
quite evident that the configuration “Different Positioning”, which inherently represents a
greater shift in the data compared to the standard one, seems to achieve very low accuracy
values different from those achieved by the Standard Positioning.
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Figure 10. Percentage of records showing Covariate Shift with rest condition data. Each curve point
represents the participant’s percentage of records with covariate shifts across different configurations
using rest condition data. The box displays Wilcoxon test results comparing the blue curve with the
purple curve and the orange curve. This highlights the increase in covariate shift as configurations
change, even during the resting condition.
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Figure 11. Accuracy was achieved in the classification of the three configurations. Each line shows
the accuracy reached by training the model on the control data (Standard Positioning) and classifying
the three different configurations. The Y axis of the graph includes values from 50 to 100; therefore,
when the curve of some configuration is not visible in the graph, it is because the accuracy value
achieved is not greater than 50. Each graph corresponds to the results achieved in one participant.

Figure 12 represents the mean of the accuracy curve over the 10 participants on
each configuration and the corresponding Wilcoxon test performed by comparing the
values achieved in the control configuration (Standard Positioning) and those achieved
in the remaining 2 test configurations. In particular, the dashed orange curve shows how
the p-values of the Wilcoxon test are always significant (<0.05). Specifically, the Similar
Positioning (green curve) test shows not significant p-values (it does not appear to be
present in the graph because its value, for each decimation point, exceeds the upper limit
of the graph). Cohen’s test calculated between Standard and Different Positioning shows
a value exceeding 8 (i.e., 8.26), indicating a strong and significant difference between the
means of the two distributions. Instead, the difference between the means of the Standard
Positioning values and those of Similar Positioning is of lesser impact, with a Cohen’s D
value of 2.24.
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Figure 13 shows the percentage of anomalies for each experimental configuration at 
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Figure 12. Mean Accuracy across all tests for each configuration and the corresponding Wilcoxon test.
The test compares control condition (Standard Positioning) values with the other two configurations.
The dashed orange line represents the p-value of the Wilcoxon test comparing accuracy in the control
and ‘Different Positioning’ configurations. The green dashed line for ‘Standard Positioning’ versus
‘Similar Positioning’ is not visible, exceeding the 0.15 Y-axis limit for every decimation value. All
p-values are below 10−7. The dashed grey line indicates the significance level chosen for the test
(i.e., 0.05).

Table 7 displays classification accuracy values and corresponding p-values achieved at
specific levels of decimation (in seconds) across configurations. The p-value is computed
between the Standard Positioning and each of the other positions; hence, the value is not
present in the column related to the Standard Positioning.

Table 7. Classification accuracy values and p-values achieved across configurations.

Standard Positioning Similar Positioning Different Positioning

Second Accuracy p-Value Accuracy p-Value Accuracy p-Value

10 0.82 - 0.78 0.23 0.66 1 × 10−3

30 0.86 - 0.8 0.23 0.67 1 × 10−3

60 0.85 - 0.79 0.28 0.66 1 × 10−3

Figure 13 shows the percentage of anomalies for each experimental configuration at
different values of the contamination parameter, split per difficulty level (Easy—Hard). Each
point on the curve represents the percentage of records within the subset (i.e., the value on
the X-axis) identified as having a shift in the data compared to control data. The statistical
analysis revealed that when comparing the percentages of values with covariate shift in
the standard position and in a different position, the p-values are consistently significant,
except for a few cases where the contamination level in training is 1%. However, a different
scenario emerges when comparing the values obtained in the standard position with those
in a similar position, as achieving significant results requires a high level of contamination
in training, specifically exceeding 30%.

The following three tables (Tables 8–10) display the percentage values of records
identified as covariate shifts, using a contamination level of 30% and dividing the data
into Hard and Easy, as presented graphically in Figure 13. In the tables, alongside the
information regarding the percentage of records, the Wilcoxon p-value is provided. This
p-value is calculated by comparing the values of the test configuration with those of the
control configuration.
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Table 8. Standard Positioning.

Hard Easy

N Record %CS p-Value %CS p-Value

10 0.38 - 0.37 -
15 0.37 - 0.36 -
20 0.35 - 0.35 -
30 0.34 - 0.37 -
45 0.33 - 0.36 -
60 0.34 - 0.36 -
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Table 9. Similar Positioning.

Hard Easy

N Record %CS p-Value %CS p-Value

10 0.46 0.1 0.42 0.37
15 0.45 0.02 0.41 0.69
20 0.45 0.01 0.42 0.43
30 0.46 1 × 10−3 0.44 0.16
45 0.44 1 × 10−3 0.45 1 × 10−3

60 0.45 1 × 10−3 0.46 1 × 10−3

Table 10. Similar Positioning.

Hard Easy

N Record %CS p-Value %CS p-Value

10 0.55 1 × 10−3 0.53 5 × 10−3

15 0.55 5 × 10−3 0.51 3 × 10−3

20 0.54 5 × 10−3 0.49 3 × 10−3

30 0.55 5 × 10−3 0.50 3 × 10−3

45 0.53 1 × 10−3 0.51 3 × 10−3

60 0.53 1 × 10−3 0.52 3 × 10−3

3.2. Correction

In the following paragraphs, the graphs and results achieved in correcting covariate
shifts using the linear correction method will be presented. As mentioned, the results will
be categorized based on the dataset used.

3.2.1. Laboratory Setting—Dataset

Figure 14 shows the Accuracy values achieved using the RF model trained on the
control data, pre and post-application of the correction method. In particular, the dashed
line is referred to as the accuracy pre-shift correction, and the continuous line is referred
to as the post-shift correction. It can be easily observed that, for the “Test diff Ref diff
Chs” configuration, the accuracy values curve increases at each decimation step after data
correction through the transformation function. However, this transformation does not
appear to have yielded improvements in the other configurations affected by shifts. The
statistical analysis reveals that all the comparisons made appear to be statistically significant,
as for all decimation levels and all three Wilcoxon curves, the p-values fall below the 0.05
threshold. The Cohen’s test calculated between pre- and post-correction values using the
test configuration “Test diff Ref diff Chs” demonstrates a value exceeding 6, indicating a
strong and significant difference between the means of the two distributions. Additionally,
notable differences are observed in the distributions of the other two tests, with values of
4.26 (“Test diff Ref same Chs”) and 3.57 (“Test same Ref diff Chs”), respectively.

Table 11 compares the accuracy values achieved pre- and post-correction for some se-
lected decimation values for all configurations except the Control one. For each comparison,
the Wilcoxon p-value is also reported.

Figure 15 shows the values (in %) of records identified with covariate shift at different
values of contamination, using a subsample of the first 15 records in each test condition.
The values achieved pre and post-application of the correction function are also compared.
The Wilcoxon statistical test is calculated by comparing the values in the test conditions
achieved pre- and post-correction. The curves related to the comparison between pre- and
post-correction values indicate that, concerning the “Test diff Ref diff Chs” configuration, the
p-values consistently remain significant (<0.05). In contrast, for the other two comparisons
in the different configurations, statistically significant results are only achieved when using
a contamination level of 1% or 40%.
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Appl. Sci. 2023, 13, x FOR PEER REVIEW 24 of 33 
 

 
Figure 15. Comparison of anomaly detection results before and after correction. Dashed curves 
show the percentage of anomalies identified using the registration data, while solid curves represent 
post-correction results. The bottom box displays Wilcoxon p-values of the comparison of anomaly 
percentages before and after applying the correction function on the same configuration’s data 
based on different contamination levels in the isolation forest method. 

3.2.2. Realistic Setting—Dataset 
Figure 16 shows the Accuracy values achieved during the classification process using 

the RF model trained on the control data (i.e., Standard Positioning), pre- and post-appli-
cation of the correction method. The dashed curves represent the accuracy values 
achieved by the model in classification using the registration data before the application 
of the correction function (as also depicted in Figure 12). Conversely, the solid curves de-
pict the accuracy values achieved by the model in classification using the data after the 
application of the correction function. For both types of curves, the color denotes the con-
figuration used for the test data. At the bottom, there is a box displaying p-value values 
for each decimation point. The comparison is made between the accuracy values before 
and after the application of the transformation function on data from the same configura-
tion. The statistical analysis reveals p-values all exceeding the chosen level of significance 
(0.05). When comparing the average accuracy achieved pre- and post-correction using Co-
hen’s test, we observe that, unlike what we observed in the laboratory dataset, the differ-
ence is not as pronounced for both configurations. Specifically, Cohen’s D value when 
comparing the values recorded with the “Different Positioning” configuration is 0.63, 
whereas in the other configuration (i.e., “Similar Positioning”), it is 1.58. 

 
Figure 16. Comparison of pre- and post-correction accuracy curves using registration data. Dashed 
curves depict accuracy values before applying correction, while solid curves show accuracy after 

Figure 15. Comparison of anomaly detection results before and after correction. Dashed curves
show the percentage of anomalies identified using the registration data, while solid curves represent
post-correction results. The bottom box displays Wilcoxon p-values of the comparison of anomaly
percentages before and after applying the correction function on the same configuration’s data based
on different contamination levels in the isolation forest method.

3.2.2. Realistic Setting—Dataset

Figure 16 shows the Accuracy values achieved during the classification process us-
ing the RF model trained on the control data (i.e., Standard Positioning), pre- and post-
application of the correction method. The dashed curves represent the accuracy values
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achieved by the model in classification using the registration data before the application
of the correction function (as also depicted in Figure 12). Conversely, the solid curves
depict the accuracy values achieved by the model in classification using the data after
the application of the correction function. For both types of curves, the color denotes the
configuration used for the test data. At the bottom, there is a box displaying p-value values
for each decimation point. The comparison is made between the accuracy values before and
after the application of the transformation function on data from the same configuration.
The statistical analysis reveals p-values all exceeding the chosen level of significance (0.05).
When comparing the average accuracy achieved pre- and post-correction using Cohen’s
test, we observe that, unlike what we observed in the laboratory dataset, the difference is
not as pronounced for both configurations. Specifically, Cohen’s D value when comparing
the values recorded with the “Different Positioning” configuration is 0.63, whereas in the
other configuration (i.e., “Similar Positioning”), it is 1.58.

Table 12 compares the accuracy values achieved pre- and post-correction for some
selected decimation values for all positioning configurations except the Standard one. For
each comparison, the Wilcoxon p-value is also reported.

Figure 17 shows the values (in %) of records identified with covariate shift at different
values of contamination, using a subsample of the first 15 records in each test condition. The
values achieved pre- and post-application of the correction function are also compared. The
dashed curves represent the percentage of values identified with shift by isolation forest
using the registration data before the application of the correction function. Conversely,
the solid curves depict the percentage of values identified with shift using the data after
the application of the correction function. For both types of curves, the color denotes the
configuration used for the test data. At the bottom, there is a box displaying p-value values
for each value of the percentage of anomaly in the training dataset (i.e., contamination level
of isolation forest method). The Wilcoxon statistical test is calculated by comparing the
values in the test conditions achieved pre- and post-correction.
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Figure 16. Comparison of pre- and post-correction accuracy curves using registration data. Dashed 
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Figure 16. Comparison of pre- and post-correction accuracy curves using registration data. Dashed
curves depict accuracy values before applying correction, while solid curves show accuracy after
correction. The bottom box displays p-values of accuracy comparison at each decimation point. The
Wilcoxon graph box is limited to 0.2, with p-values mostly exceeding the upper bound (except for
initial values of the green curve), making them not visible in the graph.
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Table 12. Accuracy values achieved pre- and post-correction in each configuration.

Similar Positioning Different Positioning

Second Acc Pre Acc Post p-Value Acc Pre Acc Post p-Value

10 0.78 0.76 0.32 0.66 0.65 0.62
30 0.8 0.78 0.49 0.67 0.66 0.77
60 0.79 0.77 0.62 0.66 0.66 0.92
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Figure 17. Comparison percentage of data with shift using a 15-record subsample and various con-
tamination levels. Dashed curves show values identified before correction, while solid curves depict
values after correction. The bottom box displays p-values for comparing percentages before and after
correction at different contamination levels. Curve colors indicate the configurations being compared.

The statistical analysis shows statistically significant p-values in the comparison be-
tween pre- and post-correction values for the Similar Positioning configuration. However,
significant values are observed only when considering a contamination level of 30 or 40 for
the Different Positioning configuration.

3.3. Correlation between Covariate Shift and Accuracy

The following paragraphs present the results and graphs obtained in each dataset
regarding the correlation analysis between the percentage of covariate shift in the data and
the classification accuracy achieved using the Random Forest model.

3.3.1. Laboratory Setting—Dataset

Figure 18 shows the correlation between the accuracy values achieved by the classi-
fication model and the percentage of records identified with covariate shifts in the four
analyzed configurations. Each individual point represents the percentage of records identi-
fied with a shift and the corresponding accuracy achieved using the classification method
in a specific experimental session of a particular participant. For each participant, there are
24 points that correspond to the six experimental sessions in the four configurations (for
participant 9, there are only 16 points since there are only four experimental sessions). Each
line indicates the linear correlation between the points for each participant. The correlation
has been calculated by considering the six sessions (4 sessions for participant 9) of each
subject. The analysis showed a correlation of −0.622, with a p value of 8.06 × 10−23.
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Figure 18. Correlation between Accuracy and Covariate Shift Percentage in each participant. Each
point represents the record shift percentage and corresponding accuracy in a specific experimental
session. Each line indicates the linear correlation between the points for each participant.

3.3.2. Realistic Setting—Dataset

Figure 19 correlates the accuracy values achieved by the classification model with the
percentage of records identified with covariate shifts in the four analyzed configurations.
Each individual point represents the percentage of records identified with a shift and the
corresponding accuracy achieved using the classification method in a specific experimental
session of a particular participant. For each participant, there are 3 points that correspond
to the three configurations. The results are presented considering each participant. The
analysis showed a correlation of −0.807, with a p value of 9 × 10−6.
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4. Discussion

Wearable EEG headsets are reaching a level of signal quality high enough to enter
the market via out-of-the-lab passive BCI applications, such as for training purposes or
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monitoring during critical operational activities, by maintaining both wearability and
comfort. In laboratory settings, standard EEG systems are usually employed, and it is good
practice and even feasible to control all the possible variables and prevent any confounding
effect, such as the quality of sensor contact and positioning. In contrast, in more real settings,
and by using wearable devices, it would not be possible to maintain the same level of
control; above all, it cannot be guaranteed that the position of the headset will be the same
among different recording sessions. This could induce possible variations in the control
features (e.g., EEG power spectrum) used in input to the machine learning model of the
passive BCI system, not related to physiological changes of the user’s state, causing a
covariate shift phenomenon in newly recorded data.

In the current study, we investigated the effectiveness of an algorithm for anomaly
detection, i.e., the isolation forest, in detecting the covariate shift phenomenon due to a
change in the headset’s sensors’ positioning among different sessions.

4.1. Detection

By looking at the results achieved in both the laboratory and realistic datasets, it is
quite evident that the covariate shift phenomenon significantly impacts the performance of
the machine learning algorithm behind the passive BCI system, inducing decrements of
even 20% in accuracy (p-value < 0.05), in the worst condition. In particular, the covariate
shift phenomenon is reflected in a degradation of classification performance, quantified
through accuracy, which becomes more pronounced with an increase in the shift. The
phenomenon seems to be more prominent, as expected, to a variation in both recording
and reference sensors’ positioning, with respect to the only recording or only reference
sensors’ positioning. In fact, no statistical difference was found between the latter two
configurations.

The significant difference in accuracy values is also highlighted by Cohen’s D val-
ues, which, in both the laboratory and realistic datasets, consistently exceed 2 for each
comparison between control configuration (or similar positioning) and test configuration.

It is worth noting to highlight that the phenomenon of covariate shift persists regard-
less of the amount of new testing data, as depicted in Figures 9 and 13. This observation
implies the persistent nature of data shifts over time, induced by the change in sensor
positioning. Hence, the need to detect the occurrence of the shift as soon as possible.

In this regard, the isolation forest method was able to significantly detect the covariate
shift phenomenon, on average, using just the first 15 s of new coming data, allowing the
possibility to alert the user to adjust the headset position or eventually to run correction
algorithms able to properly correct the data distribution accordingly.

4.2. Correction

Regarding the correction of the shift through the implementation of the proposed
linear transformation, it appears to be effective just in the case of the laboratory dataset
and only under specific conditions. In particular, Figure 14 highlights that the application
of this transformation has led to a significant enhancement in classification accuracy (and a
consequent significant decreasing of the detected covariate shift on corrected data) only for
the “Test diff Ref diff Chs” test. When comparing accuracy before and after the correction,
a significant increasing emerges, with a p-value < 0.05. Nevertheless, the same behavior
is not observed in the case of the realistic dataset, where Figure 16 does not reveal any
significant difference in accuracy levels, with and without correction.

In the laboratory dataset, the application of the method resulted in a significant
difference between accuracy values before and after, notably highlighted by Cohen’s D
measure. This difference is particularly noticeable in the configuration where we expected
more variation in data (i.e., Test diff Ref diff Chs), where the Cohen’s D value reaches 6.48.
Conversely, in the realistic dataset, there is no Cohen’s D value indicating a significant
average difference in achieved accuracy values.
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In a realistic context, as described, the application of the correction function seems
to worsen the situation, compared to the control distribution, as depicted in Figure 17, in
contrast to the laboratory scenario (Figure 15).

This behavior could be associated with the lack of stationarity of the EEG signal in
similar conditions. In particular, even if participants have been asked to keep their eyes
open during the three repetitions, it cannot be guaranteed that the elicited features used
to normalize the new data with anomalies were the same, apart from the difference in
sensors’ position.

On the contrary, the analysis performed over the repeated sessions of the laboratory
dataset (MATB) showed stability in EEG traces during rest sessions (i.e., eyes-opened),
maybe because the participant was asked in that specific case to look at the interface
without reacting. To assess this stability, we employed an index based on the percentage of
data affected by covariate shift, using the same methodologies as described in this study.
Specifically, for each session of each participant, we built an Isolation Forest model and
tested it against the remaining 11 sessions, considering the four configurations described
in this work. The results, presented in Figure 10, reveal that the blue and violet curves
exhibit similar trends (p-value > 0.05). However, as we move to conditions with different
sensor positioning, we observe an increase in the percentage of data affected by covariate
shifts. The worst condition (depicted by the orange curve) occurs when both recording and
reference sensor changes are introduced with respect to the original sensor’s positioning
(Control data).

4.3. Correlation between Covariate Shift and Accuracy

In conclusion, the analysis conducted on the correlation between the percentage of
data with covariate shift and the accuracy of the classification model revealed a strong
negative and significant correlation in both datasets. To perform this analysis, we applied
the repeated measures correlation method [65], averaging the values for each participant.
In the laboratory dataset, a correlation with a coefficient of −0.62 (p-value < 0.001) was
observed, while in the realistic dataset, we found an even stronger correlation with a
coefficient of −0.81 (p-value < 0.001).

An evident limitation of this initial exploratory study lies in the limited number of
subjects involved in both datasets. While we were able to treat sessions as independent
tests in the laboratory dataset, thereby increasing the number of tests for more statistically
robust results, this approach was not feasible for the realistic dataset. Another limitation
is the homogeneity of certain variables (e.g., age, tasks) that could pose challenges for
drawing definitive inferences from the results. However, this study represents an initial
exploration of a new method for detecting Covariate Shift under specific conditions, which
will undoubtedly be further investigated using subsequent research. For example, we aim
to expand the number of subjects involved and consider different working configurations
in future research. Additionally, we plan to explore alternative correction methods that
take into account the lack of stationarity of the control features, compensate for the data
distortion induced by a different position, and mitigate the covariate shift phenomenon. In
addition, more repeatable features than the EEG features in resting state, e.g., eyes blinks,
will be investigated since they could be used as a more stable reference to correct the new
coming data affected by covariate shift.

5. Conclusions

This work has introduced and validated a method that is able to detect the covariate
shift occurrence induced by variations in the positioning of the EEG headset during multiple
experimental sessions. The method has been tested both in a controlled setting, in which the
differences in headset positioning were simulated by considering near electrodes (e.g., Fz
with FPz, Pz with POz), and in a more realistic setting, in which a commercial wearable
headset has been used, and it was mimic the situation in which the user was expected to
wear the headset in a similar position, or in a completely different position, with respect to
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an initial one. Results showed that the isolation forest method proposed in this study was
able to significantly detect the presence of the covariate shift phenomenon by using just
15 s of new coming data, independent of the severity of the anomaly, and in a completely
not supervised way (i.e., the methods needs just original data, but does not need any
knowledge about the kind of anomaly that could happen on new recorded data).

Our proposed solution differs significantly from existing solutions and studies in the
literature for several reasons. Primarily, we utilize a wearable device to mimic what would
probably happen in an out-of-the-lab situation. This approach simulates, in fact, the use of
passive BCI applications outside of controlled laboratory environments.

Furthermore, our method stands out as it does not rely on using an already collected
test dataset, whether labelled or unlabelled. It solely calibrates on the data from one session
(assumed to be devoid of data affected by covariate shift) and can be used in real-time to
predict, for instance, the presence of Covariate Shift during the recording of new sessions.
This implies its capability to identify these variations as they occur, without the need for
pre-existing data.

Additionally, the application field on which our method was developed and tested
involves headset movements during different recording sessions in passive BCI applications
for neurometric analysis, particularly for analyzing cognitive workload.

In addition, applying a simple linear normalization to data does not allow compensa-
tion for the negative effect induced by the different positions, and this behavior could be
related to the lack of stationarity hypothesis in the EEG signal. We believe that the proposed
normalization-based correction method performs well in the laboratory task but not in the
realistic one due to the stability of the EEG signal during the recording of the resting-state
sessions (i.e., open-eyes).
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