DOUBLE MULTIPLICATIVE POISSON VERTEX ALGEBRAS

MAXIME FAIRON AND DANIELE VALERI

ABSTRACT. We develop the theory of double multiplicative Poisson vertex algebras. These
structures, defined at the level of associative algebras, are shown to be such that they induce a
classical structure of multiplicative Poisson vertex algebra on the corresponding representation
spaces. Moreover, we prove that they are in one-to-one correspondence with local lattice dou-
ble Poisson algebras, a new important class among Van den Bergh’s double Poisson algebras.
We derive several classification results, and we exhibit their relation to non-abelian integrable
differential-difference equations. A rigorous definition of double multiplicative Poisson vertex
algebras in the non-local and rational cases is also provided.
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1. INTRODUCTION

Given a unital associative algebra V, Van den Bergh [VdBI1] introduced the structure of a
double bracket on V as a map

{— -} VxVv->VveV, (ab) — {ab},

which is linear in both arguments and which enjoys properties of derivation and skewsymmetry,
see Subsection 3.1 for the definition. The importance of double brackets can then be realised
through representation theory as follows. Denoting by k the base field of V, we can form the
representation space Rep(V, N) parametrised by representations of V over kv, N > 1. The
coordinate ring of this affine scheme is generated by the functions a;;, where (aij)1§¢7j§ N is the
matrix-valued function on Rep(V, N) corresponding to a € V. Then, it was observed by Van
den Bergh that the operation {—, —} on Rep(V, N) satisfying

{aij, bu} = fa, 0} fa, 0}y, a,beV, 1<ij kI <N, (1.1)

(here, we use a strong version of Sweedler’s notation : d ® d” := d € V ® V) defines a
unique skewsymmetric biderivation over Rep(V, N). This gives an example of application of
the Kontsevich-Rosenberg principle [Ko, KR], which states that the non-commutative version
P of a property P defined over commutative algebras should give back P when we go from an
associative algebra V to (the coordinate ring of) its representation spaces Rep(V, N). Further-
more, it was possible to generalise this construction using (1.1) to introduce non-commutative
versions of Lie algebras [S, ORS, DSKV], (quasi-)Poisson algebras [VdB1], Lie-Rinehart algebras
[VdB2], or Poisson vertex algebras [DSKV] and Courant-Dorfman algebras [FH]. This paper is

devoted to pursue the Kontsevich-Rosenberg principle even further using (1.1) by bringing to
1



2 MAXIME FAIRON AND DANIELE VALERI

light the non-commutative version of multiplicative Poisson vertex algebras, which have recently
been introduced by De Sole, Kac, Valeri and Wakimoto [DSKVW1, DSKVW2].

To understand the objects at stake, recall that a Poisson algebra is a commutative algebra
V endowed with a Poisson bracket {—,—}. In other words, V is equipped with a Lie bracket
that is compatible with the commutative product on V, see Definition 2.1. Let us assume that
V admits an infinite order automorphism S € Aut(V) such that it commutes with the Poisson
bracket, i.e.

SO{—,—}:{—,—}O(SXS), (12)
and such that, for a,b € V', we have {S"(a), b} = 0, for all but finitely many n € Z. In this case,

we call V' a local lattice Poisson algebra. Then, it was observed in [DSKVW1] that the Poisson
bracket on V' can be equivalently understood in terms of a bilinear operation

{2 =1V xV = VA, (1.3)

(here A should be seen as a formal parameter) defined for any a,b € V by

{aab} =) A*{S"(a),b} . (1.4)

ne”

Note that only finitely many terms are non-zero in the right-hand side of (1.4). We refer to
Proposition 2.3 for a precise statement. Due to the defining properties of the Poisson bracket
and the compatibility with S given by (1.2), the map (1.3) inherits several useful properties: it
is skewsymmetric (2.2a), sesquilinear (2.1a), and it satisfies Leibniz rules (2.1b)—(2.1¢) as well
as an analogue of Jacobi identity (2.2b). In full generalities, an operation on V' of the form (1.3)
satisfying these assumptions is called a multiplicative Poisson vertex algebra, see Definition 2.2.
Hence, this proves a correspondence, that can be depicted as follows:

{local lattice Poisson algebras} & {multiplicative Poisson vertex algebras} (1.5)

As mentioned earlier, there is a non-commutative version of Poisson algebras due to Van den
Bergh [VdBI1]. Our definition of a non-commutative version of multiplicative Poisson vertex
algebras is motivated by the correspondence (1.5). Namely, if we replace Poisson algebras
by Van den Bergh’s double Poisson algebras in (1.5), we end up with the notion of a double
multiplicative Poisson vertex algebra. The main ingredient used in the definition is then a double
multiplicative A-bracket, which is a suitable “double” generalization of (1.4). This is a bilinear
map

-3 :vxv = Ve,

defined over an associative algebra V endowed with an automorphism S, see Definition 3.8.
Hence, in Proposition 3.14, we get the correspondence

{local lattice double Poisson algebras} & {double multiplicative Poisson vertex algebras}

which is the “double” analogue of (1.5). This analogy is precisely stated in Corollary 5.5, where
we show that the non-commutative correspondence (Proposition 3.14) implies the commutative
correspondence (Proposition 2.3) when going to representation spaces, i.e. when going from
V to V = k[Rep(V, N)]. That result crucially depends on Van den Bergh’s work [VdB1], and
the fact that a double multiplicative Poisson vertex algebra induces on representation spaces a
structure of multiplicative Poisson vertex algebra through a mapping of the form (1.1).

The relation that we have just outlined to the commutative theory developed in [DSKVW1,
DSKVW?2] is crucial for applications. Indeed, it is shown in [DSKVW1, DSKVW2] how multi-
plicative Poisson vertex algebras are useful to understand the structure of differential-difference
equations. In our case, the non-commutative version of this theory allows us to understand
the structure of non-abelian (i.e. matrix-valued) differential-difference equations. We are able
to construct several families of integrable hierarchies of differential-difference equations in that
way, see e.g. §6.4.2. This important application to integrable systems motivates us in the
same way to investigate the double multiplicative Poisson vertex algebra structures on algebras
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of non-commutative difference functions extending the algebra of non-commutative difference
polynomials in ¢ > 1 variables u; := u; o

Re=k(uin|1<i<tlineZ)y, Suin)=uinti-

We perform a classification of double multiplicative Poisson vertex algebra structures on R and
R, see Proposition 4.8 and Theorem 4.14 respectively.

Layout of the paper. In Section 2, we review the correspondence between Poisson algebras
and multiplicative Poisson vertex algebras. We also introduce some operations induced on tensor
products of an algebra. In Section 3, we state the key definition of a double multiplicative Poisson
vertex algebra, before deriving several properties and examples. Next, we provide classification
results for double multiplicative Poisson vertex algebras as part of Section 4. Then, we explain in
Section 5 how a double multiplicative Poisson vertex algebra structure on an algebra ) induces
a multiplicative Poisson vertex algebra structure on the associated (commutative) algebra Vy =
k[Rep(V, N)]. In Section 6, we apply our theory to the study of differential-difference equations.
Finally, in Section 7 we outline how to modify double multiplicative Poisson vertex algebras in
the non-local or rational cases, and we provide several examples.

Relation to the work of Casati-Wang. While we were working on this project, we became
aware that a parallel investigation on double multiplicative Poisson vertex algebras was carried
out independently by Casati and Wang [CW2]. For the reader’s convenience, let us outline the
main differences between these two works. Firstly, Casati and Wang [CW2] introduced double
multiplicative Poisson vertex algebras on the space of non-commutative Laurent polynomials
with an infinite order automorphism, while we work in the more general setup of algebras of
non-commutative difference functions and we provide classification results in Section 4. Their
motivation stems from the integrability of non-abelian difference equations, which we also con-
sider in Section 6, though we do not study the several non-local examples gathered in [CW2,
Sect. 6]. Secondly, they compare the formalism of double multiplicative A-brackets to the (dif-
ference version of the) f-formalism of Olver and Sokolov [OS]. In particular, their comparison
uses a graded version of double multiplicative A-brackets, which we do not consider. In the
present work, we exclusively use the formalism of double multiplicative Poisson vertex algebras
for computations, and we present a deeper study of their algebraic structure. For example, we
give a correspondence with lattice double Poisson algebras in §3.3, and we explain in Section
5 that double multiplicative Poisson vertex algebras induce usual multiplicative Poisson vertex
algebra structures (cf. [DSKVW1, DSKVW2]) on their representation spaces, in agreement with
the Kontsevich-Rosenberg principle.

Acknowledgments. We wish to thank Sylvain Carpentier for useful and stimulating discus-
sions. We are also grateful to Matteo Casati for sharing with us a preliminary version of the work
[CW2] and for enlightening discussions on this topic. M.F. is supported by a Rankin-Sneddon
Research Fellowship of the University of Glasgow. D.V. acknowledges the financial support of
the project MMNLP (Mathematical Methods in Non Linear Physics) of the INFN.

2. PRELIMINARIES

Throughout the paper k denotes a field of characteristic zero (assumed to be algebraically
closed for computations), and unadorned tensor products are taken over k.

2.1. Commutative Poisson structures. In this subsection, we follow [DSKVW1]. All alge-
bras are unital commutative algebras over k.

Definition 2.1. A Poisson algebra is an algebra V endowed with a Poisson bracket, i.e. a linear
map

{—,-}: VeV =V, a®b— {a,b},
which is skewsymmetric, i.e. {a,b} = —{b,a}, satisfies the Left and right Leibniz rules

{a,bc} = {a,b}c+ b{a,c}, {ab,c} ={a,c}b+a{b,c},
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and the Jacobi identity

{av {bv C}} - {b> {CL,C}} - {{a7 b}a C} =0,

for all a,b,c € V.
A lattice Poisson algebra is a Poisson algebra V' with an infinite order automorphism S €
Aut(V), namely for all a,b € V,

S(ab) = S(@S(b) and S({a,b}) = {S(a), SB)}
It is called local if, for every a,b € V', {S™(a),b} = 0 for all but finitely many n € Z.

Definition 2.2. Let V be an algebra endowed with an automorphism S € Aut(V).
A multiplicative A-bracket on V is a linear map

{(—2=}: VeV VDY, a@be {ayb},

such that for any a,b,c € V,

{S(a)rb} = A" Haxndb}, {arS(b)} = AS({axb}), (sesquilinearity) (2.1a)
{axbc} = {arb}e + baxc}, (left Leibniz rule) (2.1b)
{abyc} = {a,\xc}<‘zzsb> + <‘zzsa> {brac} . (right Leibniz rule) (2.1c)

We say that V' is a multiplicative Poisson vertex algebra if it admits a multiplicative A-bracket
{—x—} satisfying

{axb} = —}xzs{b)\—lx—la}, (skewsymmetry) (2.2a)
{ax{buct} — {bu{arc}} — {{axb}ruct =0. (Jacobi identity) (2.2b)

In the above formulas, given an element a(\) = .o, axrA¥ € V[AE!], we use the notation

b) =3 @St (B

keZ

a()\az)(‘

=S

Furthermore, let us set mResy a(\) = ap. The next result can be found in [DSKVW1I, §3.1].

Proposition 2.3. If V is a multiplicative Poisson vertex algebra with multiplicative \-bracket
{—=x—} and automorphism S € Aut(V), then V is a local lattice Poisson algebra with the Poisson
bracket

{a,b} = mResy{ar b}, a,be V. (2.3)

Conversely, if V is a local lattice Poisson algebra with Poisson bracket {—, —} and automorphism
S € Aut(V), then we can endow it with a structure of multiplicative Poisson vertex algebra with
the multiplicative A-bracket

{aab} :=>_ X"{S"(a),b}, a,beV. (2.4)

ne”L

Remark 2.4. If V is simply a vector space with an invertible endomorphism S, we can define
the notion of a local lattice Lie algebra from Definition 2.1 by forgetting the derivation rules.
Similarly, a multiplicative Lie conformal algebra is obtained from Definition 2.2 by omitting the
Leibniz rules (2.1b)—(2.1c). Then, Proposition 2.3 can be weakened to an equivalence between
these two structures, and this result originally appeared in [GKK].

2.2. Operations on an algebra. Let V be a unital associative algebra over a field k of char-
acteristic 0.
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2.2.1. Basic operations. We introduce several notations following [VdB1, DSKV]. Given n > 2,
we can form the tensor product V", which we see as an associative algebra for

(a1 ®...0a,)(b1 ®...®by) =a1b1 ® ... @ apby, .
When n = 2, we use a strong version of Sweedler’s notation

A= A@Al =AoA cVeV
l

to denote elements. The permutation endomorphism (—)? on V ® V is given by
(a®b)=b®a. (2.5)
In full generalities for n > 2, we introduce the permutation
VISV 1@ . @ap > (01®...®00,)7 =0, @01 R ... @ ap_1 - (2.6)
We introduce the outer and inner bimodule structures on ¥V ® V by
aAb=aA" ®A'b, axAxb=Ab®aA", a,beV, AcVRV. (2.7)
We define left and right V-module structures on V®" as follows. For 0 <i <n — 1,
bk (a1 ®...Qap) =01 ® ... R a; ba;r1 R ait2 @ ... R ay,
(M ®...0a,)*b=01®...Q ap—i—1 ® apn—ib@ ap_it1 @ ... ayp .

For i = 0, these are just the multiplication on the left of the left-most component, and on the
right of the right-most component. In that case, we omit to write %¢, so that bA = b g A and
Ab = A xy b for any A € V. We set *;.,, = *; to define the operation for any i € Z.

Next, we introduce tensor product rules as maps V ® V& — V"t For 0 <i<n — 1,

bRi (a1 ®...0a,) =01 ®...0; QDR ai11 Q... ayn,
(A1 ®...0a,)Rib=01® ... Q00— QbR ap_i11 X ... ayp,
We omit the subscript for ¢ = 0 from now on.
Finally, there is an associative product e on V ® V defined by
AeB=AB @B"A". (2.8)
The permutation o defined in (2.5) is an antihomomorphism for this product:
(AeB)” =DB%e A”. (2.9)

From (2.7) we get that the inner and outer bimodule structures of ¥V ® V are related to the
associative product in (2.8) as follows

A'BA" =AeB=DB"xAxB.

We can define three possible left and right module structures for (V¥2, ) on V®3, denoted by
o;,i=1,2,3, as follows

Ao (zy®z2) =2 Ay 24", (ryRz)eA=x0yd @ A"z,
Aoy(rywz)=AryezA", (ryRz)e A=Ay A"z, (2.10)
Aoy (z@yR2)=A20yA"®z2, (@eyRz)esA=1A' @Ay 2z,

The following result appeared in [DSKV].

Lemma 2.5. (a) The o; left (and right) actions of V®? on V3 are indeed actions, i.e. they
are associative with respect to the e-product of V&2:

Ae;(Be; X)=(AeB)e; X and (Xe;A)e; B=Xe;(AeB),
for every A,B € V®2 and X € V3,
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(b) The left o; and the right o, actions commute for every i, = 1,2,3 such that |i — j| # 2
A.i (XO]B) = (A.ZX) .jB

for every A,B € V€2 and X € V&3,
(c) The o1 and e3 left (resp. right) actions of VE2 on V&3 commute:

Ao (Bez3 X)=DBe3(Ae; X) and (X ey A)e3 B=(Xe3B)e; A,

for every A, B € V% and X € V3. (In general, the o; and e; left (resp. right) actions do
NOT commute if |i — j| =1.)

2.2.2. Extending derivations and homomorphisms. Consider a derivation 0 € Der(V, M) where
M is a V-bimodule. We can extend 9 to V™ by acting only on one copy of V as

a(i) L Y@M _y e(i-1) ®M®V®(m—i) ’ 8@)(@1 R Rap) =01 R0(a;) D Rap, (2.11)

for any 1 < i < m. In particular, we denote the induced derivations 9y, 9,y on the leftmost
and rightmost factors by 0, Or respectively, i.e.

Op 1 VO = M@ Vel - g YEm - e @ £

2.12
(a1 ®...Qap) =0(a1)®...Qay, Or(a1®...Qan)=01®...R3(an). (2:12)
We also extend 9 to V™ by
m
0:=Y 9y VI — o <V®(i‘1) OM® V®(m‘i)) ,
=1 (2.13)

n
8(a1®...®am):Za1®...®ai_1®8(ai)®ai+1®...®am.
=1

When M = V®" we call 9 and n-fold derivation. For a 2-fold derivation d € Der(V, V¥2) which
satisfies by definition

d(ab) = ad(b)’ @ O(b)" + d(a) @ d(a)"b,
we get for example that
da®b)=0r(a®b)+0r(a®b), where

Ip(a®b) =0(a) ®0(a)" @b, Or(a®b)=axdb) adb)". (2.14)

We will use the natural bimodule structure on Der(V, V®?) induced by the inner bimodule
structure of V ® V:

(adb)(f) = ax0(f) *b=0(f)'b®ad(f)”, a,b,f€V,0ec Der(V,V??).

Given a collection of 2-fold derivations 01, ...,d; in Der(V, V¥2), we say that they are linearly
independent if the identity (a;, b; € V)

l
Zaz@bz = O, (2.15)
i=1

implies a; = 0 or b; = 0, for every ¢ = 1,...,£. If £ is infinite, we require that this condition is
satisfied for any finite subset of {9;}¢_; .
Assume that S € Hom(V) is an algebra homomorphism. Then we can extend S to V¥ by

S(a1® ... 0 am) = S(a1) ® ... S(am). (2.16)

In particular, if S € Aut(V), this defines an automorphism of Aut(V®™). As in the case of
derivations, we can adapt the construction to act on one copy of V only, or to consider an
arbitrary algebra homomorphism Vi — V.

IThere is a misprint in Lemma 2.5(b) in [DSKV] and the further assumption |i — j| # 2 is omitted.
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2.2.3. Representation algebra. Let N € N*. We define Vy as the commutative algebra generated
by symbols a;; for a € V and 1 <14,j5 < N, which are subject to the relations

Ly =6i, (ab)y= Y awbrj, (aa+Bb)y = aai;+ by,
1<k<N

for any a,b € V, o, € k, 1 < 4,7 < N. We call Vy the N-th representation algebra of
V. Clearly, Vy is finitely generated if V has this property. Recall that Vy is the coordinate
ring of the representation scheme Rep(V, N) parametrised by representations of V on kV. If
0 € Der(V), it induces a derivation of Vy from its definition on generators as d(ai;) = (9(a))i;-
If S € Aut(V), it induces an automorphism of Vi as S(ai;) = (S(a))i;-

3. DOUBLE MULTIPLICATIVE POISSON VERTEX ALGEBRAS

3.1. Review on double Poisson algebras. In this subsection we let V be a unital associative
algebra over k. We review the notion of double bracket and double Poisson algebra introduced
in [VdB1]. Example 3.4 is taken from [P], while Example 3.5 is a special case of [VdB1, §6.3]
for a one-loop quiver.

Definition 3.1. A double bracket (or 2-fold bracket) on V is a linear map
{— -} vev-veV, aob— {abd},
such that for all a,b,c € V

{a,b} = —{b,a}’ , (cyclic skewsymmetry) (3.1a)
{a,bc} = {a, b} c+b{a,c}, (left Leibniz rule) (3.1b)
{ab,c} = {a,c} x1 b+ ax {b,c} . (right Leibniz rule) (3.1c)

Given a double bracket, we introduce the maps

fla.t' @b}, = {a b} @b, fa oty =t'e{ab"},

fa'®a” b}, = {a' 0} @1a", fla @a", b} 5 =d @ {d",0]} .
Definition 3.2. A double Poisson algebra is an algebra V endowed with a double bracket such
that for all a,b,c € V

{a,{b.c}}, — {0, {a,c}}r — {{a,b},c}, =0. (Jacobi identity) (3.2)

In that case, we say that {—, —} is a double Poisson bracket.

Remark 3.3. In Definition 3.2, we chose the condition (3.2) which is given in [DSKV] and is
equivalent to the original condition of Van den Bergh [VdB1] :

{{a’7 {b, CB’}}L + ({{bv {C, a}}L)J + ({C, {a, b}}}}L)UQ =0.

Example 3.4. Let V = k[u]. It is shown in [P, VdBI1] that a double bracket {—,—} on V is a
double Poisson bracket if and only if it satisfies

{u,u} =@l -10u)+ B @1 -10u*) +y(u*@u—u®u?),
where o, 8,7 € k satisfy 5% = ar.

Example 3.5. Let V = k(u,v). Then {u,u} = 0= {v,v}, {v,u} =1® 1 defines a double
Poisson bracket.

Double Poisson brackets can be seen as a non-commutative version of Poisson brackets due
to the next result, where we use the notations from §2.2.3.

Theorem 3.6. Assume that {—, —} is a double bracket on V. Then there is a unique skewsym-
metric biderivation on Vi which satisfies for any a,b €V, 1<14,j <N,

{aij, b} = {a, b}, fa, 0} - (3.3)

Furthermore, if {—, —} is a double Poisson bracket, then (Vn,{—,—}) is a Poisson algebra.
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3.2. Definition and first properties. In the sequel we assume that V is a unital associative
algebra endowed with an infinite order automorphism S € Aut(V).

Definition 3.7. A double multiplicative A-bracket on V is a linear map

{—-3: VeV - VY)Y, ab— {arb}

such that
{S(a)Ab} = X" axd} , farSH)} = AS({arb}), (sesquilinearity) (3.4a)
farbe} = {arb} e+ b farch , (left Leibniz rule) (3.4b)
{abrc} = {arec} =1 (‘x25b> + (‘z:sa) 1 {brzc) (right Leibniz rule) (3.4c)

In (3.4c) and further we use the following notation (cf. Subsection 2.1): for P(A) = Y pp A" €
Ve V)[A\ A7 and a,b € V, we let

a(le=sP(A2)b) = >~ a(AS)" (pnb), (3.5)

namely, we substitute the variable z by the automorphism S acting on the terms enclosed in
parenthesis. Note that the two equations in (3.4a) imply

Sfab} = {S(@)S®)}, abeV. (3.6)

Given a double multiplicative A-bracket, we introduce the maps
ot/ @b}, = b} o8, fab ot} =¥ {ad"), (3.7a)
fa'©a"e}, = fanb} o1 (| _a"), (3.7h)
fla'oab}, = (|, _ @) @1 fa"xb} - (3.7c)

Definition 3.8. A double multiplicative Poisson vertex algebra is an algebra V endowed with a
multiplicative A-bracket such that

faxb} = —| _o fbor-1,-1a37 (skewsymmetry) (3.8a)
fax {buch B, — o Lanch B — {{{aAb}}M c}}L =0. (Jacobi identity) (3.8b)
Remark 3.9. Under (3.8a) the rules (3.4b) and (3.4¢) are equivalent.
The following result will be useful for computations.

Lemma 3.10. (a) The sesquilinearity relations

{{S<A))\B}}L(resp.R) ="t {{AAB}}L(resp.R) )
{{A)\S(B)}}L(resp.R) =AS {{A)\B]}L(resp.R) )

hold if either A or B lies in V ® V, and the other one lies in V.
(b) For every a € V and B,C € V®2, we have

{axBeC};, = Bey {arC}, + {arB}, &1 C,
{{QABOC}}R:BOQ {a,\C}}R+{{a>\B}}R03C. (39)
{BeCraly, = {Bra}p @3 (lo=sC) + {Craalp @1 (lo=sB7) -

In the last equation we are using the notation (3.5).

Proof. Straightforward. O
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3.2.1. Property of Jacobi identity. Given a double multiplicative A-bracket on V, introduce the
map
{{_)\ —p _H, . V®3 N V®3[)\:t1, /’Lil] ’
farbuch = far fbuchh, — fouflareh b — {farbhrcf}
A direct comparison with (3.8b) yields that a double multiplicative A-bracket which is skewsym-

metric and such that the map (3.10) vanishes yields, by definition, a double multiplicative
Poisson vertex algebra structure on V.

(3.10)

Lemma 3.11. Given a skewsymmetric double multiplicative A-bracket on V, we have

Utabely, =~ {0y, -

Proof. Using skewsymmetry (3.8a) and the first identity in Lemma 3.10(a), we have
(b, ~— (sl o}, ~~ b ),
as desired. O
As an application of this lemma, remark that we can equivalently define (3.10) as
farbucy == fax {buch Y, — {bu farch}p + {{{bua}}iu c}}L . (3.11)
The following properties of the operation (3.10) can also be proven.

Lemma 3.12. Given a double multiplicative \-bracket {—x—} on V, we have

{arb,S(c)} = AuS(farbuch), (3.12)
{arbucd} = c {arb,d} + farbuchd. (3.13)

Furthermore, if {—x—} is skewsymmetric, we have
{arbuch = - {buen-1-1,-1a 7, (3.14)

In particular, given a subset Ko C V such that the elements of K = {S*(u) | u € Ko, i € Z}
generates ¥V as an associative algebra, then the map (3.10) vanishes identically on V if and only
if we have {axb,c} =0 for any a,b,c € Ky.

Proof. The proof goes along the lines of Lemma 3.4 in [DSKV]. It is easy to get (3.12) by
combining sesquilinearity (3.4a) (only for the second argument) with the definition of the map
(3.10). In the same way, we can obtain (3.13) from the left Leibniz rule (3.4b).

To check (3.14), we note the following identities which require skewsymmetry (3.8a):

for fouck b, == (| _, {Hbuck sre1a}”) © fuch”
|y (el sy g b))
= | ({bue¥ sramah @1 (| g fouck))
= | ek 0}

foufarc} P = — (|,_g fer—1a-10}") © {bu(|,_g fer-1,—1a}) }
= | _s ({ tersea) @ flersaoal”)”
= | _ o forrmmal By

Loads, e} = (s T0ad) © {00 nac))”

== [oes (foual @ ferrmramr {buad )"
=~ |,—s flerx1uma fuad B -
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Thus, writing {axb,c} through (3.11), we get that (3.14) holds after writing the right-hand side
with (3.10).
For the second part of the lemma, note that as a consequence of (3.14) we can write

farS(b)uch :,u_l {arbucl ,  {S(a)rbucl = AL farbuch ,
{{a)\bduc}} :(‘x:Sb) *9 {{a,\dmc}} + {{a)\bwc}} *1 (‘x:Sd) , (3.15)
fadyb,ch :(’xzsa) w1 {dazbuch + {arabuch *2 (’x:Sd) . (3.16)
Since we have derivation and sesquilinearity rules in the three arguments of the map (3.10), this

operation is completely determined by its value on the elements of Ky. In particular, the map
(3.10) vanishes if and only if it does when evaluated on the elements of K. O

3.3. Relation to local lattice double Poisson algebras. We introduce here the notion of
a local lattice double Poisson algebra, which is equivalent to that of a double multiplicative
Poisson vertex algebra.

Definition 3.13. A lattice double Poisson algebra is a double Poisson algebra V' with an infinite
order automorphism S € Aut(V), namely (a,b € V)

S(ab) = S(a)S(b) and  S({a,b}) = {S(a),S()} .
It is called local if, for every a,b € V, we have
{5"(a),b} =0, for all but finitely many values of n € Z. (3.17)
For an element a()\) = Y apAF € VO AT, n > 1, we define its multiplicative residue by
mRes) a(\) = ag .

Proposition 3.14. IfV is a double multiplicative Poisson vertex algebra with double multiplica-
tive X\-bracket {—x—} and automorphism S € Aut(V), then V is a local lattice double Poisson
algebra with the double Poisson bracket

{a,b} = mRes) {arb}, a,be V. (3.18)

Conversely, if V is a local lattice double Poisson algebra with double Poisson bracket {—,—}
and automorphism S € Aut(V), then we can endow it with a structure of a double multiplicative
Poisson vertex algebra with the double multiplicative A-bracket

farb} =D A" {S"(a), b}, a,beV. (3.19)

ne”L

Proof. Applying mRes) to both sides of equation (3.6) it follows that S {a,b} = {S(a), S(b)}.
Cyclic skewsymmetry of the double bracket (3.18) follows by applying mRes) to both sides of
(3.8a) and using the fact that mResy a()\) = mResy a(A~1). Left and right Leibniz rules (3.1b)-
(3.1c), respectively Jacobi identity, for the double bracket (3.18) follow by applying mRes) mRes,,
to (3.4b)-(3.4c), respectively (3.8b).

Conversely, let {axb}, a,b € V be defined by (3.19). Note that {a b} € (V ® V)[\,A7!] by
(3.17). Moreover, we have

£S5} =D AL (@), b =AY AT LS (@), 0 = A7 {anb) |
neL neL

and, using the fact that S is an automorphism,

farS®)} =D A" {S™(a), SO} = ASD A {5 (a), ] = AS {arb}

nez neL
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proving sesquilinearity (3.4a). Next, we have

fabrck =D A" (5™(a) #1 8" (), ch + {57 (a), c} =1 5"(0))
=300 ((], ) 4570 + 15" @cb = (| 0))
:(‘y:5a> #1 {orych + farych x1 (‘y:5b> ’

which proves the right Leibniz rule (3.4c) for (3.19). The left Leibniz rule (3.4b) can be proven
similarly. Finally, we prove the Jacobi identity for (3.19). Note that

{ax {buCH’}L - {bu {{GJ)\C}}}}R
3T (S™(@), £57(0), b}, — £57(0), 5™ (@), chh )

:ZAmMn f45™ (), S"®)},c}, by (3.2)

)

=Y 1w S )} s}y -

Hence, by (3.4a), we have
far {ouch b, — {bu farch } g
=> "\ {5 (fanb}) @ 5™ (faxb}"),

=3 A 8™ (faxb}), e} @1 8™ (faxb}")
=S )" 5" ({arby).c o (| Hontd”) = {{asbhy e, -

This concludes the proof. O

We can get several examples of double multiplicative Poisson vertex algebras using Proposition
3.14.

Example 3.15. Let V be a double Poisson algebra with double Poisson bracket {—, —}. Con-
sider the unital associative algebra V = k[S,S7!] ® V. In other words, V is isomorphic to the
direct sum of infinitely many copies of V' and the automorphism S is the “shift” operator. We
can endow )V with a lattice double Poisson algebra structure with

{S™®a,S" @b} = 6pmn(S" @ S™) fa, b}, a,beV. (3.20)

Example 3.16. As a special case of Example 3.15 consider the double Poisson algebra V' from
Example 3.4 with @« = 1 and 8 = v = 0. Then V = k[S, 57| ® V = k{(u; | i € Z), where
S(u;) = uit1, @ € Z. The double Poisson bracket (3.20) on generators then reads

{{ui,u]} = 5Z'j(u]' ®R1I-1® ’LL]') .

Using Proposition 3.14, we get a double multiplicative Poisson vertex algebra structure on V
defined on generators by

{uinu; } =N " (w01 —1@uj) = AS) (u; @1 — 1 @),
and extended using sequilinearity and the Leibniz rules.

Example 3.17. Fix ¢ > 1, and consider the algebra V = k{(u,;,v,; | 1 <r </{,i € Z) with the
automorphism S defined by S(uy;) = uyi+1 and S(vy;) = vy i+1. We can endow V with a lattice
double Poisson algebra structure (cf. Example 3.5) with

{u’l‘,’ia us,j}} =0= {{U’r,ia Us,j}} ) {{U’I‘,ia us,j}} = 5rs(5ij 1®1.
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By Proposition 3.14, we get a double multiplicative Poisson vertex algebra structure on V defined
on generators by

{{ur,i )\us,j}} = 07 {{Ur,i )\Us,j}} = 07 {{Ur,i)\us,j}} = 57"3)\]'71' 1®1 )
and extended using sesquilinearity and Leibniz rules.
3.3.1. Finite order automorphism. The construction of this section still holds in the case when

S is an automorphism of finite order e > 1. In that case, from the sesquilinearity axiom (2.1a),
we get that the following relation should be satisfied for every a,b € V:

{axb} = {S™¢(a)rb} = A*{axb}.

Hence, if S is an automorphism of finite order e > 1, a double multiplicative A-bracket is a map
-} VeV - (VeV)|\/(A\ —1), satistying (3.4a), (3.4b) and (3.4c). Then we still have
Example 3.15 where k[S, S~1] should be replaced by k[S]/(S¢ — 1). Furthermore, all results of
this and the next sections extend to this framework with little changes.

Example 3.18. Fix e > 1 and consider the algebra V = k(u; | j € Z/eZ) with the automor-
phism S of V given by u; = u;4+1. On V we can define the double Poisson bracket
{{ui,uj]} = 6ij(uj ®R1I-1® Uj) ,

which can be obtained from e copies of Example 3.4 with o = 1, 3 = v = 0. The automorphism
S of V has order e and commutes with {—,—}}. Using Proposition 3.14, we get a double
multiplicative Poisson vertex algebra structure on V completely determined by

{{ui)\uj}} = /\[j_i](uj RI-—1® Uj) ,
where 0 < [j — 7] < e is the remainder of j — ¢ modulo e. This example can be seen as a closed
chain version of Example 3.16.

Example 3.19. For ¢ > 1, we form the algebra V = k(uy,...,ug,v1,...,vp), which admits a
double Poisson bracket by taking ¢ copies of Example 3.5 :

fuisuj} =0=fui,v;}, fvi,u;} =611,
If we consider the automorphism S of V given by u; — v;, v; — —u;, we can show that (k > 0)
S2EHL () = (—1)Pug, 8% (u;) = (=1 Pu, S (0) = (— 1)y, S2(0;) = (—1)F; .
Hence, S has order 4. Moreover, we have
S{visui}) = 0yl © 1 = — {ui, vi} = §5(vi), S(uy)}

from which it follows that S commutes with {—, —}. Using Proposition 3.14, we get a double
multiplicative Poisson vertex algebra structure on V completely determined by

fuiru;} =0;;(A =21 @1), oo} =0;(A=2)(1®1), fuiru} =6;(1—X)(1®1).

4. DOUBLE MULTIPLICATIVE POISSON VERTEX ALGEBRA STRUCTURE ON AN ALGEBRA OF
(NON-COMMUTATIVE) DIFFERENCE FUNCTIONS

4.1. The algebra of non-commutative difference operators. Let V be a unital associa-
tive algebra with an automorphism S and consider the space (V ® V)[S, S~!]. We extend the
associative product e on V® V defined by (2.8) to an associative product on (V ® V)[S, S~!] by
letting, for a,b € V ® V and m,n € Z:

aS™ e bS™ = (a e S™(b)) S = (d'S™(V) @ S™(b")a") S™™, (4.1)
and extending it by linearity to (V ® V)[S,S™!']. We then call (V ® V)[S,S™!] the algebra

of scalar (non-commutative) difference operators. The action of a scalar difference operator
AS) =X, czanS" € V@ V)[S, S on f €V is given by

AS)f =) a,S"(f)al;. (4.2)

ne”L
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The adjoint of A(S) is the difference operator

:ZS*”.@Z:Z(S*n(ag)(gsfn(a%)) s, (43)

ne’l nel

where in the second identity we used (4.1) (the element (1®1)S* € (V@ V)[S, S, k € Z, will
be usually simply denoted by S*¥). Using (2.9), it is immediate to check that
(A(S) @ B(S))" = B*(S) ¢ A*(S), A(S),B(S) € Ve V)[S,571]. (4.4)
The symbol of a scalar difference operator A(S) =3, .7 anS™ € (V®V)[S, S7!] is the Laurent
polynomial
= Z anz" € (Ve V)[z, 27 1. (4.5)
neZ
The formula for the symbol of products of scalar difference operators A(S)e B(.S), and its adjoint
(A(S) @ B(S))* is
(Ae B)(z) = A(2S) e B(2), (Ae B)*(z) = B*(25) e A*(2) . (4.6)
More generally, for every ¢ > 1, the space Matyy ((V ® V)[S,S71]) is an algebra with the
product (4.1) extended componentwise using matrix multiplication: if H(S) = (Hij(S))tf

i,7=1"

K(S) = (Kij(9)); ;—; € Matye (V@ V)[S,57Y), then (H o K)(S) = ((H ¢ K);;(5));,_; €

Matgx (V@ V)[S,S71]), where
(H Zsz ) e Kii(S) € (V@ VS, S7Y.

We call it the algebra of (non—commutatlve) matrix difference operators over V. The action of
H(S) = (Hi;(S)); ,_, € Matgyg ((v ®V)[S, S71)), where

3,j=1
=Y HijmS"c(VaV)Is, S,

neL

(note that the sum is finite) on a vector F € V* is given by extending (4.2) componentwise
l
F)i =Y Hy(S) ZH;MS” VH 0, i=1,...0. (4.7)

)4
The adjoint of H(.S) is the matrix difference operator H*(S) = (H* (S)) _y , where the scalar
i

difference operator H7;(S) is obtained using (4.3). Equation (4.4) holds for A(S),B(S) €

Matgx (V@ V)[S,S71]) as well. The symbol of the matrix difference operator H(S) is ob-
tained using equation (4.5) componentwise.

4.2. Algebras of non-commutative difference functions and double multiplicative
Poisson vertex algebras. Consider the algebra of non-commutative difference polynomials
Ry in £ variables u;, i € I = {1,...,¢}. It is the algebra of non-commutative polynomials in the
indeterminates u; p,

Rg:k<ui7n | 1 GI,n€Z>,
endowed with an automorphism S, defined on generators by S(u; ) = ;i n+1, and partial deriva-
tives a : R —> R®R, for every ¢ € I and n € Z, defined on monomials by

0
B (uil,nl .- 'uisms) = E :511@71'5"1@,” Uiyng + - Wig g g & Wigq1,nppqr - - Wigng (4'8)
i,n

which are commuting 2-fold derivations of Ry (using the terminology of [DSKV]) such that
0 3}

So i = Tt ofS. (4.9)
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In (4.9), S is extended to V®? using (2.16). Given the partial derivative %7 iel, nelz,
recall the derivations (83_ ) ( 9 )R : V®2 — V¥3 defined by (2.12).

Ui,m L’ 8ui,7rL

Lemma 4.1. For any non-commutative difference polynomial f € Ry, andi,j € I andn,m € Z,
the partial derivatives strongly commute, i.e. we have

9 of ([ 9 of
8ui7m La’U,j’n - 8Uj’n R@ui,m'

Proof. Same as the proof of Lemma 2.6 in [DSKV]. O

Definition 4.2. An algebra of difference functions in £ variables is a unital associative algebra
V), with an automorphism S, endowed with strongly commuting linearly independent (cf. (2.15))
2-fold derivations 87 YV —=>VeV,icel={1,..,0l}n¢€Z, such that (4.9) holds and, for

every f €V, we have (%Zf - =0 for all but finitely many choices of indices (i,n) € I X Z.

An example of such an algebra is the algebra R,, endowed with the 2-fold derivations defined
n (4.8), or its localization by non-zero elements. Note that Ry is in fact an algebra of difference
functions in m variables, where 1 < m < /. In this case we should think of the variables wu;,
i > m as quasiconstants, i.e. they lie in the kernel of the 2-fold derivations defining the structure
of algebra of difference functions of V (see [DSK3)).

Theorem 4.3. (a) Any double multiplicative A\-bracket on Ry has the form (f,g € Ry):

Uad= ¥ s exs funah s e (|20 ) 0 )

ijel T
m,nEL

where o denotes the associative product on Ry ® Ry defined in (2.8), and we are using the
notation (3.5).

(b) Let V be an algebra of difference functions in £ variables. Let H(\) be an £ x ¢ matriz with
entries in (V @ V)[\, A7, We denote its entries by H;j(\) = {uj u:}, i,j € I. Then
formula (4.10) defines a double multiplicative A-bracket on V.

(c) Equation (4.10) defines a structure of a double multiplicative Poisson vertex algebra on V if
and only if the skewsymmetry aziom (3.8a) and the Jacobi identity (3.8b) hold on the u;’s

Proof. Similar to the proof for the analogue result in [DSKV, Th.3.10]. O
Remark 4.4. Let H(S) = (H;;(9)) E Matgye (V@ V)[S,S71]), where Hy;(S) is the scalar
difference operator with symbol H;j(\) = {{u] /\ul}} (cf. (4.5)). Recalling the definition of

the adjoint matrix difference operator H *(S) (cf. equation (4 3)) then skewsymmetry axiom

(3.8a) on generators means that the matrix difference operator H(S) is skew-adjoint, that is
H*(S)=—H(S).

Definition 4.5. A matrix difference operator H(S) = (Hij(S))szl, with entries H;;(S) €

(V@ V)[S,S7!], such that the double multiplicative A-bracket (4.10) with {u;,u;}} = Hy;(\)
satisfies skewsymmetry (3.8a) and Jacobi identity (3.8b) on the generators w;’s of the algebra of
difference functions V is called a (local) Poisson structure on V.

4.3. Double multiplicative Poisson vertex algebra structures on R;. In this section we
provide some classification results of double multiplicative Poisson vertex algebra structures on
R:=Ri = k<u1|2 S Z> Let
H(S) =) fis" € ROR)[S, 5]
kEZ

be a difference operator with coefficients in R ® R and define a double multiplicative A-bracket
on R using the Master Formula (4.10) where

fusul = HON) =D fud*. (4.11)

kEZ
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We have that
—fur-rgu}” == SFFIAR
kEZ
Hence, skewsymmetry holds on generators if and only if
fo=—S"f%, keZ. (4.12)

Next, using the Master Formula (4.10) and equation (4.11) we have that Jacobi identity on
generators becomes the following equation

‘ . (Of! ‘ o of .
Z <)\2+ij <afj, o Ska) ® fi - /\juﬁkf]/' ® <3{Z o Slfk)

U

e 9\ (4.13)
_)\iJerrkMiJrk (fk ° Si+k <8uj> ) ®1 SlJrkf]//) —0.
Equation (4.13) can also be rewritten as
. | . o 0 ;
SN () (f) s ST =Mt (=) (f;) o1 S S
i,5,k€EL Oui ) 1 Oui )
w (4.14)

A -
_)\z+j+kﬂl+k <Sl+k (au—l>L (f]) o3 f]?) > =0.

Arguing similarly to Lemma 2.6 in [DSKVW?2], it is possible to show that

fk:fk(u,ul,...uk), k>0. (4,15)

Indeed, for any i« > k > 0 we obtain that f; is independent of u; by looking at the terms

in AN P and ANt with N = max{i|f; # 0}. We can obtain in the same way that for

1 < —k <0, f_ is independent of u;; this is equivalent to having fj independent of u; for i < 0.
Let us assume that fi =0, for k # 0, in (4.11). By (4.15) and (4.12) we have that

{{U)\u} = f, where f = f(u) — _fa )
In this case, the Jacobi identity (4.14) reads

2

(5:) W= (5) wer=((55) wr) =0

This is the same condition defining double Poisson structures on k[u]. By the results in [P, VdB1]
(see Example 3.4) we have that

f=aw®l-10u)+u? @1 -10u?)+~v(u’@u—u®u?),

where a, 3,7 € k are such that 5% = .
Next, we study the case when f; # 0 in (4.11), for some k € Z. In the sequel, we will use the
following result.

Lemma 4.6. Let f,ge R®R and k € Z.
(a) If

() s ()7

f'=su+q, ¢ =wr+p, sp=qr,
where s,q,r,p lie in the kernel of B%k'

(b) If .
(ai)R(f) °1 9= <<£k>L(g") * f”)a ;

ff=ws+q, ¢ =rug+p, ps=rq,

then

then
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where s,q,r,p liec in the kernel of %

Proof. Let us prove part (a). Using (2.14), (2.6) and (2.10) we have
0 . 8f/ ' / " 8f/ " "
(o), 01009 () 729 (5) o7
a O'2 89/ " ag/ /!
v o _ " Y9 1
<<3Uk>L(g) "l > d <3Uk> Gee <5Uk> -

Hence we need to solve the equation

and

of' ' / w(Of . " , [ 9d' . I dg’ ' I
— = — — . 4.16
(auk)g@’g o) T = ou) €9\ ou ) ! (4.16)
This gives the conditions
af/ " ag/ /
ek, ek,
<8uk> auk
from which we get f' = suy + ¢ and ¢’ = upr + p, with s,¢,r,p in the kernel of %. Hence,
% =s®1 and g—g; = 1®r. Substituting these expressions in (4.16) we get that s, g, r, p should
satisfy
s(ugr +p) = (sur + q)r,
which implies sp = ¢r and concludes the proof of the claim. Part (b) is proven similarly. O

Let g = g(u) € kju] @ k[u] C R®R (that is ;Tgn =0, for every n # 0) and let r()\) € k[\, A7!]
be such that r(A~!) = —r()\). We consider the double multiplicative A-bracket on R defined by
furul} = ger(AS)g°. (4.17)

Proposition 4.7. The \-bracket (4.17) defines a double multiplicative Poisson vertex algebra
structure on R if and only if g is of the form (up to a constant multiple that can be absorbed in

r(A))
g=(au+pB)®@(acu+p), «,Bck. (4.18)

Proof. The A-bracket (4.17) is clearly skewsymmetric in view of the assumption on r(\) and
(2.9). By a direct computation, using Lemma 3.10, equations (3.7a), (3.7b), the Master Formula
(4.10), the assumption on r(\) and Lemma 2.5(b)-(c), the Jacobi identity on generators becomes

(((5) @wa=(5) @era)errO8i ) ssrwsis”
+g e r(AuS) <<<§U>L (97) ®39 — g7 & <<aau> . (g)>02> o3 7“(/\5)9"> (4.19)
o) (((3) @rea=s7 0 ((5) @) )erriusia) =0,

It is straightforward to check that if g is as in (4.18) then the LHS of (4.19) vanishes. On the
other hand, let us assume that r(A) has order N > 1. Then, vanishing of the coefficient of
AV N in the LHS of (4.19) gives

(@) rme (@) o

Using the identity (4 € R®2, B € R®3)
A% 0y B = (B ey A"

(@) (o) e

we have that
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From (4.20) and (4.21) it follows that g € k[u] ® k[u] must satisfy the equation

2

(5:) wssa=((5s) @ea)

By Lemma 4.6(a) with £ = 0 and ¢? in place of f, and using the fact that ker % Nklu] =k,
we have ¢ = au + b, ¢’ = cu + d, where a, b, c,d € k satisfy ad = bc. Hence, up to a constant
factor, it is necessary for g to be as in (4.18). This concludes the proof. (Il

For N > 1, more generally, let us define a skewsymmetric double multiplicative A-bracket on
R by
fwu} = AN — (AS) N, (4.22)
where f € R®R. The next result provides a classification of all the simplest non-trivial examples
of double multiplicative Poisson vertex algebra structures on R.

Proposition 4.8. Fiz N > 1. Then, (4.22) defines a double multiplicative Poisson vertex
algebra structure on R if and only if f = g e SNg, where g is as in (4.18).

We will prove the classification result by checking the conditions given by the Jacobi identity
(4.14) for fy == f, f-n = =S7™N(f°) and f = 0 if k # N,—N. Recall that by (4.15),
f=f(u,uq,...,uyn). First we need the following result.

Lemma 4.9. If the double \-bracket (4.22) satisfies Jacobi identity, then f = f(u,un).

Proof. For 1 < a < N — 1, we get by looking at the terms in AN Ty and AN+ in (4.14)
that

9 o gy 9 o gy
(o) a5 =0, () (esn=0,
More explicitly, we expand the above identities using (2.10) and get
af, ' (o] ! « 1 af, ! " !/ 8f// ' (o] ! (o] 1 8f” ”_
(52) steset (52) or =0, ro(fe) sese () o
Since f # 0, 2° = 0 and %: =0for 1 <a<N-—1,so0that f = f'(u,uny) @ f"(u,un). O

? O

Proof of Proposition 4.8. Vanishing of the coefficient of A2V " in the LHS of (4.14) gives the

equation
2

8 N p a N o 7
(5) essr = (o) S*ner)
By Lemma 4.6(a) with k = N and SV f in place of g we get

f=swun +qu), SNf =unr(uan) +pluay), sp=gqr,
where s, q € k[u] = ker % Nk(u,uy) and r,p € klugn| = ker % Nk(un,uon). The condition
sp = qr then implies that f’ = (au+ B)(auy + 3) for some «, § € k. Similarly, vanishing of the
coefficient of AN 2V in the LHS of (4.14) and using (4.9) gives the equation

(50) Das¥r=((50) ¥ wr)

which, again by Lemma 4.6(b) gives f” = (yun + §)(yu + J). Hence,
f=Ff®f" = (au+B)(aun + B) ® (yun + 8)(yu + J)
= ((au+8) @ (yu +9)) o S¥ ((ou + B) @ (yu +9)) .

Next, we show that a0 = 8. By Proposition 4.7, this will conclude the proof of the claim. To
do so, we look at the vanishing of the coefficient of AN uV in the LHS of (4.14). This gives the

identity

(4.23)
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From (4.8) and (4.23) we have

<8>L(f):a@(OéUN‘FB)@(’YUN—i—(S)(’YU-F(S),

ou
5 (4.25)
(5) ()= (@u+ ey +5)8 (uw +3) @ 7.
U/ R
Substituting equations (4.25) in (4.24) we get that f need to satisfy the identity
alau+ B)(auy + B) @ (yun + 8)(yu + 6)(qun + B) @ (yun + 6)(yu + 9)
= (au+ B)(aun + B) @ (yun + 0)(au + B)(auny + B) @ y(yun + §)(yu + §),
which is equivalent to a(yu + §) = v(au + 8) and implies ad = 5. O

Remark 4.10. In [CW2], it is shown that if R is a double multiplicative Poisson vertex algebra
for

furu} = FA+g+0S)71 7,
then g = 0 and f is as in Proposition 4.8.
4.4. Double multiplicative Poisson vertex algebra structures on Rjy. Let us consider
R = k(u;,v;|i € Z) with a double multiplicative Poisson vertex algebra structure such that

furu} = 0 and {vyv} = 0. The following result gives a criterion for such structure, and it is
proven in §4.4.1.

Proposition 4.11. Assume that Rs is equipped with the skewsymmetric double multiplicative
A-bracket given by

furu} =0, {oav} =0, furv} =D oA € Ro @R[N, (4.26)
kEZ
Then R is a double multiplicative Poisson vertex algebra if and only if
ge= Y Khgv'u@up?, K, <k,
a,b,c,d=0,1

where the following conditions are satisfied:
e for all k,1 € Z distinct and for any a,b,c,d,a’, b, ,d € {0,1},

KtpeaKanyero =KopeaKayen » (4.27a)
KinaK oo s =KboaKinea s (4.27b)
e for any k € Z and for any a,b,c,d € {0, 1},
Koy Kloea =Kipoe Kbas Ve =0,1, (4.28a)
Koy KTeca =Kiper Ko s Ve =0, 1, (4.28b)
Kc]fbloKfoCd :K§b01K§1cd’ (4.28¢)
KooK T1eq =K1 Kooea (4.28d)

Example 4.12. If only finitely many coeflicients aj := K {‘3111 € k are non-zero, we get that
{urv} = Z o vug @ upv AP (4.29)
keZ

yields a double multiplicative Poisson vertex algebra. Indeed, all the conditions gathered in
Proposition 4.11 are quadratic relations in which at least one factor on each side has an index
0. In the same way, for oy := Kgooo ck

{upv} = Zak 11\, (4.30)
keZ

yields trivially a double multiplicative Poisson vertex algebra.
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The double A-brackets (4.29) and (4.30) are very similar to the two cases from the classification
with one generator given in Proposition 4.8. The following example is quadratic and has no
analogue in the case of an algebra generated by one element.

Example 4.13. For any « € k*, the skewsymmetric double multiplicative A-bracket given by
fwu} =0, foro} =0, f{unv}=@CVRu+u®v+av®v+a tu®@u) A",

yields a double multiplicative Poisson vertex algebra. This can be obtained by checking the
conditions from Proposition 4.11 where for fixed k € Z,

k k k k -1
Kipio = 1= Koi01, Koot =@, Kopp=o .
The four coefficients can not be chosen independently since, for example, (4.28¢) yields
E\2 k k E 2
(KTo10)” = K101 Kor10 = (Koro1)” -

Building on the previous example, the following result is proven in §4.4.2 and provides a
classification when there is only one non-zero element g in (4.26).

Theorem 4.14. Assume that Ro is equipped with the skewsymmetric double multiplicative \-
bracket given by

fuyu} =0, forv} =0, fuw} =g\, forgeRy @Ry, kel. (4.31)
Then R is a double multiplicative Poisson vertex algebra if and only if after a translation
(u,v) = (u+p,v+v), pvek, (4.32)

the element g satisfies exactly one of the following five conditions:
(1)) g=al®1, a€k;
(ii) g =av®v, a € k”;
(i1i) g = aur @ ug, a € k*;
(iv) g:av®v+b[v®uk—l—uk®v]+§uk®uk, a,bek*;
(v) g:avuk®ukv+b[vuk®1+1®ukv}—1—%1@)1, ack*, bek.

Note that the distinct cases can not be related through (4.32), but some are equivalent if one
uses linear transformations. Indeed, cases (ii) and (iii) in Theorem 4.14 are related through

(u,v) = (v,u), ar— —a, kw— —k,
while cases (ii) and (iv) are equivalent under the map (u,v) — (u,v — 2uy).
Remark 4.15. If we have a double A-bracket satisfying Theorem 4.14 of the form
furul =0, Lo} =0, {Lurv} =g € R2®Ra,

then it defines a double Poisson bracket that is compatible with the automorphism S. Note
that quadratic double Poisson brackets on free algebras are classified in [ORS]. Modulo a linear
transformation, the three quadratic cases from Theorem 4.14 (with k£ = 0) are all equivalent to

{fu,u} =0, {v,0} =0, {u,v}=v®0v,

which corresponds to Case 4 in [ORS, Theorem 1]. We also note that the quartic case from
condition (v) in Theorem 4.14 with k£ = 0 is a new example of double Poisson bracket, to the
best of our knowledge.

Remark 4.16. In view of the theory presented in Section 6, the interest of Proposition 4.11 lies in
the fact that these A-brackets give rise to commuting families of differential-difference equations
as we have m {{uk aut }} = 0 trivially. The same holds with v replacing .
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4.4.1. Proof of Proposition 4.11. We assume that {uyv}} = >, grA\F £ 0 from now on. We first
remark that the Jacobi identity (3.8b) with a = b = u and ¢ = v has only its first two terms
which are non-zero since {uyu} = 0. Denoting it {uyu,v}, we can then compute that

furwwy = Y A (%)L(Qk) 35" (1)

k,I,n€eZ

‘ 5 (4.33)
— > Mum (80) (g5) @1 5™ (9s)
7,m,s€EZ m/ R
which must vanish. Similarly, we compute
(o = 3 0t s (50) (@7 eas™ (g7
kln€eZ n—k/ L
4.34
j, m+s Qj 0 o m-+s/ o ( )
= D NS o) (97)) e ST,
jym,s€EZ m=J/ R

which must also vanish.
Lemma 4.17. For any k € Z, g depends only on v and uy.
Proof. Since {uyv} € Ra ® Ro[AF!], there exists
Ny =max{k | gr #0}, N_ =min{k | gy #0}.
We now adapt [DSKVW?2, Lemma 2.6]. Denoting g, = g;, ® g/, we introduce for all k

dg;,
Do: #0}.

g,
81}1'

it = max{i | 2% 40}, ji = min{i |

Assuming that #}, > 0, we see that the term in A% TN+ ¥ in (4.33) is (81’2_/ ) (gr) ®3 S (gn, ),
k/ L
which is non-zero by assumption, a contradiction. Thus 4}, < 0. Similarly, if j; < 0, we look at
the term in Mk tN- ¥ in (4.33) and get a contradiction. Thus the dependence of gl on the (v)
is only on v = vyg.
In the exact same way, introduce

a /! 8 !
if = max{i | S 0}, i = min{i | ZE # 0}
K3 2

If i > 0 or jI' < 0, we look at the terms in \eu?k ™+ or \fydi V= in (4.33) and get contradic-
tions. Thus gi depends only on v and the (us).
Next, we do the same with (4.34). For

8// 8//
i = max{i| S 0}, s =min{i | 52 # 0},

we note that if )/ > k or s < k, then k +7", > 0 or k+s”, < 0, so that by looking at the

term in AFH7ETN= R o ARFSTENE R iy (4.34) we get contradictions. Similarly, for

A9,
8ui

# 0},

/ - ag;q / . .
r, =max{i | == # 0}, s; =min{7 |
Gui
we get contradictions if rj, > k or s}, < k by looking at the terms in /\kukMLk_N* or )\k,uk“,*k_N
in (4.34). Hence gy can only depend on uy. |
Lemma 4.18. We have that

§ : k a, b c,d k
gk = K(lbcdv Uy, &® Upv-, Kabcd S k.
a,b,c,d=0,1
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Proof. Due to the previous lemma, we can write (4.33) as

furupw} =D Apk K;})L (k) ®3 g1 — (;})R(gz) ° gk] : (4.35)

kIEZ

This vanishes if the following coefficient of M u* is zero :

ag/ !/ ag/ " ag// !/ ag// 1
T = <aj> g gl ((%’“> ®gp—g® ( E);) 9k ® g < 8;) : (4.36)

We can look at the first and third copies in the tensor product, and we see that to have cancel-

lations we need , 1
8 / 8 /!
(agk> =k (a@ <

These conditions mean that we must have for any k that

9k = 0Pk,1 (U)v + VP2 (uk) + Pr3(ur)v + pra(ug)
for some py ;(2) € k[z] ® k[z2].
Next, we remark that we can write (4.34) as

ag ag 8 g g
forvaud =D Nph [5’“ <8uk>L (971) 03 S'(g7;) — " <8uz>R (971) o1 Sk(gk)} :
klEZ
(4.37)
So the term in Ay is
9s*(g",)\’ 95*(5") )"
Tl2k = <8u Sl(gl—lz) ® Sl(gl—l) T ou ® Sk(gl_k)
4.
Shiq" aSl(ng) ,Sk " Sk(q! 6Sl(9/—l) ’ 3
- S(9%) ® “ou (9Z%) ® S"(9_4) “ou | -
Looking at the first and third copies in the tensor product, we see that we need
ask " ! 6Sl / "
<(gk)) €k, <(gl) ck.
ou ou
These conditions mean that we must have for any k that
975 = Qi1 (V)u—p + u_kqr2(v) + qe3(V)u_ + qra(v),
for some gy, ;(2) € k[z] ® k[z]. Gathering both conditions yield the result. O

To finish the proof of the proposition, we remark that the two conditions (4.28¢)—(4.28d) with
fixed k € Z and a,b,c,d € {0,1} are equivalent to the two identities

ko ok ko ook ko ok ko ok
K108 70cd T Kap11800cd =EKapo0E11cd T Kapo1 EK01cd » (4.39a)

a

KoK oed + KooK Trea =K1 Kboea + Ko Kiea - (4.39b)

Lemma 4.19. We have {uyu,v} = 0 if and only if the identities (4.27a), (4.28b) and (4.39b)
hold.

Proof. The vanishing of {uyu,v} is equivalent to the vanishing of each Tllk (4.36). Plugging

the form of g in it, we get that
k l as, b2 c2, ds, b1 c1,.dy as, b2 c2, a1,,b1 c1,,dy
E KalbmdlKangchg [alv U2 @ uptvPuyt @ ut vt — do vy @ uptvttuy @ uytv
a;bic;d;=0,1

So the factor appearing in front of the term UGQU?Z ® uy? Ueuzl ® uy! o™ s

belcldl Kcll,2b2626 - belcldl KCZI,QbQCQI ° (440)
If e = +1, this factor must vanish, but this is always true. If e = 0 instead and k # [, (4.40)

must vanish, and this is equivalent to (4.27a). If e = 0 and k = [, note that the terms with the



22 MAXIME FAIRON AND DANIELE VALERI

same by + co add up since the second factor of the tensor product becomes uZlJch. Ifeco=01=0

or cg = by = +1, we get that (4.40) vanishes which is equivalent to (4.28b).
If ¢ca + by = +1, we sum up the coefficients (4.40) for ca = 0,b; = +1 and ¢; = +1,b; = 0,
and this sum must vanish. This is (4.39b). ]

In the same way, we prove the next result :

Lemma 4.20. We have {vyv,ul} =0 if and only if the identities (4.27b), (4.28a) and (4.39a)
hold.

Proof. The vanishing of {vyv,u} is equivalent to the vanishing of each Tle (4.38), which can
be simplified as

k l k l co, da as di ai, by
§ : [Ka1bl 1d, Ka2002d2 - Ka1b10d1 KGQOCQdQ] U vl X Ul /Uk' ® vk; u- . (4'41)
a;b;c;d;=0,1

The terms with k& # [ must vanish and are equivalent to (4.27b). When k = [, analysing the
cases for ag + d; € {0,1,2} gives (4.28a) and (4.39a). O

This finishes the proof of Proposition 4.11.
4.4.2. Proof of Theorem /.14. By Proposition 4.11, we can write

b d
g = E Kabcd vauk X Ui@ s Kabcd S ]k,
a,b,c,d=0,1

and the constants Kpeq satisfy (4.28a)—(4.28d) (with the index k omitted). We will repeatedly
need the following identities, which are special cases of (4.28a)—(4.28d) containing squares:

Kion =K1K = Kfio1,  Kgoro = KooooKor10 = Koo - (4.42a)
Kiio =K1 Koo = K- Koo = Koooo K101 = Kgor » (4.42b)
Koo =K1111Ko000 = Kgor1 - Koo = Kioo1 Koo = Ko - (4.42¢)

A. Kq111 = 0. We must have

g =Kor11our ® ug + K101 v @ v + Ki1010v @ ug, + Ko101ur ® v
+ Ki000v ® 1 4+ Koipour @ 1+ Kool @ ur, + Kooo1l @ v + Koo 1 @ 1.

A.1. Assume furthermore that K091 = Kg110 = 0. All the coefficients except Kgggp must be
zero, and the latter can take an arbitrary value while (4.28a)—(4.28d) are satisfied. This is case

(i).

A.2. Assume furthermore that Kgi10 = 0, K101 # 0. We must have

g=Ki001v®@v+ Kip00v @ 1+ Kooo11 @ v + Kogoo 1 @ 1.

By (4.28b), Ki1000K1001 = Ki1001Kogo1 so that Kiggo = Kogor- Up to making the translation
VU — %, we can assume that g = K001 v ® v + Kgopp 1 ® 1. Using (4.42b), Koooo = 0 and
all the conditions (4.28a)—(4.28d) are satisfied for an arbitrary Kigo1; this is case (ii).

A.3. Assume furthermore that K991 = 0, K110 # 0. By an argument similar to A.2, we are
in case (iii) of the statement after a translation.

A.4. Tf Kypo1 # 0 and Kp119 # 0, we can adapt the previous arguments to reduce to the case
g = Korour @ ug + K001 v @ v + K1010v ® ug + Kor01ux @ v,

after a translation. Note that the second identity in (4.42c) must hold, hence the four coefficients
are non-zero. MOI’GOVGI“, we get from (4280) that K1001K1010 = K1001K0101, from which K1010 =
Kp101. We must then be in case (iv), and it is easy to see that such a form will always satisfy
the conditions (4.28a)—(4.28d).

B. K111 # 0. We have as special cases of (4.28a) and (4.28b) that
K111 K011 = K101 K111, KiioK1111 = K11 Ko -
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Hence after the translation v — u — ﬁ‘ﬂi VU — ?1’31 we can assume that there is no term

in g which is cubic in (ug,v). This in turn implies that
g = Kiin VUE ® URU + KllOO vup @ 1+ K0011 1® ugv + K()(]O() 1®1.

The remaining terms are subject to the first identity in (4.42c), as well as KooooK1100 =
K011 Koooo which is a special case of (4.28d). Therefore g must be of the form given in case (v),
and it can be checked that g satisfies all the identities in (4.28a)—(4.28d).

5. RELATION TO REPRESENTATION SPACES

Given an associative algebra V), recall that for N > 1 we can form the N-th representation
algebra Vy defined in §2.2.3. We also have that each S € Aut(V) induces an automorphism
of Vy from its definition on generators by S(a;j) = (S(a));j. We will prove the analogue of
Theorem 3.6 and [DSKV, §3.7] for multiplicative Poisson vertex algebras.

Theorem 5.1. Assume that {—x—} is a double multiplicative A-bracket on V. Then there is a
unique multiplicative A-bracket on Vyn which satisfies for any a,b €V, 1 <1i,j < N,

{aijab} = (anb)i;(anb)ii A", where {axb} = ((and)' & (and)")A".  (5.1)
nez nez
Furthermore, if (V,{—x—1}) is a double multiplicative Poisson vertex algebra, then (Vn,{—x—1})
18 a multiplicative Poisson vertex algebra.

Proof. We begin by proving the first part, which is similar to [DSKV, Prop. 3.20].

The operation {—y—} given by equation (5.1) is defined on generators and it is extended
uniquely to all elements of Vy by the Leibniz rules (2.1b)-(2.1c). To ensure that {—)—} is
well-defined, we need to show

N
{aija(be)u} =D {aijrbeucu’ , (5.2)
u=1

and do the same with respect to the first entry. To see that (5.2) holds, we compute the left-hand
side using (3.4b) as follows :

{aija(bo)i} = (anbe)ij(anbe) A"

neZ

=" [(@b)is ((@nb) )i + (blanc) Y anc)iy| A"
neL

_ Z Z [(anb k‘] (anb)t cu + bku(anc)uj (anc)i] A™.
neZ u=1

The same result can easily be obtained for the right-hand side of (5.2) using the Leibniz rule.
To get that {—,—} defined by (5.1) is a multiplicative A-bracket, it remains to check sesquilin-
earity (2.1a). This will follow if we can show that

{S(aij)abu} = A Haij b}, {aijaS(0)} = AS({agabri}) - (5.3)
For the first identity in (5.3), we have
{S(aij)abrr} ={S(a)ij b} = > (S(@)nd)i; (S(@)nb) A"

neZ
= Z A k] anb) A=A {az] N
nez
where we used (3.4a) for the third equality. The second identity in (5.3) is checked in the same
way.
If we have a double multiplicative Poisson vertex algebra we use (3.8a) in the form

> (anb) @ (anb)"A" = = > AT ((bna)” ® (bna))

neL nez
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to get that
{aijabi} =D _(and)i;(an)i A" = =Y A8 ((bna)y; (bna)iy)
ne”z nez
=- Z ATRST ((bna);l(bna)/k/j) = _<‘z:5{bkl>ﬁ1x*1azj}> )
nez

which gives that {—\—} defined by (5.1) satisfies the skewsymmetry property (2.2a). Then, we
can conclude because Jacobi identity (2.2b) holds by Lemma 5.2 whenever (3.8b) does. O

For the next lemma, we introduce some notations to go from V®3 to Vy. For any A =
d@ad ®@d" eV, and 1 <1i,j,k,1,m,n < N, we define

o
Aij kimn = Q5 Al O, -

We extend this operation in the obvious way to associate A;; ki mn € VN[/\ﬂ,uﬂ] to any A €
V®3[)\il,,uil].
Lemma 5.2. For any a,b,c € V and 1 < i,j,k,lu,v < N, if {—x—} is a double \-bracket
such that (3.8a) holds, then we have that

{aij )\{bklucuv}} - {bkl/\{aij ucuv}} - {{aij /\bkl}/\ucuv} = {a’)\bﬂc}}uj,il,kv - {{bﬂa)\c}}ul,kj,iv ’
where {—x—} is defined by (5.1), while {—x —, —} is given by (3.10).
Proof. Using the Leibniz rules for a multiplicative A-bracket and the definition (5.1), we have

{aij A{bklucuv}} = Z{%]‘A(ch);l(ch)%v}ﬂq

qEZ
= 3 [(@pbac) Vo (ap (bae) Vi (B0l + (ap(bye)" Vi (p (b)Y ()| AP
D,q€EZ
Similarly, —{bgi u{asj rcuv}} can be written as
> | = (Balape)Viabalape) Vi (ane)i — (balap)Vabylape) Vi (ape)is | Wu?
P,qEZ
while —{{a;; \bki } \pCuv } can be written as
57 [ (b)) (a5 (asb) — (bl (o)) S (aph)y)| Nt
P,qEZ

so that we get six terms for the left-hand side. Meanwhile, we can use (3.10) to get {axb,c},
and we can write

farbuchjipe = O (ap(ba) Vi (an(bye) Vi bge)fu NP1t
D,qEZL

- Z (apc);j(bq (apc)”);l(bq (apc)”),k/v)‘pﬂq
P,qEZ

_ Z ((apb):lc);jsq((apb)”)il((apb);C)kmAerqu-
D,QEZL
If we use (3.11) to expand {b,axc}, we can write

- {{b,ua)\c}}ul,kjjy == Z (bq(apc)/);l(bq(apc)/)lklj (%C);’v)‘p,uq
P,q€EZ

+ Z (ch);l(ap(ch)”);cj (ap(bge)”)ip AP p
D,qEL

= 3 ((apb)e)uS((aph) s (apb)ge) NP1yt
P,qEL
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It now suffices to see that the left- and right-hand sides coincide since S(dpn) = S(d)my for any
d € A and indices 1 <m,n < N. O

Example 5.3. Using V from Example 3.16, we get for N > 1 the representation algebra
VN = klupm;j | m € Z,1 < 4,5 < N| which is a multiplicative Poisson vertex algebra by
Theorem 5.1. The automorphism on Vy is given by S(umj) = um+1,ij, and the multiplicative
A-bracket satisfies

{tm ijrtin e} = A" (Un kOt — Unit0kj) -

Example 5.4. Combining Proposition 4.8 with ¥V = R; and Theorem 5.1, we get for N > 1
that the representation algebra Vy (as in Example 5.3) is a multiplicative Poisson vertex algebra
for the multiplicative A-bracket

{wijaury = (wunr) kg (uprw) g A = (wu_ )k (uopru)g A,

where u;; 1= ug;; and M > 1. For M = N =1, if we set u := w1 we get that the commutative
polynomial algebra in one variable k[u,, | m € Z] is equipped with the following multiplicative
A-bracket

{upyu} = vl —u?u? A7, (5.4)
This can be seen as the “square” of the A-bracket for the Volterra lattice [DSKVW2] given on
k[vs | s € Z] by

{vav} = v A —vv_ AL

Indeed, we recover (5.4) for u = v up to a factor.

Corollary 5.5. The (non-commutative) correspondence between local lattice double Poisson
algebras and double multiplicative Poisson vertex algebras from Proposition 3.1/ induces the
(commutative) correspondence between local lattice Poisson algebras and multiplicative Poisson
vertex algebras from Proposition 2.3 on representation spaces.

Proof. Fix a,b € V for V a local lattice double Poisson algebra with double Poisson bracket
{—,—}. By Proposition 3.14, V is a double multiplicative Poisson vertex algebra with multi-
plicative A-bracket given in (2.4).

Using Van den Bergh’s work [VdB1], (1.1) defines a Poisson bracket on V. It is easy to check
that Vy is a local lattice Poisson algebra by inducing S from V to V as in §2.2.3. Alternatively,
we can use Theorem 5.1 to get a multiplicative A-bracket on Vpy as follows. Recalling the first
equation in (5.1), we have

n( (3 19) n LS n
{az]Abkl} ZA anb k;] (anb) // Z)‘ {5™(a b}}k] {5"(a )’b};Il

neZ ne”L
=D NY{S™(@)ij, b} = Y A{S"(aij), bar}
ne”L nez

in agreement with (2.4).
Starting from the double multiplicative Poisson vertex algebra instead, we get in a similar
fashion that the induced Poisson bracket on Vy satisfies

{aij, b} = {a, b}, €a, b} = (3.0 (aob)kj (aob)j; = mResy Y (and)y;(anb)jiA" = mResy{aijabe} -
nez
This is consistent with (2.3). O

Corollary 5.5 can be summarised in terms of the commutative diagram depicted in Figure 1.

6. CONNECTION TO INTEGRABLE SYSTEMS

It is shown in [DSKV] that double Poisson vertex algebras provide a convenient framework to
study non-commutative partial differential equations. In this section we provide “multiplicative
versions” of some of the results in [DSKV] aimed at showing that double multiplicative Poisson
vertex algebras provide a convenient framework to study non-commutative differential-difference
equations. Several examples are presented in Section 6.4.
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Prop. 3.14

(Vv{{_v_}}NS) (V,{{—)\—}},S)
(1.1) (5.1)
(VN7{_7_}7S) frop. 23 (VNv{_A_}vs)
FIGURE 1.

6.1. The trace map and connection to Lie algebras. Let V be a unital associative algebra
endowed with an automorphism S of infinite order. We denote by m : V ® ¥V — V the mul-
tiplication map. We denote also by [V,V] C V the commutator subspace. For f € V, we let
tr(f) € V/[V, V] be the corresponding coset. Furthermore, for f € V, we also let [ f be the coset
of f € V in the quotient space

F=V/(V,V]+(S-1)V).
Given a double multiplicative A-bracket {—x—} on V we define the following map {—x—} :

VeV — VA by

{axb} = mfab} (6.1)
(the multiplication map on V ® V is extended to a multiplication map m : (V ® V)[A\,A71] —
V[A\, A7Y in the obvious way), and we also define the map {—, —~}:V®V — V by

{a,b} = m{ab}|r=1- (6.2)
Lemma 6.1. If {—\—} is a skewsymmetric double multiplicative \-bracket on V, then the
following identity holds in VO2[N\FL, u*] (a,b,c € V):
{ax{buch} — {bufarct} — {{arb}ruch = (m@1){arbuch} — (1 @ m){barch . (6.3)
where we set {axb® c} = {a b} ® ¢+ b® {axc}.

Proof. Let us compute the three terms on the LHS of (6.3). We get after a straightforward
computation

{ax{ouch} = me){ar{ouch e + (1 @ m){ar{buc}}r,
{bu{arct} = Q@ m){b{arc} o + (m@1){bu{arch}r,
H{axb}ucl = mel){{arb}ruchr + (1@ m){{arb}ruchr.

By skewsymmetry and Lemma 3.11, we can replace the last term in the RHS of the third equation
by —(1 @ m){{bua}r.c}r. Combining the three equations above, we then get (6.3). O

Theorem 6.2. Let V be a unital associative algebra with an automorphism S, endowed with a
double multiplicative A-bracket {—x—}. Let {—r—} and {—, —} be defined as in (6.1) and (6.2).
(a) S[V,V] C [V,V]. Hence, we have a well defined induced map (denoted, by abuse of notation,

by the same symbol) S : V/[V,V] — V/[V, V)], given by S(tr f) = tr(Sf).
(b) {[V,V]aV} =0, and {V\[V,V]} C [V, V]@k[\*1]. Hence, we have well defined induced maps

(denoted, by abuse of notation, by the same symbol)

{—a=}: V/V. VI xV = VAHY,
and
{21 Y/ VI < V/V. V] = Y/ VN,
given, respectively, by

{tr(f)ag} = m{frg}, (6.4)
{tr(f)rtr(g)} = tr(m{ fag}) - (6.5)

and
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(c) If the double multiplicative A-bracket is skewsymmetric, then so is the A\-bracket (6.5):

{tr(f)atr(g)} = —{tr(g)r-rg-1 tr(f)}

(d) If the double multiplicative \-bracket defines a structure of a double multiplicative Pois-
son vertex algebra on V, then the multiplicative A-bracket (6.5) satisfies the Jacobi identity

(f,g,heV)
{tr(f)a{tr(g)ptr(h)}} — {tr(g)p{tr(f)atr(h)}} = {{tr(f)rtr(g)tau tr(h)}

Hence, (6.5) endows V/[V,V] with a structure of multiplicative Lie conformal algebra (cf.
Remark 2.4). Furthermore, the A-action (6.4) of V/[V,V] on V defines a representation of
the multiplicative Lie conformal algebra V][V, V] given by conformal derivations of V.

(e) {{V,V]+(S—1)V,V} =0, and {V,[V,V] + (S — 1)V} C ([V,V] + (S — 1)V) @ k[A\FL]. Thus,
we have well defined induced brackets (denoted, by abuse of notation, by the same symbol)

{—,—}: FxV—=>V,
and
{——}: FxF—=F,
given, respectively, by
{/f.g} =m{frghhr=1, (6.6)
and
{Jf. Jg} = [m{faghlr=1- (6.7)

(f) If the double multiplicative \-bracket is skewsymmetric, then so is the bracket (6.7).

(9) If the double multiplicative \-bracket defines a structure of a double multiplicative Poisson
vertez algebra on V, then the bracket (6.7) defines a structure of a Lie algebra on F. Fur-
thermore, the action of F on V, given by (6.6), defines a representation of the Lie algebra
F by deriwations of V commuting with S.

Proof. Part (a) is straightforward, since S is an automorphism of V. Using the right Leibniz
rule we have, for a,b,c € V,

{abyxc} = m{abyc} = m <(|x:sa) @1 {brzch + {aracl} (|ngb)> .

The expression in parenthesis in the RHS above is unchanged if we switch a and b (since x ®;
ey =y erey = ®y")®1 ), so that we have {abyc} = {ba)c}. Furthermore, we can
compute that

{arbc} = mfarbe} = m (farb}e + bfarc}) = {arb}e + b{arc}.
Namely, the A-action {a) —} is by derivations of the associative product of V. This yields
{(I)\bC - Cb} = [ba {GAC}] + [{a/\b}a C] € [V¢V] ® k[)‘il] )

which finishes the proof of part (b). Part (c) is immediate. Part (d) is a direct consequence of
Lemma 6.1. Finally, parts (e), (f) and (g) can be proven in the same way. Alternatively, one
can use the standard construction that associates with a multiplicative Lie conformal algebra V'
the corresponding Lie algebra V/(S — 1)V and its representation on V. O

Remark 6.3. Lemma 6.1 and Theorem 6.2 are multiplicative versions of [DSKV, Lemma 3.5]
and [DSKV, Theorem 3.6], respectively.

6.2. Evolution differential-difference equations and Hamiltonian differential-difference

equations. Let V be an algebra of difference functions in the variable u;, i € I = {1,...,/(},
see Definition 4.2. An evolution differential-difference equation over V has the form
d .
Y_pev, icl. (6.8)

dt
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Assuming that time derivative commutes with the automorphism S, we have dqzli’" = S"(Py),
and, by the chain rule, a function f € V evolves according to

Toy w(wrym L) = xpp). (6.9)

ou;
(i,n)EIXZ L

We call F = V/([V,V] + (S — 1)V) the space of local functionals. An integral of motion is a
local functional [f € F constant in time:

dff / S m S"P aiin)zo. (6.10)

(i,n)EIXZ

We call vector field on V any derivation X : V — V of the form

0
X(H= >, In(ﬂm*lgl;), (6.11)
. Us,n
(i,n)EIXZ ’
where P;,, € V for all i,n. Note that the RHS of (6.11) is a finite sum because e f =0 for all

but finitely many choices of indices (i,n), as V is an algebra of difference functlons
An evolutionary vector field is a vector field commuting with the automorphism S. Gathering
(4.9) and (6.9), it must have the form

Xo(p)= 3 m((5"P)n )

(4,n)EIXZ

(6.12)

for P = (P;){_, € V¥, called the characteristics of the evolutionary vector field Xp.

Vector fields form a Lie algebra, and evolutionary vector fields form a Lie subalgebra, which
we denote respectively by Vect()) and Vect®(V). The Lie bracket of two evolutionary vector
fields Xp, Xg € Vect®(V) takes the usual form

[XP,XQ] = X[RQ} ,  where [P, Q]z = XP(QZ) — XQ(PZ) el

Equation (6.8) is called compatible with another evolution differential-difference equation ‘Zﬁ =

Q;, i € 1, if the corresponding evolutionary vector fields commute.
More generally, let V be a double multiplicative Poisson vertex algebra. The Hamiltonian
equation on V, associated with the Hamiltonian functional [h € F is

du
M (ha, (6.13)

for any w € V. An integral of motion for the Hamiltonian equation (6.13) is a local functional
[f € F such that {[h, [f} = 0. In this case, by Theorem 6.2(g), the evolutionary vector
fields X"* = {[h,—} and X/ = {[f,—} (called Hamiltonian vector fields) commute, hence
equations dt = {[f,u} and (6.13) are compatlble If we are given a family of independent local
functionals {[f | k¥ € Z+} whose evolutionary Hamiltonian vector fields {X/* | k € Z} are
pairwise commuting, we will say that the corresponding Hamiltonian equations defined through
(6.13) form an integrable hierarchy of Hamiltonian differential-difference equations.

Let us now assume that V is an algebra of difference functions in the variables u;, i € I,
and that the double multiplicative A-bracket {—x—} on V is given by a Poisson structure H(.5)
via (4.10), where {u;\u;}} = H;;(A). The Hamiltonian equation (6.13) becomes the following
evolution equation

m—mij (M), (6.14)

ou;

where we introduce the difference vama,twnal derivative 5%_ €V ®YV of h by

Sh ., Oh
Fu; Y5 : (6.15)

ou;
nEZy J,m
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In equation (6.14) S is moved to the right of the e product, acting on TJ Moreover, the Lie
bracket {—, —} on F defined by (6.7), becomes such that for all f,g € V:

Urdan = [ S u(32) w(man () ). (6.16)

i,J€1
Then, the notions of compatibility and of integrals of motion are consistent with those for general
evolution differential-difference equations, due to Theorem 4.3.

Remark 6.4. For H(S) € Matgy,(V ®@ V)[S] and F € V¥, let H(S)F € V* be defined by
(H(S)F)i =Y m(Hy(S) = Fy) = Y_ Hj;,(S"F)H],. (6.17)
jel JEINEZ
(Here, we used the notation Hy;(S) = >, o, (H.., ® H! )S™.) Then, formula (6.16) can be

ij,m ij,n
written in the more traditional form
{[f, [g}= / 6g- (H(S)of) ,

where (6f); =m ( of ) and - denotes the usual dot product of vectors. The latter notation is
compatible with the theory of the variational complex developed in §6.3, cf. (6.25).
Remark 6.5. Many of the results derived so far are compatible with their commutative analogues

[DSKVW1, DSKVW2] when we go from V to the N-th representation algebra Vi, N > 1 (see
Section 6). The role of V/[V, V)] is played by

Wi={trX(a)= ) ailacV}
1<i<N

where we denote by X'(a) = (a;j) the matrix-valued function representing the element a € V.
Similarly, we have to replace F by

Fu = VE/((S - DVE).

We note two important such results (assuming that V is a double multiplicative Poisson ver-
tex algebra). First, (6.6) induces a representation of the Lie algebra Fy on V by derivations
commuting with S through

{[trX(f), X(9)} = X(m{faghr=1) -

(The Lie bracket on Fy is obtained by projecting this identity to Fy x V&% then Fy x Fu, in
agreement with (6.7).) Second, a Hamiltonian functional [h € F gives rise to such a functional
JtrX(h) € Fn, and (6.13) induces the following Hamiltonian equation at the level of the
representation algebra Vy:

duw

= {[tr X (h), uij} = (m {hau} [r=1)ij ,

for all u € V and 1 < 4,57 < N. In particular, an integral of motion [f € F for [h induces
the integral of motion [trX(f) € Fy for [trX(h), and a (“non-commutative”) integrable
hierarchy on V as defined above induces a non-abelian (i.e. matrix-valued) integrable hierarchy
on Vy in the usual sense. Applying this point of view to the different examples gathered in §6.4
gives non-abelian integrable hierarchies of differential-difference equations.

6.3. de Rham complex over an algebra of difference functions. Let V be an algebra
of difference functions. The de Rham complex Q(V) of V is defined as the free product of the
algebra V and the algebra k(du;, |i € I = {1,...,¢}, n € Z) of non-commutative polynomials
in the variables du; ,. The action of the automorphism S is extended from V to (Z(V) by letting
S(éum) = 5u¢7n+1 for all (z,n) el xZ.

The algebra Q(V) has a Z-grading, denoted by p, such that f € V has degree p(f) = 0 and
the du;y’s have degree p(du; ) = 1. We consider Q(V) as a superalgebra, with superstructure
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compatible with the Z,-grading. Then, the subspace of elements of degree k, denoted QF V),
consists of linear combinations of terms of the form

W= f10Ui; my f20Uismy - - - fOUiy my, fi41 » Where f1,..., fry1 € V. (6.18)
Note that Q°(V) =V and Q1 (V) ~ & nyerxzVuin V-

We turn SNI(V) into a differential algebra by considering the de Rham differential ¢ on @(V)
defined as the odd derivation of degree 1 on the superalgebra Q()V) satisfying

=Y | o7 )'(mﬂ( of )"eﬁl(w for feV, and 6(6uin)=0. (6.19)

ou; ou;
(,n)EIXZ b b

The proof that § is a differential, i.e. 62 = 0, is a direct computation (it is the same as for the
algebra of differential functions, cf. [DSKV, §2.7]). Therefore we can consider the corresponding

cohomology complex (Q(V), 8).
Given a vector field Xp = Z(i,n)eImeO<Pm *1 %) € Vect(V) (cf. (6.11)), we define the

associated Lie derivative Lp : Q(V) — §~2(V) as the even derivation of degree 0 which extends
Xp from V, in such a way that Lp(du; ) = 0P, i € I, n € Z. We can also define the associated
contraction operator vp : Q(V) — ﬁ(V) as the odd derivation of degree —1 given on generators
by tp(f) = 0, for f € V, and tp(du;n) = P;pn. In analogy with [DSKV, Proposition 2.17],
we remark that (V) is a Vect(V)-complex, which means that the following results hold in the
multiplicative setting as well.

Proposition 6.6. Fiz P,Q € VI*Z. Under the identifications P <> Xp and Q < X¢, we have:
(a) [tp,1Q] =0 ;
(b) [Lp,iql = tpq ;
(¢c) [Lp, Lol = Lipg
(d) Lp = 1pd + ovp (Cartan’s formula).

Proof. These are equalities of derivations of the superalgebra Q(V), so they only need to be
checked on generators. For example, let us establish (c¢). We start by noting that Lpd—dLp =0
because it is an equality of derivations that is easily checked on the generators w; y, du;,. Thus,
using the identification from the statement, the left-hand side of (c) satisfies

[Lp, Lol(f) =Lp(Xq(f)) — Lo(Xp)(f) = [Xp, Xol(f), VfeV,
[Lp, LQl(6uin) =0([Lp, Lol (uin)) = 0([Xp, XQl(uin)) -
Meanwhile, we get for the right-hand side

Lipg(f) =[Xp, XQl(f), VfeV,
Lipg)(6uin) =6(Lipg)(uin)) = 6([Xp, XQ|(uin)) - O

Our next step is to construct a reduction of the complex (Q(V), d).

Proposition 6.7. In the de Rham complex (Q(V),0) we have:

(a) The commutator subspace [Q(V),Q(V)] is compatible with the Z.y-grading and is preserved
by 9.

(b) 6 and S commute, therefore (S —1)Q(V) is compatible with the Z. -grading and is preserved
by 9.

(¢) Given an evolutionary vector field Xp of characteristics P = (P;)f_; (cf. (6.12)), The
gssociated Lie derivative Lp and contraction operator t.p commute with the action of S on

Q).

Proof. The proof is analog to the proof of Proposition 3.15 in [DSKV]. Part (a) follows imme-
diately since ¢ is a derivation of the associative product on Q(V). Part (b) is proven if we can

show that §(S@) = S(6@) for every & € Q(V). Given @1, @9 € V), it is easy to check that
[6, S)(@102) = [6, S](@1)S(@2) + (=1)PEVS(@1)[5, S)(G2) -
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Hence, to prove the claim it suffices to check that [0, S] is zero on du; , and f € V. The identity

[0, S](0ui ) = 0 is obvious from the second equation in (6.19) and the action of S on (V). On
the other hand, using the first identity in (6.19) we have

B af / ‘ af "
500f) = ) Z (Sﬁum> 0Uint1 (Saum)
(i,n)EIXZ ’ ’
e O(81)Y's  (SH)
/ "
(i,n)EIXZ ’ ’
Hence, [4,S](f) = 0 by (4.9). Part (c) can be proven similarly. O

Thanks to Proposition 6.7(a-b), we can form the Z-graded variational complex

V) = D)/ ((S = DAV) + 2), V) = Sucz. 2"(0V) (6.20)
which is equipped with a differential induced by §. Using Proposition 6.7(c), the Lie derivatives
Lp and contraction operators ¢p, associated with the evolutionary vector field Xp of character-
istics P € V’, descend to well defined maps on the variational complex Q(V).

Example 6.8. For R, as in §4.2, the total degree vector field X, with characteristics A =
(ui)le, is an evolutionary vector field on Ry. By adapting [DSKV, Theorem 2.18], we can show
that the contraction operator ta associated with Xa is a homotopy operator for the complex

(Q(Ry),6), hence it is acyclic: H"(2(R¢),0) = 6n0k. In the exact same way, we can see that
the complex (Q2(Ry), ) is acyclic as well, i.e.

H*(Q(Ry),8) = dkok. (6.21)

Next, we give an explicit description of the complex (2(V),d) by adapting [DSK1, DSK2,
DSKV]. It is clear that Q%(V) = F, the space of local functionals. For k > 1, let us introduce

the space $¥(V) of arrays (4;, i, (M1, ..., Ak*l))i,...,ik:l with entries
Ai Oy em1) € VERDTL LN,
satisfying the following skewadjointness condition (i1, ..., € I):
A iy X m1) = = (=) Fams (Aig iy N2y oo ket (A A1) ™ )7 (6.22)

where o denotes the action of the cyclic permutation on V®¥ as in (2.6), and we are using the
same notation as in (3.5). We claim that there is an isomorphism QF(V) ~ ¥¥(V), which we
prove by writing explicitly the maps in both directions.

Fix a coset w = [@] € Q¥(V), where @ is as in (6.18). We map w to the array A =

V4 . . . .
(Aji (M, Ak*l))il,...,ikzl € ¥k (V), with entries Aj, i, (A1, ..., Ag—1) = Ounless (j1, ..., jk)
is a cyclic permutation of (i1,...,4), and

1 s(k—s) \7s e n e
e Aen) = DTN AN R (6.23)
A 21 S) T (fe1 @ @ fu @ fop1 /i ® f2@ - ® fs),
for (ji,...,Jk) = (igs(l), ... ,ios(k)). The inverse map Ek(V) o Qk(V) is given by
l
(X arrewoan) e
n1y..Ng—1€ZL Bl yeensbfe=
/IH/ 7-/16\/ (6.24)
T Tk —1y/ ning_1N/ . .. ni.ng—1N/ ...
Z [(A“Zkk ) Otismy - (Ail---’ikk ") 6uik—lvnk—1(Ai1--.ikk ") 5uik] .

i1yt €1
N1yeeesNg—1E€7L
(Here, we use Sweedler’s notation.) It is not hard to verify that the maps (6.23) and (6.24) are
well defined and inverse to each other. Hence the space of degree k elements in the variational
complex QF(V) and the space of arrays ¥*(V) can be identified using these maps.
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We can explicitly translate the differential § of the variational complex (V) to a differential
§: XF(V) — ZFFL(V) under the above identification. For k = 0, we have

= (Zsm () )= () ) (6:25)

where in the second identity we used equation (6.15). More generally, if ¥ > 1 and A =
(Air e A1),y € S5(V), we have that

((SA)il.‘.ikJrl ()\1, . ,)\k)
k r /0 s
= — 1) —— s . n
Ckt1 % (Z( 2 (ﬁuism)( A 2 P M (6.26)

S 1. C+1
s=1 ) +

+(—1)k()\1...>\k5)_”(< 0 )(UAH, y ()\1,...,/\k_1))0k>.

auikJrhn

t
The notation .. means that we skip the the object in position ¢, o denotes the action of the
cyclic permutation in (2.6), and we use the extended derivations (0/0u;n)s) : Yok Ly Yokt
defined through (2.11).

Equation (6.26), for k =1 and F = (F})’_ € V! = $1(V), gives

j=1
(F)5(0) =5 S gfjﬂn X (08) ;j;)”) . (6.27)
nez ’

For F € V¥ = ¥1(V), define the corresponding Frechet derivative

l
Dp(\) = (Z OF; A") € Matgs (V@ V)M, A 7.

ou;
nez Jm ij=1

From (6.27) we see that §F = 0 if and only if Dp(S) is a selfadjoint non-commutative difference

operator.
For k = 2, let A = (AZ

J
(‘iZSAji(A S )) Azg(
(0A)ije(A p) = %Z <( 0 )LAjk(M)/\”

nez, \ i (6.28)

(o) A+ ) () 450) ).

As an application of (6.21), we get the following result which is a multiplicative version of
[DSKV, Corollary 3.17].

)szl € ¥2(V), i.e. the entries A;;(A) € VE2[\, A1) satisfy

(A
). Equation (6.26) gives

Corollary 6.9. (a) A 0-form [f € Q%(Ry) is closed if and only if f € k+[Re, Re]+ (S —1)Ry.
(b) A 1-form F = (Fi)le € REBE = YY(Ry) is closed if and only if there exists a local functional
[ €Re/([ResRe) + (S — 1)Ry) such that F; = m(éf‘) for everyi=1,... L.

(c) A 2-form a = (Aij(/\))f,jzl € YX2(Ry) is closed if and only if there exists F = (Fi)le € R?é
such that

w5 G- 2)

foreveryi,j=1,...,¢.

6.4. Examples.
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6.4.1. Integrable hierarchies on Ri. Recall from Example 3.16 that Ry = k(u; | i € Z) is a
double multiplicative Poisson vertex algebra for

{{’LLZ')\U]'} = )\j_i(u]' 1-1® Uj) .

It is easy to check that the local functionals { [u® | k € Z} satisfy {[u®, [u'} = 0 for any
k,l € Zy, therefore the Hamiltonian vector fields that they define are pairwise commuting.

Note however that

du = {fuk,u}:(), keZ,,

dty.
so these Hamiltonian vector fields do not yield non-trivial differential-difference equations. The
same observation can be made if we use the double multiplicative A-bracket obtained by com-
bining Proposition 3.14 with any double Poisson bracket from Example 3.4 (the case above
corresponds to aw = 1, § = v = 0). We have been unable to construct an integrable hierarchy
on R, starting with one of the cases from the classification given in Proposition 4.8. To get
non-trivial examples on Rq, it seems necessary to use non-local double multiplicative Poisson
vertex algebras as defined in Section 7, see [CW1, CW2].

6.4.2. Integrable hierarchies on Ro. As part of Proposition 4.11, we have constructed double
multiplicative Poisson vertex algebra structures on Ry = k(u;,v; | ¢ € Z) such that

furul} =0, {orv}=0.

In particular, the local functionals { [ uF | k € Z,} satisty { 1l uF, Ik u!} = 0 trivially, hence they
yield commuting Hamiltonian vector fields on Ry. A similar result holds for the set of functionals
{Jv* | k € Z1} by symmetry.

Example 6.10. Consider {uyv} = 1 ® 1, which corresponds to case (i) of Theorem 4.14. We
easily compute that for the vector field d/dtj := %{fuk, —}, k> 1, we have

dv 1 Koy L k _ k1 du
R ICURE I (0 NI SN0

Since d/dt, commutes with S by part (g) of Theorem 6.2, note that (6.29) is equivalent to the
Hamiltonian differential-difference equations
d’l)z' k—1 dui

& k1 —0, icZ.
dt, di, ’

Since the vector fields (d/dty)x>1 are pairwise commuting for different k € Z. due to { [u, [u!} =
0, we get in this way an integrable hierarchy of differential-difference equations. The solution
to the k-th system of equations is simply given by wu;(tx) = ay, vi(tg) = B; + tkaf_l for i € Z,
where «;, 8; € k. Compatibility of the solution with S implies that a; = ag, 8; = Bp for each
i € Z.

Remark 6.11. While we observed in Remark 6.5 that differential-difference equations on an
associative algebra V induce such equations on the representation algebra Vy, N > 1, solving
the equation on V does not provide all the solutions on V. Combining Remark 6.5 and Example
6.10, we see that (6.29) induces the non-abelian equation

dX(v) dX (u)

— (kL —0 6.30

while its solution u(tg) = ag, v(tx) = Bo + tkalg_l, leads to
X(u)(tr) = aoldy, X(v)(te) = Boldy +trof ' Idy .

However, an arbitrary solution of (6.30) is of the form X (u)(ty) = Ao, X (v)(ty) = Bo + tp Af !
for Ay, By € Matnxn(]k).
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Example 6.12. Fix r € Z, o € k* and take
furv} = (avur Qupv+ovu,®1+1 ®urv—|—oz_11®1) A,

corresponding to case (v) of Theorem 4.14. The Hamiltonian vector fields & = %{ Jug, —} are

commuting and they define the following differential-difference equations:
dv k+1 1, k-1 du
T

d—tk:avur v+ouf +ufu+a ey di:O- (6.31)

Example 6.13. Fix r € Z, a € k* and take as in Example 4.13
{urv} = (av@v—l—v@ur—ku?«®v—|—a_1ur®ur) A,

that corresponds to case (iv) of Theorem 4.14. The Hamiltonian vector fields ﬁ = %{ Juk, —}
are commuting and they define the following differential-difference equations:

d d
L avul Yo + (vuf + uFv) + a7 tub L (6.32)
dty dty,

Note that if we allow each u; to be invertible by working in k(uiil, v; | i € Z), we have commuting

Hamiltonian vector fields é for any k € Z (not only for k € Z,). In particular, remark that

the differential-difference equation (6.32) defined for ﬁ can be transformed into (6.31) if we

relabel u, <> u, L.

6.4.3. Integrable hierarchies using a weak version of Jacobi identity. As a slight generalisation
of (6.32), it can be checked that the vector fields defining the differential-difference equations

o _ avuf =1 + (vuf  uFv) + Bultt du _ 0, keZs, (6.33)
dty, dty,

commute for any fixed r € Z and «, 8 € k. By considering the equations associated with the
local functionals { [u* | k € Z} for all the cases from Theorem 4.14, we can see that (6.33) can
not always be obtained from a double multiplicative Poisson vertex algebra structure on Ra. It
can, nevertheless, be obtained from a double multiplicative A-bracket (see Example 6.16) using
the framework that we introduce in this paragraph.

From now on, we consider a skewsymmetric double multiplicative A-bracket {—,—} on a
unital associative algebra V' with an automorphism S. Recall that {—y\—} : V®V — V[A\*]
denotes the associated map (6.1) obtained from {——} by multiplication of the two factors. In
the same way, if {—x —, —}} is the map (3.10) defined from {—\—}, we introduce

{=x—n—1}: Yo3 _y V[)\il,uﬂ] . {arbucl = mo(m®1) farb,cl . (6.34)

Lemma 6.14. For any a,b,c €V,
{ar{buct} — {bufarc}} — {{anbhruct = {arbuc} — {buaxct. (6.35)
Proof. It follows from (6.3) by applying the multiplication map m. O

Recall from §6.2, that for the local functional [f € F, we denote by X fits associated
Hamiltonian vector field. Recall also that F is a Lie algebra with Lie bracket (6.7) satisfying

{1, [9} = [{f g}, where f,g €V, and {f, g} is given by (6.2).
Lemma 6.15. Let [f, [h € F. Then [X/, X" = XU if and only if the derivation
Dpn = {fahu=} ey = {hufr—H e (6.36)
vanishes identically.
Proof. By (6.35), we have for any ¢ € V that
(X7, X")(e) = ({a{huety = Tl e} [
= ({ahhauch + {hhu=} = {hufa=1) |Z,my
={J{fh} _yse} +Dpnle) = XM (e) +Dpa(e).
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Thus [X7, X"](c) = X1/} (c) if and only if Dy (c), and we can conclude as ¢ € V is arbitrary.
The fact that D, is a derivation easily follows from (3.13). O

As a consequence of Lemma 6.15, the two Hamiltonian vector fields X/, X" commute when-
ever [{f,h} = {[f, [h} = 0 and Dyj, = 0 for Dy, defined through (6.36). In the case of a
a double multiplicative Poisson vertex algebra, the operation {—x —, —} (3.10) is identically
vanishing, so for any f,h € ¥V we have Dy;, = 0. Therefore we have [X/, X"] = 0 whenever
J{f.h} =0, as we already observed in §6.2.

Building on the observation that we have just made, we can seek to construct commuting
families of vector fields in the presence of a skewsymmetric double multiplicative A-bracket that
has some failure to satisfy Jacobi identity, i.e. when {—) —, —} is non-zero. This weaker notion
has been identified in [CW2] on V = R(u;, | ¢ € I,n € Z) by studying bivector fields, see [CW2,
§4.4]. The main examples outside the class of double multiplicative Poisson vertex algebras that
they investigated [CW2, Sect.6] are the double quasi-Poisson brackets due to Van den Bergh
[VdBI1]. Such double brackets have the property that {—\ —, —} # 0 has a particular form
that entails the vanishing? of the associated map {=x —u —}. Note that these are very special
double multiplicative A-brackets, because they have image in V®? and not in V®? [)\ﬂ]. Below,
we provide a new non-trivial example which is not independent of .

Example 6.16. Fix o,8 € k and r € Z. Consider the skewsymmetric double multiplicative
A-bracket on Ro = k(u;,v; | i € Z) given by

fuwul} =0={vrv}, {uwv}=0wOou +u @v+av®@v+ fu, @u,)\".
This operation does not satisfy Jacobi identity when a8 # 1 because
furupv} = (1 —aB)(v @ ur @ up — ur @ ur V) A"
Using this identity and (3.15)-(3.16), we get that for any M, N > 1,
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Therefore, from (6.34) we have {uMAuN#v}‘A:MZI = (1 — aB)MN (vu*+N — yM+Ny), In
particular, this implies that for any k,l € Z, the derivation D,k ,» : R2 — R defined through
(6.36) with f = u*,h = u' vanishes on v. We trivially have D i (u) = 0 as {uyu} = 0, so that
Dyk o0 = 0 identically. As a consequence of Lemma 6.15, we get that

d d 1 . d 1.,
B _ here —— = = Y
[dtk’dtl} Uty =) where dt, Rt 3

As the local functionals { [$u® | k € Z..} are such that { [u¥, [u'} = 0, we thus obtain that their
Hamiltonian vector fields ﬁ pairwise commute. The associated differential-difference equations
are given by (6.33).

uk

7. NON-LOCAL AND RATIONAL DOUBLE MULTIPLICATIVE POISSON VERTEX ALGEBRAS

In this section we formalize the theory of non-local and rational double multiplicative Pois-
son vertex algebras. They play a crucial role in the context of non-commutative Hamiltonian
differential-difference equations, see [CW1, CW2]. The exposition follows [DSKVW1] where the
commutative case is treated.

2This property was already known by Van den Bergh, see [VdB1, Proposition 5.1.2].
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7.1. Non-local double multiplicative Poisson vertex algebras. Let V be a unital asso-
ciative algebra with an automorphism S. We denote by (V ® V)[[\, A~!]] the space of bilateral
series ) . a, A", where a, € V®V for all n € Z.

Non-local double multiplicative A-brackets differ from local ones just in replacing in Definition
3.7 the algebra (V ® V)[A, A71] by the vector space (V ® V)[[A, A~!]]. Note that in the non-local
case, despite the fact that (V @ V)[[A, A71]] is not an algebra, all axioms (3.4a), (3.4b), (3.4c),
(3.8a) and (3.8b) still make perfect sense. Hence we have the following definition.

Definition 7.1. A non-local double multiplicative Poisson vertex algebra is a unital associative
algebra V endowed with an automorphism S : V — V and a non-local double multiplicative
A-bracket, {— =} : V@V — (V& V)[[\ A71]] satisfying sesquilinearity (3.4a), Leibniz rules
(3.4b) and (3.4c), skewsymmetry (3.8a) and Jacobi identity (3.8b).

Let V be an algebra of non-commutative difference functions in ¢ variables u;, i € I. We call
the space Matyy¢(V ® V)[[S, S71]], the space of non-local difference operators. Note that this
space is not an algebra with respect to the product (4.1), and its elements do not act on Ve
(such an action would involve divergent sums, cf. (4.2)). However, if H(S) = (H; ;(S5))ijer €
Maty o (V @ V)[[S, S]], then we can define a non-local double multiplicative A-bracket on V
using the Master Formula (4.10) with {u;y\u;} = Hj;()\), which makes sense also for bilateral
series. One can check that Theorem 4.3 still holds in the non-local case.

Theorem 7.2. Given an algebra of non-commutative difference functions V in £ variables u;,
i €1, and an £ x £ matrix H(\) = (Hij()\))g _ € Maty g V[[X\, A7), the double multiplicative

0,
A-bracket (4.10) defines a structure of non-local double multiplicative Poisson vertex algebra on
V if and only if skewsymmetry and the Jacobi identity hold on the generators w;. In this case

we call the matrix H a non-local Poisson structure on V.

Example 7.3. We can get examples of non-local double multiplicative Poisson vertex algebras
on an algebra of difference function in one variable u, which generalize the A-bracket given
by (4.17)-(4.18). Indeed, note that in the proof of Proposition 4.7, equation (4.19), which is
the Jacobi identity on generators, still holds if we assume r(A) = >, o, rp A" € k[[X\, A7]] and
such that 7(\) = —r(A~!) in (4.17). Hence, for example, the non-local multiplicative A-bracket
defined on V by letting

furul} = (u@u) e r(AS)(u®@u) = Z T (Ut @ Upu) A",
neL

and extended to V by the Master Formula (4.10), defines a non-local double multiplicative
Poisson vertex algebra structure on V. On the other hand, the proof of the “only if” part of
Proposition 4.7 does not generalize to the non-local setting since it heavily relies on the fact
that r, = 0 for every n > N for some N € Z~.

7.2. Pseudodifference operators. Let V be a unital associative algebra with an automor-
phism S. The algebra of non-commutative difference operators (V ® V)[S, S~!] defined in §4.1 is
Z-graded by the powers of S and can be completed either in the positive or negative directions,
giving rise to two algebras of non-commutative pseudodifference operators:

VeV)(($)=EveW(sIs™] ad VeV =VeV)s s

In the sequel we will use the notation (V ® V)((S*1)) to denote (V ® V)((S)) or V@ V)((S™1))
respectively, and it should not be confused with (V ® V)((S,S~1)). Given a non-commutative
pseudodifference operator A(S) =Y, a,S™ € (V@ V)((S*1)), its formal adjoint is (cf. (4.3))

A*(S) =) S5 Tead c (VRV)((ST), (7.1)

and its symbol is (cf. (4.5))
Alz) =) anz" € (Vo V)((z) (7.2)

Formulas (4.6) still make sense for non-commutative pseudodifference operators.
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7.3. Pseudodifference operators of rational type. Let

= M z z zl, q(z
k() = {257 10(2).062) € Kl ) 2 0}

denote the field of rational functions in the indeterminate z. It can be embedded in both spaces
of Laurent series k((2)) or k((z71)). Indeed, if ¢(z) = ZT]:[:M qn2" € k[z], where 0 < M < N, is
non-zero, then we can factor it as

and expand ( 7> via geometric series expansion, as an element of k((2)), or we can factor

a(z) = a=" <1+Z n - N)

and expand le), via geometric series expansion, as an element of k((271)). We denote by ¢+
the resulting embedding of the field of rational functions into the space of Laurent series

vy k(2) = k((z%)). (7.3)

For example, we have

+1iZ:Zznek((z)), . :—Z e k(=) (7.4)

n>0 n>1

From now on we will work with the algebra of pseudodifference operators (Y®V)((S)) but all
the definitions and results still hold if we replace it by (V@ V)((S~!)) and use ¢_ in place of .

Let fi,... far1 € V®V and r1(2),...,m(2) € k(2), using (4.1) and the embedding ¢4 defined
in (7.3) we define the following non—commutative pseudodifference operator
F471(S) @ fatya(S) @+ ® futsa(S) @ fas € (V@ V)(S)). (7.5)

For example, for f,g € V ® V, we have, using (7.4),
1
frig——geg=2 (Fe5"(9)S" € (VaV)(9)).

n>0

Definition 7.4. A non-commutative pseudodifference operator of rational type with values in
V is a linear combination of non-commutative pseudodifference operators of the form (7.5). We
denote by Q(V) C (V ® V)((S)) the space of non-commutative pseudodifference operators of
rational type.

It is clear from (7.5) and Definition 7.4 that Q(V) is an algebra with respect to the product
(4.1). Given a non-commutative pseudodifference operator of rational type

=" fugri(S) @ faryra(S) @ @ farirn(S) @ frpr
we define its adjoint A*(S ) by

S) =D fratsra(ST) @ fliiruo1 (ST o0 fTiir (ST o fT € (V@ V)((S) . (7.6)

Note that (7.6) is an element of Q()) and does not coincide with the formal adjoint in the space
(V@ V)((S)) defined in §7.2 even though, by an abuse of notation, we are denoting it with the
same symbol. In fact, the adjoint of a pseudodifference operator in (V ® V)((S)) is an element
of V@ V)((S71)), see (7.1).

Remark 7.5. Pseudodifference operators of rational type may not be rewritten as the ratio of two
difference operators (that is, an expression of the form A(S)e B(S)~!, A(S), B(S) € (V®V)[9)).
Indeed, let us assume that V is a division ring. In general ¥ ® V is not a division ring and the
(non-commutative) field of fractions of (V ® V)[S] may not exist.
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7.4. Rational double multiplicative Poisson vertex algebras. Let V be a unital associa-
tive algebra with an automorphism S. By a rational double multiplicative A-bracket on V, we
mean a double multiplicative A-bracket as in Definition 3.7 with the only difference that we
assume

farb} = Aw(N) € V@ V)((N)) (7.7)

being the symbol of a pseudodifference operator of rational type A (S) € Q(V), for every
a,be.

7.4.1. Definition. In analogy with the vector space (V ® V)((\)), we introduce for k > 1
V(1)) = { 3 AU | € VF,MLN € Z} .
m>Mn>N

Let us remark that

VER(( 1) = V() (1) N VEFR(() (V).

The following results will be used throughout this section.

Lemma 7.6. Let T1,T» be automorphisms of V, and let A\, p) € VRV @ V)((A\ ) and
B\ p) € (V& V)(A ). Then,

A()\Th ,U/TQ) o; B()‘a M) 7B()‘T17 IU'TQ) o A()‘a /’L) € (V RV® V)(()‘a /’L)) :
Proof. Straightforward. O
Lemma 7.7. Let A(S) € Q(V) be a pseudodifference operator of rational type. Then,

farxA(w)},  farxA(w) AN a}, € VOV @ V)((A 1),
for every a € V.

Proof. Recall from Definition 7.4 that A(S) is a finite linear combination of pseudodifference
operators as in (7.5). Hence, it suffices to prove the claim for

A(S)=A1(S)e---0 A,(S5),

where A; = fit1(r(S)), fi e VOV, ri(S) € k(S), i =1,...,n. We will prove that {a A(n)}, €
VeV aV)((\p), by induction on n.

For n =1 we have {axA(un)}; = {arfi} e+ (r1(p)) which clearly lies in (V ® V)((A, i)). Let
us now assume that {ayA(p)}, € VRV @V)((A\, 1), andlet f € V@V, r(S) € k(S). Then,
by Lemma 3.10 we have

fanfer (r(wS)) @ A(w)}, = fanf} e (r(wS)) o1 A(p) + fri(r(AuS)) o2 farA(p)}y, - (7.8)

Note that, by the base case we have that {a)f}ir(r(p)) € (V@ V @ V)((A\, 1)). Moreover,
fie(r(Ap)) € (W@ V)((A, 1)). Hence, the RHS of equation (3.10) lies in (V@ V @ V)((\, u)) by
Lemma 7.6 and the inductive assumption. The other claims can be proven similarly. O

We say that a rational double multiplicative A-bracket as in (7.7) is skewsymmetric if
Aab()‘) = _AZa()‘) > (79)

for every a,b € V (cf. Remark 4.4). In (7.9) we are using the formal adjoint (7.6) in Q(V).
Hence, (7.9) is equivalent to an identity in the space Q(V).

Definition 7.8. A rational double multiplicative Poisson vertex algebra is a unital associative
algebra V endowed with an automorphism S and a rational double multiplicative A-bracket
{——}: VeV —= (VaV)((N)) (ie. forevery a,b € V, {ayb}} is the symbol of a pseudodifference
operator of rational type Aq(S) € Q(V), cf. (7.7)) satisfying skewsymmetry (7.9) and Jacobi
identity (3.8b).
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Note that, if {—x—} has values in (V ® V)((\)) then
fax fouck}, € V@V V)((A))(1),

while

{{bu {[a“c}}}}R ce(VaveV)((u)(N).

Since these two terms lie in different spaces, the Jacobi identity could not make sense. However,
for a rational double multiplicative A-bracket (7.7), by Lemma 7.7, all three terms of the Jacobi
identity lie in (V ® V ® V)((A, 1)), hence it is well-defined.

Let V be an algebra of non-commutative difference functions in ¢ variables u;, i € I. We
call the space Maty.¢s(Q(V)), the space of matrix pseudodifference operators of rational type.
If H(S) = (H;;(5))ijer € Matyx,(Q(V)), then we can define a rational double multiplicative
A-bracket on V using the Master Formula (4.10) with {u;yu;} = Hj;(\) and get an analogue of
Theorem 4.3.

Theorem 7.9. Given an algebra of non-commutative difference functions V in £ variables u;,

and an ¢ x ¢ matriz H(\) = (H, '()\))szl € Matyy(Q(V)), the double multiplicative A-bracket
(4.10) defines a structure of rational double multiplicative Poisson vertex algebra on V if and
only if skewsymmetry and the Jacobi identity hold on the generators u;. In this case we call the

matriz H a Poisson structure of rational type on V.

Proof. Tt suffices to show that { fng}} defined by the RHS of (4.10) is the symbol of a pseudod-
ifference operator of rational type, for every f,g € V. The rest is the same as in the proof of
Theorem 4.3. The claim follows since the RHS of (4.10) is the symbol of a finite sum of products
of elements in Q(V) and (V ® V)[S, S~ c Q(V). O

Example 7.10. We have the analogue of the A-bracket (4.17) (see also Example 7.3) in the
rational case. Let R denote the algebra of non-commutative difference polynomials in one
variable u and let 7(\) € k()\) be a rational function such that r(\) = —r(A~1). Then, consider
the double multiplicative A-bracket on R defined by

furul = grir(AS) 0 g7,
where g = (au+ 8) ® (au+ ), «, 8 € k. Skewsymmetry and Jacobi identity hold on generators
(same proof as for Proposition 4.7) and by Theorem 7.9 we get a rational double multiplicative
Poisson vertex algebra structure on R.

Remark 7.11. Let V be an algebra of non-commutative difference functions in ¢ variables. We
introduce the following sets

Loc(V) := {H(S) € Matyx (V@ V)[S,S7]) | H(S) local Poisson structure on V},
NonLoc(V) := {H(S) € Matx, (V@ V)][[S, S_l]]) | H(S) non-local Poisson structure on V},
Rat(V) := {H(S) € Matyy, (Q(V)) | H(S) Poisson structure of rational type on V},

(cf. Definition 4.5 and Theorems 7.2 and 7.9). We point out that despite there is the obvious
inclusion Matyyx, (Q(V)) C Matxe ((V @ V)[[S, S71]), we have

Rat(V) ¢ NonLoc(V)

in view of the difference in the skewsymmetry axiom in Definitions 7.1 and 7.8. As an example,
let V be an algebra of non-commutative difference functions in one variable u. By Example 7.10
we have that

1+A n
{{U)\u}—wrl_)\(l@l)—1®1+22(1®1))\ : (7.10)
n>1
defines a rational double multiplicative Poisson vertex algebra structure on V), since () = %
satisfies 7(\) = —r(A~!). The latter condition is equivalent to the skew-symmetry axiom (7.9).

On the other hand, if we think of (7.10) as a non-local double multiplicative A-bracket, we can
compute

~lo=s fur-1,mu} =101 210 A",

n>1
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which is clearly different from {uyu} so that the skew-symmetry axiom (3.8a) does not hold in
the non-local case. Finally, it is immediate to check that

Rat(V) N NonLoc(V) = Loc(V) .

7.4.2. Poisson structure of rational type for the non-commutative Narita-Itoh-Bogoyavlensky
hierarchy. Let R = R1 be the algebra of non-commutative difference polynomials in one variable
u. For a(z),b(z),c(z),d(z) € k(z) we consider, using the symbol map (7.2), the following
pseudodifference operator of rational type

H(S)=(1ou)ta(S)e(1®@u)+ (1@u)ib(S)e(u®l)

+ (@ L)ire(S) e (Lo w) + (u® )esd(S) s (u® 1) € QR). (7.11)
By (7.6) we have
HY(S) = (e Depa(S™) o (w@ 1) + (1@ u)esb(S) o (ue 1)
F @S e (1 @u) + (1@ uydS ™) e(15u). (712
Using the notation (3.5), the skewsymmetry condition H(S) = —H*(S) is equivalent to the
identity
[tra(@) + 1ed(@™)] (1@ (Jomsu)u) + [trd(y) + eraly™)] (w(|y—su) @ 1) (7.13)

)
+ [14b(@) + qc(y) + 1b(@™) + te(y™)] ((a=su) @ (ly=su)) = 0.
)

Since 1® (|p=su)u, u(|y=su)®1 and (y=su)®(|y=su) are linearly independent, then the skewsym-
metry of H(S) is equivalent to the conditions

d(z) = —a(z_l) , b(x) + b(x_l) = —c(y) —cly™). (7.14)

Since the LHS of the second equation in (7.14) is independent of y and the RHS is independent
of x, then they need to be both equal to a constant 2« € k. Hence,

b(z) =bi(2) +a, bi(z)=—-b(z7}), c(z)=c(z) —a, ci(z)=—-c(zh). (7.15)

Inserting the first condition in (7.14) and the conditions in (7.15) in the definition of H(S) given
n (7.11), we see that H(S) is skewadjoint if and only if it has the form

H(S)=(1®u)ra(S)e(1®@u)+ (1@u)ib(S)e(u®l)
+(w®)ic(S)e(1®@u) — (u®1)ra(S™!) e (u®1),

where b(z) = —b(z7!) and c(z) = —c(z7 ).

(7.16)

Theorem 7.12. The pseudodifference operator H(S) in (7.16) defines a rational double multi-
plicative Poisson vertex algebra structure on R if and only if for some k> 1 and p € Z,

1

1-2 (7.17)

He) = ) = i), ()= B

a(z) = 2Pai(2Y), a1(z) =«

where a, § € k are such that o(26 + ) = 0.

Before proving Theorem 7.12 we need some preliminary results. Let H(S) be as in (7.16) and

let us define a double multiplicative A-bracket on R by setting
furu} = HN) = 1@ u)rra(rS) e (1@ u) + (1@ u)erb(AS) e (u© 1) (7.18)
+w@)icAS) e (1@u) — (u@ epa(A 'S e (wal) € (ROR)((N),

and extending to R by the Master Formula (4.10).
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Proposition 7.13. Jacobi identity on generators holds for the double multiplicative \-bracket
(7.18) if and only if the rational functions a(z),b(z),c(z) € k(z), with b(z~') = —b(z) and
c(z71) = —c(z), satisfy

(7.19)

for some v € k.

Proof. For convenience in the computations, let us use notation (3.5) to rewrite (7.18) as

furu} = 11a(A2) (1® (lomst)) + 1160 ((omst) © u)

4 (7.20)
T rreAg) (8 (lymst) — pa(A"y ™) (u(lymsw) @1) |
We start by computing explicitly the three terms appearing in the Jacobi identity
fun fuud by — Qo funub b = {{Huaud, uff (7.21)

By a long but straightforward computation, using the first equation in (3.7a), sesquilinearity
(3.4a), the left Leibniz rule (3.4b) and (7.20), we get

fur {upuit}y

= a2 bay) (18 (Jamst) (lymsw) ® u) (7.22)
+ 1:0(Ax) e b(Apay) ((le=su) @ (|y=su) @ u) (7.23)
b)) (=520 @ s ) (7.24)
— Ay bOay) (fes ) (,—s) © 1 & ) (7.25)
+ 1ra(Az)pc(pz) (1@ (Jp=sw)u @ (|.=su)) (7.26)
1B (1) (ams) @0 @ (o) (7.27)
+ 14 eAy)eye(pz) (u @ (|y=su) @ (|.=su)) (7.28)
—tyaA Ty D epe(pz) (u(ly=su) ® 1 ® (|,=su)) (7.29)
— saQa)sa(u a1 ( |x su)u(lsosu) © 1) (7.30)
—vpa(p 2N b(A) ((|a=st) ® u(|.—su) ® 1) (7.31)
—vra(p 2 epe(y) (u @ ( |y su)(|.=su) ® 1) (7.32)
+ a2 ) (ullysu) © (losu) © 1) (7.33)
— a0 () (0 (ymsu)(amsw) © 1) (7.3
— a2 )by (ully=s1) @ (|.=su) ® 1) (7.35)
—pa\ "ty _1)L+c()\z)(u (Jy=st) ® (Js=su) ® 1) (7.36)
+epaW ety (AT (ul|ymsu) (amsu) @ 1@ 1) (7.37)
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Similarly, but using the second equation in (3.7a) instead, we get

fuy frab
L+a(/\uﬂ:y)b+a(uw)(1®1 <|x sumy su)u) (7.38)
+ tra(Auzy) i b(pz) (1 @ (Jo=su) @ (Jy=su)u) (7.39)
+L+a(Mwy)L+C(uy)( ® (lo=su) @ (ly=su)u) (7.40)
vra(pzy)pa(ply (1 ® |x su)(ly=su) ® u) (7.41)
+ tpa(Ax)iya(py) (1 ® (Jo=su) ® (Jy=su)u) (7.42)
+ 14a(A2)i4:b(py) (1 ® (Ja=sw) (ly=su) ® u) (7.43)
—1—LJra()\a;)urc(,uz)(1®(|gC sUu® (|2=su)) (7.44)
tra(Az)era(p 2 (1@ (Jpmsu)u(|.msu) @ 1) (7.45)
+evalo o) (s 216 (s ) (7.46)
+ 14:0(A)11:b(py) ((Je=sw) @ (Jy=su) @ u) (7.47)
b (112) (ms) © 1 8 (o) (.48)
tra(u 27 b(Ae) ((Ja=su) @ ] —su) ® 1) (7.49)
+ i) cap2) (19 1 (o) o) (7.50)
Frab()es ) (4 ® (jymsu) @ (omsw) (7.51)
s O)el2) (1 (s & (=) (7.52)
— Y Oy ) (1 ® () (femsu) 1) (7.53)

Finally, using (3.7b), sesquilinearity (3.4a), the right Leibniz rule (3.4c) and (7.20) we get

{Umb,

— craag)esb s (1 (lemst) © (ly-sw)u) (7.50)
+L+b(>\uxy)b+b(u*1y*1)((\x:su) ® (ly=su) ®u) (7.55)
+pb(p Yy~ )L+c()\,uyz)(u®(|y su) @ (|2=su)) (7.56)
ey b () © (fesw) 1) (7.57)
+ sy ) (18 (lamst) © (lysu)u) (7.59)
+ 14b(Apzy)tc(Ay) ((lo=sw) \y Su) @ u) (7.59)
+ tyc(Apyz L+C (M) (@ (|y=su) @ (|.=su)) (7.60)
—rpa(N Ty T )L+C( 2) (ully=s1) ® (|-=su) @ 1) (7.61)
—L+a(/\,ua:y L+a A 2™ ((Jomsw) ® 1@ (|y=su)u) (7.62)
— t4a(AT Y D b(Apay) (le=su) (Jy=su) ® 1 @ u) (7.63)
— tya(A Ty ey z) (u |y su) @1 ® (|,=su)) (7.64)
+ pa(A” 1u y 2 D pa(A 2 (u(|ymsu) (Jamsu) ® 1@ 1) (7.65)
— tpa(Apzy)iya(pz) (1@ 1@ ( \z su)(ly=su)u) (7.66)
— tya(py)erd(Apzy) ((Ja=su) ©@ 1@ (|y=su)u) (7.67)

vra(py)erc(Auyz) (U®1® ly=s1)(|2=5)) (7.68)
+ ra(u2)ran iy (ullymsu) © 16 (Jmsu). (7.69)
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The following terms cancel in the Jacobi identity (7.21):
(7.24) — (7.59) = 0, (7.25) — (7.63) =0, (7.26) — (7.44) =0, (7.27) — (7.48) =0,
(7.30) — (7.45) =0, (7.31) — (7.49) =0, (7.36) — (7.61) =0, (7.37) — (7.65) =0,
(7.38) + (7.66) = 0, (7.50) + (7.68) =0,
and using the fact that b(z) = —b(z~!) we have also the cancellation
(7.39) + (7.54) =0, (7.51) + (7.56) = 0.

Next, observe that equation (7.21) can be understood as an identity in the space V@V ®@ V
with coefficients in k[z*!, y*, 2*1)((\, i)). Since the elements u @ u @ u, 1 @ u? @ u, u? @ 1 @ u,
uRu L uPeu®l, 1®u®u? and u ® 1 ® u? are linearly independent, the Jacobi identity
(7.21) holds if and only if each coefficient of these elements vanishes, leading to seven further
identities that we want to prove being equivalent to the four conditions (7.19).

Collecting the terms (7.23), (7.28), (7.47), (7.52), (7.55) and (7.60) acting on v ® u ® u, and
using the fact that b(z) = —b(z~!) we then get the following identity

(4bO@)e b (Azy) + e4b(py)esb(Apzy) — b OA)eb(1y) ) ((le=sw) @ (ly=s1) & )

= (ere)eseuy) + v euz)ipey2) = creQy)ese(pz) ) (u @ (ly=s) @ (|.=su))

Note that the LHS of (7.70) is independent of z, hence of u, while the RHS is independent of
x, hence of A. This forces both sides to be a constant multiple of © ® u© ® u. This condition is
equivalent to the first two conditions in (7.19).

Next, collecting the terms (7.22), (7.41), and (7.43) acting on 1 ® u? ® u we get the identity

(rar)eabyiay) + pa(uay)ica(ey™) — teala)ieb(uy) ) (16 (lomsu) (y-su) © u) = 0.
(7.71)
Using the fact that b(z) = —b(z~!) the identity (7.71) is equivalent to the third condition in

(7.19). We get the same condition looking at the coefficient of u? @ u ® 1 and u ® 1 ® u?.
Finally, collecting the terms (7.29), (7.64), and (7.69) acting on u? ® 1 ® u we get the identity

(7.70)

(c+aO 7ty ere(pz) = pa(A "y ™ eseAay2)
(7.72)
+epa(pz)esah "y ) (ullymsu) @16 (|msu) = 0.

Using the fact that c¢(z) = —c(z71) the identity (7.72) is equivalent to the fourth condition in
(7.19). We get the same condition by looking at the coefficient of 1 ® u ® u? and u ® u? ® 1.
This concludes the proof. O

Lemma 7.14. Let R(z),Q(z) € k((2)).
(a) Let v € k. Then, R(z) satisfies the equation (in k((z,w)))

(R(2) + R(w))R(2w) — R(z)R(w) =, (7.73)

if and only if R(z) = B or R(z) = R1(2*) for k > 1 and

Ri(z) = B(1 —i-QZz”) =By

n>1

1+2
.74
1= (7.74)
where 32 = .
(b) Let R(z) = Ry(2%) for some k > 1 and Ry(2) as in (7.74). Then Q(z), satisfies the equation
(in k((z, w)))

(R(z) + R(w))Q(zw) + Q(2)Q(w) =0, (7.75)
if and only if )
Qz) = az AP = 1()izzk , PEL, (7.76)
n>0

where a, f € k satisfy a(20 + a) = 0.
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Proof. For part (a) it is straightforward to check that R(z) = 3 or R(z) as in (7.74), with 32 = 7,
solve (7.73). On the other hand, let N € Z and let us write R(z) = >_, 5y 2", With ry # 0.
Then, (7.73) becomes

Z P—nTn2 W™ + Z Tr—mTm2 W™ — Z rmTnz w" = y. (7.77)

m>2N,n>N m>Nn>2N n,m>N

If N < 0, then equating the coefficient of 22Vw! in both sides of (7.77) we get rJQV = 0, hence
rny = 0, which is a contradiction. If N > 0, equating the coefficient of zNw! in both sides of
(7.75) we get again r?\, = 0, which leads to a contradiction. Hence, it remains to consider the
case N = 0. By equating the coefficient of 2%w” in both sides of (7.75) we get 3 = ~, which
leads to ro = 8 with 32 = 4. By equating the coefficient of z*w", k > 0, in both sides of (7.75)
we get
(28 —re)ri, = 0.

Hence, rp, = 28 or r, = 0, for £ > 1. Let k > 1 be the smallest integer such that r, = 25 # 0
but 7, = 0 for all 1 < h < k. We claim that for each n > 1, r,r = i while ryp4p = 0 for
1 < h < k. This is shown by induction. Looking at the coefficient of zFw™ in (7.75), we get
TET(n—1)k — TkTnk = 0 which yields the first equality. For the second, we look at the coefficient
of zFw™h in (7.75) which gives 747 (n—1)k+h — TkTnk+h = 0.

Hence, either r, = 0 for every n > 1, thus R(z) = 3, or the non-zero terms are r,; = 23, for
every n > 1 and some k > 1, which gives that R(z) = R;(z*) for Ry(z) as in (7.74). This proves
part (a).

For part (b), it is straightforward to check that Q(z) in (7.76) solves (7.75). Moreover, if
Q(z) is a solution to (7.75), then 2PQ)(2) is also a solution, for every p € Z. Hence, discarding
the trivial solution Q(z) = 0, we are left to seek solutions of the form Q(z) = ), -, ¢n2" with

qo # 0. Using (7.74) to expand R(z) = R1(z*), we rewrite (7.75) as
268(1+ Z PULNE Z w”k) Z g wt + Z GmGnz"w™ = 0. (7.78)

m>1 n>1 >0 n,m>0
Equating the coefficient of 2w, £ > 0, in both sides of (7.78) we get
28qr+qi =0. (7.79)

Next, looking at the coefficient of 2™ 0 for 1 < h < k and n > 1, we find that q,4nxqo = O.
Since qg # 0 by assumption, this yields

;=0 if j¢&kZ>. (7.80)

Finally, if we look at the coefficient of 2w, n > 1, we get ¢o(28 + ¢nr) = 0. Together with
the condition (7.79), we get that go(qo — ¢ni) = 0, hence g,x = qo. Combining this identity with
(7.80), we see that g = 0 except if £ is a multiple of k, in which case ¢,r = qo. Due to (7.79),
we see by adding the trivial solution Q(z) = 0 that we can write ¢y = a, where a € k is such
that a(25 + ) = 0. This concludes the proof of part (b). O

Proof of Theorem 7.12. By Theorem 7.9 we need to show that the double multiplicative A-
bracket defined by (7.18) satisfies skewsymmetry and Jacobi identity on generators. Skewsym-
metry holds since, by construction, H(S) = —H*(.S). By Proposition 7.13 Jacobi identity holds
on generators if and only if the four conditions in (7.19) are satisfied. By Lemma 7.14(a) and
the fact that b(z) = —b(z71), ¢(2) = —c(z71), the first two conditions in (7.19) give that

k k
bo)= it 2 o) =gl

1— 2k’ 1k

for some § € k and k,k > 1. By Lemma 7.14(b) , the third equation in (7.19) is satisfied if and
only if

pEL,



DOUBLE MULTIPLICATIVE POISSON VERTEX ALGEBRAS 45

where a € k is such that a(28 + «) = 0. Similarly, the fourth equation in (7.19) is satisfied if
and only if

azP
a(z) =——~, peZ,
(2) -
where @& € k is such that &(26 + &) = 0. Equating both forms for a(z) yields that k = k, p = p,
and & = «, which concludes the proof. O

Remark 7.15. Let us introduce the following notation (motivated by (4.2)): r, = 1®u, 1, = u®1,
¢y =1, — 1y and a, =1, + ry,. By Theorem 7.12 with a = -1, 8 =1/2, k=1 and p=q+ 1 for
q > 1, we have that the pseudodifference operator of rational type

Satl 1 1+ 8 1. 1+8 S—4
H(S):—rub+ﬁoru+§rub+molu—i—ilum_moru—luu_molu
—Zq:(r Sler, —1,5 el )—la ecC —lc L ﬂoc (T
- u u U U 2u U 2u+1_8 ()

=1

defines a Poisson structure of rational type on R. The operator H(S) in (7.81) appeared in [CW?2]
(without the use of the embedding ¢y) and it is called the non-local Poisson structure of the
non-commutative Narita-Itoh-Bogoyavlensky lattice hierarchy. However, note that H(S) does
not define a non-local Poisson structure on R in the sense of Theorem 7.2. Indeed, let us replace
in (7.16), the Laurent series tya(z), t4+b(z) and tyc(z) by bilateral series A(z), B(z),C(z) €
k[[z, 27 !]] such that B(z) = —B(z7!), C(z) = —C(27!). The same computations as in the proof
of Proposition 7.13 show that H(S) is a non-local Poisson structure if and only if conditions
(7.19), obtained by replacing tya(z), ¢t1b(2) and tyc(z) with A(z), B(z),C(z), hold. It is not
hard to check that the only solution to those equations is then A(z) = B(z) = C(z) = 0.

Remark 7.16. Motivated by the works [EKV1, EKV2] on a modification of the commutative
Narita-Itoh-Bogoyavlensky lattice hierarchy, it is natural to ask whether there exists a rational
Poisson structure with constant coefficient K(S) = t47(S)(1 ® 1), 7(z) € k(z), compatible with
the rational Poisson structure H(.S) from Theorem 7.12. Compatibility means that H(S)+ K (S)
is a rational Poisson structure as well. By Example 7.10, K(S) is a rational Poisson structure
if and only if r(z) = —r(271). Let furu} = H(A) be as in (7.20), and let us set {urul} =
K(A) = t37(M\)(1 ®1). Then, by Theorem 7.9, H(S) + K(S) is a rational Poisson structure if
and only if {uyul} = {uru} + f{uru}}; defines a rational double multiplicative Poisson vertex
algebra. To check this, it suffices to verify that Jacobi identity (7.21) holds. Using the fact that
H(S) and K(S) are rational Poisson structures this reduces to the condition

o Qnad g e, — Qe fenud g = oy}

Equation (7.82) is equivalent to the following three equations for the rational function r(z) (we
omit the details of the computations):

: 7.82
L (7.82)

(Lab(za) — tob(we)) eyr(zwz) + tra(za) i r(w) + eea(w e r(z) =0,
(t40(zx) + 14:b(zw)) Lor(w) — tra(zw)iyr(z) + tra(za)ipr(zwz) =0, (7.83)
(Lab(za) + 1ob(zw)) eor(w) + epalz o™ er(2) — tralz e epr(zwe) = 0,
where a(z) and b(z) are as in (7.17). Let us show that these conditions imply r(z) = 0, i.e. there
is no compatibility between the two Poisson structures. (We explain the case when a(z) # 0,
and we leave to the reader the case with a(z) = 0, b(z) # 0.) Subtracting the second and third
equations in (7.83), and using (7.17) we get that r(z) should satisfy the identity
(1= (z2w)* )i a(zw)iyr(z) = (1 — (22)* )iy a(za) iy r(zwz) . (7.84)

Note that the LHS of (7.84) does not depend on x. Hence, we can set + = w in the RHS of
(7.84) and get that r(z) satisfies t47(z) = t47(zw?) whenever k # 2p. This forces r(z) = v, for
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some v € k. Since r(z) = —r(z7!), we then have r(z) = 0. When k = 2p (which is a positive
even integer by Theorem 7.12), the first equation in (7.83) for w = x becomes
a((zx)? — (22)7P)
U o)
after using the form of a(z) given in (7.17). Since the first term does not vanish, we must have
r(z) =0.

tyr(z) =0,
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