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Abstract

In phase II clinical trials, two-stage designs allowing early stopping for lack of efficacy
are frequently used. We present a Bayesian two-stage design that ensures high posterior
probabilities that the response rate of the experimental drug exceeds a desirable level, when
the decision is to proceed with treatment evaluation. Moreover, the design exploits the
distinction between analysis and design prior distributions, to control the predictive prob-
ability of Type I and II errors, while minimizing the expected sample size under the null
hypothesis.

Keywords: analysis and design priors, Bayesian approach, error rates, two-stage design

1. Introduction

Single-arm two-stage designs are frequently used in phase II clinical trials with binary endpoints. The
aim is to stop the study early for futility if the response rate of the experimental drug is not sufficiently
high. According to the original scheme suggested by Simon (1989), at the first stage n1 patients are
enrolled and if s1 ≤ r1, the trial terminates for lack of efficacy, where s1 denotes the observed number
of responders. Otherwise, the trial continues to the second stage and n2 additional patients are treated.
Then, if the observed number of responders s out of the total sample n = n1+n2 is not grater than r, the
trial stops and the treatment is declared not effective. Otherwise, it is recommended for a more rigorous
evaluation in a phase III trial.

The most popular two-stage designs are the optimal and the minimax designs developed by Simon
(1989) under a frequentist framework, with many extensions and modifications presented in the litera-
ture. Several Bayesian two-stage designs have been also proposed (see, among others, Tan and Machin,
2002; Sambucini, 2008; Dong et al., 2012; Matano and Sambucini, 2016). In a recent work, Shi and Yin
(2018) proposed a Bayesian enhancement two-stage (BET) design, that (i) guarantees a high posterior
probability of the response rate exceeding the target of interest, when the observed number of responders
reaches the minimum required level to continue with the experimentation and (ii) controls the length of
the HPD interval for the response rate. In line with Shi and Yin (2018), we propose a Bayesian two-stage
design that satisfies condition (i) and also yields the minimum expected sample size under the null hy-
pothesis, while controlling the probability of Type I and Type II errors at a certain prespecified levels. To
compute the error probabilities, we use a predictive approach by exploiting different kinds of prior distri-
butions, which play different roles in the design of the trial. More specifically, we introduce an analysis
prior distribution to express pre-experimental information and to construct posterior distributions. On
the other hand, we elicit two different design prior distributions to represent suitable design scenarios to
evaluate the Type I and Type II error rates.
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The outline of the article is as follows. In Section 2, we formalize the Bayesian problem. In Section
3, the procedure to obtain the predictive probabilities of errors is described and the Bayesian strategy to
find the optimal design is illustrated. Some numerical results are given in Sections 4 and, finally, Section
5 contains a brief discussion.

2. Preliminaries

Let θ be the unknown response rate of the experimental treatment and assume that the interest is
focused on testing H0 : θ ≤ θ∗ vs H1 : θ > θ∗. Thus, the treatment is considered sufficiently promising
if θ exceeds the target value θ∗. Moreover, let us denote by S1 and S the total number of responders at
the end of the first and the second stage, respectively.

We introduce a beta prior density, πA(θ) = Beta(θ;αA, βA), and use it to obtain the posterior
distributions of θ at the end of both the stages. πA(θ) is called the analysis prior distribution, because it
is used to represent pre-experimental knowledge available at the analysis stage, that can be for instance
gathered by previous studies or derived from expert opinions. We have that S1|θ ∼ Bin(n1, θ) and, from
standard conjugate analysis, the first stage posterior distribution of θ is Beta(θ;αA + s1, β

A + n1 − s1).
Since S includes the number of successes of the first stage, the posterior distribution for θ at the end of
the second stage should be conditional on the event S1 > r1. However, it is possible to show that this
condition does not affect the second stage posterior distribution (see Sambucini, 2008), that results to be
Beta(θ;αA + s, βA + n− s).

In each stage, we assume that the trial terminates if the posterior probability assigned to the alterna-
tive hypothesis is not sufficiently high. More specifically, at the end of the first stage the trial proceeds to
the second one if

Pr(θ > θ∗|S1 = s1, n1) > λ1, (1)

and, similarly, at the end of the second stage we claim the experimental treatment promising if

Pr(θ > θ∗|S = s, n) > λ2, (2)

where λ1 and λ2 are two desired probability thresholds, typically fixed so that λ2 > λ1.

3. The proposed two-stage design

For fixed values of n1 and n, the posterior probabilities in (1) and (2) are increasing functions of s1
and s, respectively. We use an algorithm that searches the optimal design by varying n from nmin = 10 to
nmax = 100. For each value of n, we consider n1 in the range from nmin

1 = max{5, n3 } to nmax
1 = n−1.

This choice for nmin
1 aims at avoiding that the sample size of the first stage may be relatively small

compared to the total sample size. For each couple of n and n1, the two-stage boundaries are selected as

r1 = min
{
s1 ∈ {0, ..., n1} : Pr(θ > θ∗|S1 = s1, n1) > λ1

}
− 1 (3)

r = min
{
s ∈ {r1 + 1, ..., n} : Pr(θ > θ∗|S = s, n) > λ2

}
− 1 (4)

In this way, we obtain a set of designs (n1, r1, n, r) such that in each stage the posterior probability
assigned to the alternative hypothesis is larger than the threshold of interest, when the observed number
of responders exceeds the corresponding boundary, r1 or r. Among these designs, we select the one that
satisfies error probability constraints at the end of the second stage and minimizes the expected sample
size under H0.

3..1 Error probability computation
We consider the standard two types of errors that can occur in hypothesis testing: rejecting the null hy-
pothesis when it is actually true (Type I) and failing to reject the null hypothesis, when the alternative is
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true (Type II). When studying the operating characteristic of two-stage designs under a frequentist frame-
work, the probabilities of these errors are evaluated by specifying a single value for θ, suitably selected
under H0 or H1 according to the type of error we are interested in. By adopting a Bayesian approach,
we instead introduce two different prior distributions that model uncertainty on the single values of the
parameter specified in the classical framework and add flexibility to the procedure. In the statistical lit-
erature, these priors are typically called design prior distributions, because they are used at the design
stage of the study to describe a scenario of interest and to derive the prior predictive distributions of the
data (see, Wang and Gelfand, 2002; Sahu and Smith, 2006; Brutti et al., 2008; Sambucini, 2008). This
allows to obtain the probability model that generates the data, under the assumption that θ is highly likely
to be in a certain subset of the parameter space.

More specifically, to compute the Type I error rate, we need to realize the conjecture that H0 is true.
Thus, we introduce a beta design prior distribution for θ, πDH0

(θ) = Beta(θ;αD
H0
, βDH0

), which has mode
θD0 smaller than θ∗ and assigns negligible probability to values of the parameter under the alternative
hypothesis. By marginalizing the sampling distribution of the data over πDH0

(θ), we obtain the prior
predictive distribution of S1 and S − S1, that are

mD
H0

(s1) = Bin-Beta(s1; n,αD
H0
, βDH0

), ∀ s1 = 0, ..., n1,

mD
H0

(s− s1) = Bin-Beta(s− s1; n− n1, αD
H0
, βDH0

), ∀ s− s1 = 0, ..., n− n1.

Here, Bin-Beta(· ; m, a, b) denotes the probability mass function of a Binomial-Beta distribution with
parameters m, a and b. Therefore, given the four values (n1, r1, n, r), the predictive probability of a
Type I error is provided by

Pr(Type I error) =
n1∑

i=r1+1

n∑
j=r+1

Bin-Beta(i; n1, αD
H0
, βDH0

)Bin-Beta(j − i; n− n1, αD
H0
, βDH0

).

When the focus is on the Type II error, we elicit a beta design prior distribution for θ, πDH1
(θ) =

Beta(θ;αD
H1
, βDH1

), used to realize the assumption that the alternative hypothesis is true. Its prior mode
is θD1 > θ∗ and the prior probability assigned to values of the θ under the null hypothesis is negligible.
Analogously to the previuos case, πDH1

(θ) is exploited to obtain the prior predictive distribution of S1
and S − S1, that are still Binomial-Beta. Therefore, the predictive probability of a Type II error is given
by

Pr(Type II error) = 1−
n1∑

i=r1+1

n∑
j=r+1

Bin-Beta(i; n1, αD
H1
, βDH1

)Bin-Beta(j − i; n− n1, αD
H1
, βDH1

).

3..2 Optimal design strategy
As described before, the first step of the proposed strategy to find the optimal design consists in con-
sidering all the possible couples of n and n1 and identifying the corresponding boundaries r1 and r by
exploiting the conditions (3) and (4) about the posterior probabilities that the alternative hypothesis is
true. Among the set of (n1, r1, n, r) identified using this procedure, we select the one that

1. satisfies the error constraints Pr(Type I error) < α and Pr(Type II error) < β, where α and β
are desired levels for the error rates;

2. minimizes the expected sample size underH0, E(N |H0) = n1+(n−n1)(1−PET (H0)), where
PET (H0) is the probability of early termination, that is computed for θ equal to the mode of the
design prior πDH0

(θ) and is given by

PET (H0) =

r1∑
i=0

(
n1
i

)(
θD0
)i(

1− θD0
)n1−i

.
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4. Numerical results

In this Section, we report some numerical results to illustrate the main features of the proposed de-
sign. We set θ∗ = 0.4 and consider a non-informative analysis prior distribution, πA(θ) = Beta(θ; 1, 1).
To elicit the design prior distributions, we resort to a typical way of proceeding by expressing the hyper-
parameters in terms of prior mode and prior sample size. For instance, the hyperparameters of the design
prior πDH1

(θ) can be fixed as

αD
H1

= nDH1
θD1 + 1 and βDH1

= nDH1
(1− θD1 ) + 1,

where the prior sample size nDH1
regulates the concentration of the prior around its mode. In particular,

we set θD1 = 0.6 and select nDH1
so that it is equal to 0.99 the prior probability assigned to the intervals

[0.55, 0.65], [0.5, 0.7] and [0.4, 0.8]. Consequently, we obtain three design priors with nDH1
equal to

1035, 255 and 60, respectively, that assign negligible probability to values of θ smaller than θ∗. These
distributions are represented in Figure 1 along with the design prior πDH0

(θ). This latter density has
mode θD0 = 0.35 and is based on a prior sample size, nDH0

, equal to 909. On the right of the graph, a
small Table shows the optimal designs that correspond to the diffrent design priors πDH1

(θ). As expected,
the corresponding optimal sample sizes increase when nDH1

decreases, as a consequence of the greater
dispersion of the design distribution.

0.3 0.4 0.5 0.6 0.7 0.8 0.9

θ

0

5
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15

20

25 nH1

D = 1035

nH1

D = 255

nH1
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θ∗ nD
H1

r1/n1 r/n

0.4 1035 7/16 16/33
255 7/16 19/40
60 9/20 23/49

Figure 1: Design prior distributions πDH0
(θ) and πDH1

(θ) for different values nDH1
, when θ∗ = 0.4. The

Table shows the corresponding optimal designs when πA(θ) = Beta(θ; 1, 1) and (α, β) = (0.05, 0.2)

In Table 1, we report the optimal designs for different values of θ∗ and (α, β), when θD0 = θ∗−0.05,
θD1 = θ∗ + 0.2, αA = βA = 1, λ1 = 0.8 and λ2 = 0.9. The prior sample sizes of the design priors,
nDH0

and nDH1
, are selected as the minimum values so that the probabilities assigned to H0 and H1,

respectively, are equal to 0.999. The corresponding probabilities of early termination and the expected
sample sizes are also reported. Regardless of θ∗, the optimal sample sizes obtained when α = β = 0.1
in both the stages are greater than the ones obtained with α = 0.05 and β = 0.1. Furthermore, in the
first case the probabilities of early termination are higher, resulting in expected sample sizes closer to
n1. As for the analysis prior distributions, we expect that their impact varies according to the degree of
skepticism expressed towards the treatment efficacy.
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Table 1: Optimal proposed two-stage design for different values of θ∗, α and β, when θD0 = θ∗ − 0.05,
θD1 = θ∗ + 0.2, αA = βA = 1, λ1 = 0.8 and λ2 = 0.9

θ∗ (α, β) r1/n1 r/n EN(H0) PET (H0)

0.2 (0.1, 0.1) 6/27 12/48 27.070 0.901

(0.05, 0.2) 3/14 7/27 15.094 0.853

0.3 (0.1, 0.1) 11/33 25/70 36.652 0.901

(0.05, 0.2) 6/18 14/38 20.780 0.861

0.4 (0.1, 0.1) 18/41 27/58 42.509 0.911

(0.05, 0.2) 9/20 27/58 24.628 0.878

0.5 (0.1, 0.1) 22/40 40/71 42.377 0.923

(0.05, 0.2) 11/20 27/47 23.531 0.869

5. Discussion

The most popular and commonly used two-stage designs have been developed by Simon (1989)
under a frequentist framework. From a Bayesian perspective, Shi and Yin (2018) showed that, given
promising results according to Simon’s designs, the posterior probabilities that the response rate reaches
the desirable target level are very low. Thus, this Author proposed a Bayesian two-stage design that en-
sures high posterior probabilities of the response rate exceeding the target of interest, when the observed
results suggest to proceed with treatment investigation.

In this paper, we present a Bayesian two-stage design based on the same condition used by Shi
and Yin (2018) and that in addition minimizes the expected sample size under null hypothesis, while
controlling the Type I and Type II error rates at fixed desired levels. To offer a more flexible evaluation
of the errors probabilities, we adopt a predictive approach by using design prior distributions to specify
design expectations and to realize the assumption that θ belongs to a specific subset of the parameter
space. These prior densities are employed to obtain the prior predictive distribution of the data, used to
compute the error probabilities. A different prior distribution is used to represent prior information and
to compute the posterior distribution of the parameter.
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