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Abstract
In this paper we consider semilinear equations −�u = f (u) with Dirichlet bound-
ary conditions on certain convex domains of the two dimensional model spaces of
constant curvature. We prove that a positive, semi-stable solution u has exactly one
non-degenerate critical point (a maximum). The proof consists in relating the critical
points of the solution with the critical points of a suitable auxiliary function, jointly
with a topological degree argument.

Mathematics Subject Classification 58J32 · 35J61 · 58J20 · 58J05

1 Introduction and statement of themain result

Let M be a two-dimensional model space, which means M = S
2,R2 or H2 with

the corresponding standard metrics of constant curvature 1, 0,−1. Let � ⊂ M be a
bounded and smooth domain and let u be a solution of the followingDirichlet problem

{
−�u = f (u) in �,

u = 0 on ∂�.
(1.1)
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Here f : [0,+∞) → R is a C1 nonlinearity satisfying f (0) ≥ 0. We will consider
positive solutions of (1.1) which are semi-stable. We say that u is semi-stable if the
first eigenvalue of the stability operator

L = −� − f ′(u) (1.2)

is non-negative.
Two classical cases which fit in this class are

• The torsion problem:

f (s) = 1 (1.3)

• The eigenvalue problem, in particular, the first eigenfunction:

f (s) = λs (1.4)

where λ is the first Dirichlet eigenvalue on �.

There is a huge literature about the shape of solutions to (1.1). Indeed, the description of
the geometry of the shape of the solutions, like the convexity of the super-level sets and
the number of the critical points, is a problem that has engaged many mathematicians
in the past decades. On the other hand many questions are unsolved and a satisfactory
description is available only in the f lat case � ⊂ R

2 for f as in (1.3), (1.4).

1.1 The flat caseÄ ⊂ R
2

It is known that the shape of � influences the number of critical points of u. In
the case of the torsion problem there are some conclusive answers. In [1], Makar-
Limanov proved that if� is convex then the level sets of u have positive curvature and
the solution has only one critical point. The convexity assumption is difficult to relax:
indeed in [2] the authors show examples of domains “close” (in a suitable sense) to a
convex one with a large number of critical points. The result of Makar-Limanov has
been extended to any dimension by Korevaar and Lewis [3].

Concerning the first eigenfunction of the Laplacian, among the first works on the
subject we mention [4] and [5], where it is proved that if � is a strictly convex domain
inR2, then the first eigenfunction is log-concave. Some additional work is needed (see
e.g., [6]) to derive also the uniqueness of the critical point. We point out that in [5],
log-concavity of the first eigenfunction is proved in any dimension.

Next we mention two seminal papers for the case of a general nonlinearity: the
first one is the celebrated paper by Gidas, Ni and Nirenberg [7], where it is proved,
among other results, that there is uniqueness and non-degeneracy of the critical point
under the assumption that � is symmetric with respect to a point and just convex in
any direction. The second relevant result, which motivated our study, is [8, Theorem
1] where the authors consider semi-stable solutions to semilinear elliptic equations
and prove that for convex planar domains with boundary of positive curvature such
solutions have exactly one non-degenerate critical point. The hypothesis of positive
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boundary curvature has been relaxed later in [9, Theorem 2]. We also mention [10]
where the authors consider the secondDirichlet eigenfunction on certain planar convex
sets.

1.2 The case of Riemannian surfaces

In the Riemannian setting, much attention has been devoted to the case of the eigen-
functions. There is a quite vast literature on the properties of the nodal sets of
eigenfunctions, mainly concerning their size (see e.g., [11] and the review [12]). Much
less is known about the number of critical points, and even more so for a general non-
linearity f . An approach that allowed to get important results is to look for a metric
g on a manifold M such that the corresponding k-th eigenfunction has a prescribed
number of critical points.

For example, in [13] it is proved that, given a n-dimensional compact manifold
M with n ≥ 3, there exits a metric g such that for all positive integers N and l, the
k-th eigenfunction of the Laplacian has at least N non-degenerate critical points, for
k = 1, . . . , l. Similar results have been obtained in [14–16].

A different point of view is to consider some fixed ambient two-dimensional man-
ifold (e.g., S2 or H2 with their standard metrics) and study the convexity of the level
sets of the first Dirichlet eigenfunction on geodesically convex domains. In [17] the
authors discuss some log-concavity estimates for the first eigenfunction on convex
Euclidean domains, providing a short proof of the result of Brascamp and Lieb [5].
This proof has been adapted in [18] to prove the the log-concavity of the first Dirichlet
eigenfunction in geodesically convex domains of Sn . Note that this last result, jointly
with [19], allows to prove the uniqueness and non-degeneracy of the critical point.
For related results on positively curved surfaces, we also mention [20].

Another problem which has been investigated concerns the convexity of the level
sets of eigenfunctions in the hyperbolic space H

2. Here the situation is consider-
ably different, Indeed, unlike the results in S

2 or R2, there exist geodesically convex
domains for which the first Dirichlet eigenfunction has non-convex level sets, see [21].
Using similar ideas, in [22] the author constructs an example of a convex domain such
that the corresponding first Dirichlet eigenfunction has two distinct maxima. Hence
the convexity of the domain is not enough to guarantee the uniqueness of the critical
point of the eigenfunction in the negatively curved case.

1.3 Statement of themain result

The aim of this paper is to prove the uniqueness of the critical point of solutions
to (1.1) for certain natural classes of convex domains in S

2 and H
2. Our approach

is suitable also to cover some other ambient spaces (see Remark 1.5), however, for
the sake of presentation, we confine ourselves to the mentioned cases. Moreover, our
method provides an alternative simple proof of the uniqueness of the critical point for
convex planar domains with positive boundary curvature, i.e., the result of [8] (see
also [9] for another alternative proof). Therefore we state it for the three model spaces.

Our main result is stated as follows:
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Theorem 1.1 Let M be S2,R2 or H2 with the standard metric of constant curvature
1, 0,−1, and let � ⊂ M be a bounded and smooth domain. Assume that

i) � is convex with boundary of positive curvature if M = R
2;

ii) � is convex with boundary of positive curvature and diameter smaller than π
2 if

M = S
2;

iii) � is horoconvex if M = H
2 (the notion of horoconvexity is recalled in Definition

3.14).

Then any positive, semi-stable solution u to (1.1) has a unique non-degenerate critical
point, which is a maximum.

Remark 1.2 From Theorem 1.1 we immediately get the following two corollaries.

Corollary 1.3 Let M be S2,R2 or H2 with the standard metric of constant curvature
1, 0,−1, and let � ⊂ M be a bounded and smooth domain. Let u be the solution to

{
−�u = 1 in �,

u = 0 on ∂�.

Assume that i), i i) of ii i) of Theorem 1.1 hold, respectively, when M = R
2,S2 orH2.

Then u has a unique non-degenerate critical point, which is a maximum.

Corollary 1.4 Let M be S
2,R2 or H

2 with the standard metric of constant curva-
ture 1, 0,−1, and let � ⊂ M be a bounded and smooth domain. Let u be the first
eigenfunction of

{
−�u = λu in �,

u = 0 on ∂�.

Assume that i), i i) of ii i) of Theorem 1.1 hold, respectively, when M = R
2,S2 orH2.

Then u has a unique non-degenerate critical point, which is a maximum if u is chosen
positive.

Wemake some comments on the consequences of ofTheorem1.1 and its corollaries.

• To our knowledge this is the first result in the literature on the uniqueness of the
critical point for the torsion problem on manifolds.

• We remark that the additional hypotheses in i i) and i i i) are crucial for our method
to work, and just requiring κ > 0 is not sufficient. In particular, they are crucial
to prove Proposition 3.15. Removing these hypotheses, we can easily find convex
domains for which points i i) and i i i) of Proposition 3.15 fail.

• The condition on the diameter in i i) is probably technical. In fact, in the case of
the first eigenfunction we know (see [18]) that the maximum is unique for any
convex domain, without any diameter restriction.

• A natural question is whether it is possible to prove Theorem 1.1 on the mere
assumption of the convexity of �. This is not possible, as pointed out here above,
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in the case of the first Dirichlet eigenfunction of geodesically convex sets of H2

(but not horoconvex). Hence, in the hyperbolic case, the additional assumption of
horoconvexity in i i i) does not seem to be just due to technical reasons.

• As mentioned before, the results for the first Dirichlet eigenfunction on R
2 and

S
2 are known. Corollary 1.4 implies that the first Dirichlet eigenfunction on horo-

convex domains of H2 has a unique non-degenerate critical point. To the best of
our knowledge, this is the first result of this kind for domains in negatively curved
manifolds.

1.4 Strategy of the proof

Now we give some ideas about the proof of Theorem 1.1. Denote by C the set of
critical points of u, namely

C = {x ∈ � such that ∇u(x) = 0}.

One of the main difficulties in describing the critical points of solutions to (1.1) is that
(a priori) the set C can have a complicated shape. It is not even guaranteed that the C
is finite, nor that its points are isolated. This is a serious problem if we want to apply
classical tools as Morse theory or degree arguments. As we will show below, one of
the main steps of our proof will be to prove that the set C consists of isolated points.

One of the most important tools that we use is the celebrated Poincaré-Hopf The-
orem which links the index of the zeros of any vector field V on a domain � with
the Euler characteristic of � (see Sect. 2 and Theorem 2.7 for the basic definitions
and the statement of the results). In our setting, where � is a contractible subset of a
two-dimensional Riemannian manifold, it could be summarized by the formula

∑
i

Indpi V = 1 (1.5)

where the sum runs on the isolated zeros of V . Usually (1.5) is applied to V = ∇u,
providing a balance on the critical points of u. Of course it says nothing about the
exact number of the critical points of u. Actually formula (1.5) will be applied to the
following vector field

V = ∇P = ∇
(
1

2
|∇u|2 + F(u)

)

where F(s) = ∫ s
0 f (t)dt is a primitive of f . Note that this vector field was used in

other context, see the P-functions in [23] or in [24], see also [25]. At this stage two
questions arise naturally:

1) Are the critical points of P isolated?
2) In which way the information on the number of critical points of P allows to prove

the uniqueness of the critical point of u?

The answer to the question 1) is the more delicate. It will be given in several steps
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i) First we observe that critical points for u are critical points for P .
ii) Wewant to prove that the reciprocal implication is also true. Assume by contradic-

tion that p ∈ � is a not a critical point of u and ∇P(p) = 0. Next we introduce
an auxiliary function Z : � → R which is not identically zero and vanishes
with its gradient at the point p (this will be a consequence of the assumption
∇P(p) = 0). So p is a singular point for Z and classical results (see [26] or
[27]) imply that locally the zero-set of u is given by a finite number of curves
intersecting transversally. Then, we show that the convexity of � implies that Z
has exactly two zeros on ∂�.We reach a contradiction by a topological argument:
the function Z defined in this way turns out to be a Dirichlet eigenfunction of
the stability operator L in a proper subdomain of � with eigenvalue 0, and this
implies that the first eigenvalue of L on � is strictly negative, contradicting the
semi-stability assumption on u.

iii) By the previous step we get that the number of critical points of u coincides with
the number of critical points of P . Next we show that they are non-degenerate,
and we do this in the same spirit of point i i), using a suitable auxiliary function
W .

Once we know that the critical points of u coincide with those of P and they
are not degenerate, we can apply the Poincaré-Hopf Theorem. Note that the crucial
assumption 〈∇P, ν〉 < 0 is verified by the fact that ∂� has positive curvature. A
straightforward computation shows that the index of any critical point of P is one
(this is a consequence of the non-degeneracy of the critical points of u) and so by (1.5)
we have

	{critical points of P} =
∑
i

Indpi ∇(P) = 1 (1.6)

which gives the uniqueness (and by the previous discussion also the non-degeneracy)
of the critical point of P , and then the same holds for u.

Remark 1.5 We remark that the ideas used in this paper yield the same results in other
situations, for example, it is straightforward to prove Theorem 1.1 when M is any
coaxial cylinder in R

3 or any flat torus, and � is a contractible convex set of M with
positive boundary curvature.

The present paper is organized as follows. In Sect. 2we collect a fewpreliminary results
needed for the proof of Theorem 1.1, which is presented in Sect. 3. In Appendix 1 we
restrict to the case of the first Dirichlet eigenfunction and we take another point of
view, namelywe consider the problem of describing the critical points onmore general
manifolds of revolution (with or without boundary) of any dimension.

2 Preliminaries and well known facts

In this section we collect a few preliminary results and examples which will be useful
in the proof of Theorem 1.1. Throughout the paper, for a Riemannianmanifold (M, g),
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we denote by 〈·, ·〉 the inner product on the tangent spaces of M associated with the
metric g.

2.1 Killing vector fields

We start by recalling the definition of Killing vector field.

Definition 2.1 Let (M, g) be a complete n-dimensional Riemannian manifold. A
smooth vector field K on M is said to be Killing if, for every vector fields X ,Y

LK g(X ,Y ) = 0, (2.1)

that is, the Lie derivative of g with respect to K vanishes.

The Killing equation (2.1) is equivalent to

〈∇X K ,Y 〉 + 〈∇Y K , X〉 = 0. (2.2)

A further equivalent definition is the following: K is Killing if the flow of K is a local
1-parameter group of isometries.

We recall a few consequences of Definition 2.1. Let K be a Killing vector field on
M . Then

a) divK = 0;
b) if K is pointwise tangential to an embedded submanifold N of M , then K |N is a

Killing vector field on N ;
c) �K (u) = K (�u) for any smooth function u, i.e., K commutes with the Laplacian;

also the reciprocal is true: if K commutes with the Laplacian, then it is Killing.

For more information on Killing vector fields we refer to [28, §8].
In the proof of Theorem 1.1 the existence of global Killing fields will play a special

role.Actually,wewill askmore than the existence of someglobalKillingfield.Namely,
we will require that for any p ∈ M and v ∈ TpM there exists a Killing field K such
that the geodesic γ with γ (0) = p, γ ′(0) = v is an integral curve of K . This is true
for the model spaces S2,R2,H2, as the following examples show.

Example 2.2 Let M = R
2. Three linearly independent Killing vector fields are given,

in Cartesian coordinates (x, y) by:

• K1 = ∂x ; the integral curves are lines parallel to the x-axis and in particular they
are all geodesics;

• K2 = ∂y ; the integral curves are lines parallel to the y-axis and in particular they
are all geodesics;

• −y∂x + x∂y ; the integral curves are circles about the origin and none of them is a
geodesic.

Let p ∈ R
2 and v ∈ TpM . We can assume without loss of generality that p = (0, 0)

and v = (1, 0). The geodesic γ such that γ (0) = p and γ ′(0) = v is just the x-axis
of equation y = 0. Then the Killing field K having y = 0 as integral curve is K1.
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An equivalent way of saying this is that, given a fixed system of Cartesian coordi-
nates centered at p, the Killing vector field having a geodesic integral curve through
p is a linear combination of K1 and K2. The Killing field K3 does not play any role
since none of its integral curves is a geodesic.

Example 2.3 Let M = S
2 ⊂ R

3. Let X = z∂y − y∂z , Y = z∂x − x∂z and Z = −y∂x +
x∂y be the threeKilling vector fields inR3 (with Cartesian coordinates (x, y, z)) which
are the generators of the rotations about the coordinate axes. They are tangential to
S
2 and therefore their restrictions to S

2 are Killing vector fields on S
2. Let (θ, φ) ∈

[0, π ] × [0, 2π ] be the standard system of spherical coordinates where the north pole
(0, 0, 1) corresponds to θ = 0, while (1, 0, 0) corresponds to (θ, φ) = (π/2, 0) and
(0, 1, 0) corresponds to (θ, φ) = (π/2, π/2). Therefore three linearly independent
Killing fields are:

• K1 = X |S2 = sin(φ)∂θ +cot(θ) cos(φ)∂φ ; the integral curves are spherical circles
centered at (±1, 0, 0) and exactly one of such integral curves is a geodesic, namely
the great circle S2 ∩ {x = 0};

• K2 = Y |S2 = cos(φ)∂θ −cot(θ) sin(φ)∂φ ; the integral curves are spherical circles
centered at (0,±1, 0) and exactly one of such integral curves is a geodesic, namely
the great circle S2 ∩ {y = 0};

• K3 = Z |S2 = ∂φ ; the integral curves are spherical circles centered at (0, 0,±1)
and exactly one of such integral curves is a geodesic, namely the great circle
S
2 ∩ {z = 0}, i.e., the equator.

Let p ∈ S
2 and let v ∈ TpM . We can assume without loss of generality that p =

(0, 0, 1) is the north pole and that v = (0, 1, 0) (here we are thinking of v as a vector
in R

3). Then the geodesic γ through p with γ ′(p) = (0, 1, 0) is the great circle
S
2∩{x = 0}, and consequently the Killing field having γ as integral curve is K1. Also

in this case, we note that if p ∈ S
2 assuming that p = (0, 0, 1), then any Killing field

having as integral curve a geodesic through p is a linear combination of K1 and K2.
Again, we note that, given a point p, the Killing field corresponding to the rotations
around p, i.e., K3, does not come into play.

Example 2.4 Let M = H
2. Consider the Poincaré disk model for H2. Namely, we

consider D to be the open unit disk of R2 with Cartesian coordinates (x, y) endowed
with the metric 4

(1−x2−y2)2
(dx2 + dy2).

Three linearly independent Killing vector fields are given by:

• K1 = 1−x2+y2

2 ∂x − xy∂y ; the integral curves are the intersection of D with arcs
of circles with centers on x = 0 and passing through (±1, 0); this include also the
segment (−1, 1) × {0} which is the unique geodesic integral curve of K1;

• K2 = −xy∂x + 1−x2+y2

2 ∂y ; the integral curves are the intersection of D with arcs
of circles with centers on y = 0 and passing through (0,±1); this include also the
segment {0} × (−1, 1) which is the unique geodesic integral curve of K2;

• K3 = −y∂x + x∂y ; the integral curves are circles centered at the origin and none
of them is a geodesic.

Recalling that the geodesics in the Poincaré disk model are segments through the
origin and arcs of circles in D meeting D orthogonally, we see that K1, K2 have only
one integral curve which is a geodesic, while K3 has none.
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Let p ∈ H
2. We can always consider the Poincaré disk model centered at p. Hence,

without loss of generality we can assume that v ∈ TpM is given by v = (0, 1)
in the disk model. Therefore the Killing vector field having the (geodesic) segment
(−1, 1)×{0} as integral curve is K1. Again, fixing a coordinate system centered at p,
this amount to saying that a Killing field having as integral curve a geodesic through
p is a linear combination of K1 and K2, while K3 does not play any role.

2.2 Poincaré-Hopf Theorem

In this subsection we recall the Poincaré-Hopf Theorem, which relates the the zeros
of a vector field with the Euler characteristic of the underlying manifold. In order to
do so, we need some preliminary definitions.

Definition 2.5 Let U ⊂ R
n be an open set, p ∈ U , and let 
 : U → R

n be a
continuous mapping such that 
(p) = 0. Let ε > 0 be such that B(p, ε) ⊂ U does
not contain other pre-images of the origin except p. The local degree of the map 
 at
the point p is defined as the degree of the mapping




|
| : ∂B(p, ε) → S
n−1

where Sn−1 is the unit sphere in Rn .

Let M be a n-dimensional Riemannian manifold and let V be a vector field on M .
A point p ∈ M such that V (p) = 0 is called a singular point of V . In a system of
local coordinates x1, . . . , xn around p, we can write V = ∑n

i=1 Vi (x)∂xi . We assume
that the coordinates (x1, . . . , xn) are defined in a neighborhoodU of the origin in Rn ,
and that p corresponds to the origin in R

n .

Definition 2.6 Let V be a vector field onM and let p be an isolated singular point of V .
Let V = (V1, . . . , Vn) in a local coordinate system (x1, . . . , xn) ∈ U ⊂ R

n around p.
The index IndpV of V at p is the local degree of the mapping (V1, . . . , Vn) : U → R

n

We are ready to state the

Theorem 2.7 (Poincaré-Hopf Theorem) Let M be a n-dimensional Riemannian ori-
entable manifold, with or without boundary, and let V be a vector field on M with
isolated zeros pi . If ∂M �= ∅, assume that 〈V , ν〉 < 0, i.e., 〈V , ν〉 does not vanish
(and has constant sign) on ∂M, where ν is the conormal vector to ∂M. Then

∑
i

Indpi V = (−1)nχ(M)

where χ(M) is the Euler characteristic of M.

For the proof of this result see e.g., [29, page 2].
Finally, we note that if a vector field V on M has a singular point at p which

is non-degenerate, i.e., det
(
∂x j Vi (0)

) �= 0, then IndpV = sign det
(
∂x j Vi (0)

)
. Here

(x1, . . . , xn) is a local system of coordinates around p (which corresponds to 0 ∈ R
n)

and V = ∑n
i=1 Vi (x)∂xi .
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2.3 Nodal lines

We end this section recalling a classical result (see [27]) on the behavior of solutions
v of elliptic equations on planar domains at a point q where v(q) = ∇v(q) = 0 (q is
said to be a singular point).

Theorem 2.8 Suppose that v is a non-constant solution to an elliptic equation of
second order with smooth coefficients on a domain� ⊂ R

2. Then v−1{0} decomposes
into the disjoint union

(
v−1{0} ∩ {|∇v| > 0})∪ (

v−1{0} ∩ |∇v|−1{0}) of smooth one-
dimensional manifolds having finite one-dimensional measure in each compact subset
of �, and the set of isolated singular points v−1(0) ∩ {|∇v| = 0}.

The previous theorem implies that, in a neighborhood of a singular point q, the
zero-set of v is given by (at least) two curves which intersect transversally. In this
paper we are interested in the equation −�v = av on two dimensional Riemannian
manifolds, where a is a smooth function. Using a local coordinate chart around a
singular point q of v, we deduce the following

Corollary 2.9 Let v be a solution of −�v = av, on some domain � ⊂ M, where M
is a two-dimensional Riemannian manifold and a is a smooth function. Let q ∈ � be
such that v(q) = ∇v(q) = 0. Then, in a neighborhood of q the set v−1(0) is given by
(at least) two curves which intersect transversally.

3 Proof of Theorem 1.1

3.1 The auxiliary function P

Through all this section, u is a positive, semi-stable solution of (1.1). We define

P := 1

2
|∇u|2 + F(u) (3.1)

with F(s) = ∫ s
0 f (t)dt .

We have the following expression for the gradient of P:

∇P = ∇∇u∇u − �u∇u. (3.2)

3.2 The zeros of∇P coincide with the zeros of∇u

From the definition of P , it turns out that if p is a zero of ∇u, then it is also a zero of
∇P . The aim of this subsection is to show that the vice-versa holds true.

Let p ∈ � be such that ∇u(p) �= 0. Let v ∈ TpM be orthogonal to ∇u(p), and let
γ be the unique geodesic such that γ (0) = p, γ ′(0) = v. Then γ is the integral curve
of some Killing vector field K (see also Examples 2.2,2.3 and 2.4). We define

Z := K (u). (3.3)
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Lemma 3.1 The function Z does not vanish identically and satisfies

−�Z = f ′(u)Z

in �. Moreover, Z(p) = 0.

Proof The fact that Z does not vanish identically is straightforward to check. In fact,
if Z ≡ 0 on �, then Z ≡ 0 on ∂�, which implies that ∂� is an integral curve of
K . On the other hand, the geodesic γ through p is an integral curve of K which has
non-empty intersection with ∂�, which is not possible (alternatively, from Proposition
3.15 it follows that Z has exactly two zeros on ∂�, hence it cannot vanish identically
in �).

Since K is aKilling vector field, it commuteswith theLaplacian:�K (u) = K (�u).
This implies that−�Z = f ′(u)Z . The fact that Z(p) = 0 follows just by construction,
in fact K is orthogonal to ∇u at p. ��
Example 3.2 In the case M = R

2, we can assume without loss of generality that
p = (0, 0) and ∇u(p) = (0, c) for some c �= 0. Hence v = (1, 0) ∈ TpM is
orthogonal to ∇u(p). We are in the case of Example 2.2, and Lemma 3.1 simply says
that Z = ux solves −�ux = f ′(u)ux , which is a trivial identity. Moreover, since
∇u(p) = (0, c), this implies that Z(p) = ux (p) = 0.

In the case of M = S
2 ⊂ R

3, we can assume without loss of generality that
p = (0, 0, 1) and ∇u(p) = (c, 0, 0) for some c �= 0. Hence v = (0, 1, 0) ∈ TpM
is orthogonal to ∇u(p). We are in the case of Example 2.3, which means that, in
polar coordinates (θ, φ) centered at the pole p, Z = sin(φ)∂θu + cot(θ) cos(φ)∂φu.
Lemma 3.1 says that −�(sin(φ)∂θu + cot(θ) cos(φ)∂φu) = f ′(u)(sin(φ)∂θu +
cot(θ) cos(φ)∂φu), which can be easily verified since � = ∂2θθ + cot(θ)∂θ +
sin−2(θ)∂2φφ .

Analogous explicit computations can be performed in the case of H2, using the
explicit fields provided in Example 2.4.

Next we compute ∇Z(p).

Lemma 3.3 We have

∇Z(p) = ∇K∇u|p. (3.4)

Proof We compute

∇Z = ∇K (u) = ∇K∇u + ∇∇uK .

In order to prove the Lemma, we need to show that the second summand vanishes at
p. Now, by the Killing equation (2.2)

〈∇∇uK , K 〉 = −〈∇K K ,∇u〉
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and ∇K K |p = 0, since this is the covariant derivative of the tangent to a geodesic
along the geodesic. On the other hand, by the Killing equation we have

〈∇∇uK ,∇u〉 = −〈∇∇uK ,∇u〉

and hence 〈∇∇uK ,∇u〉 = 0. Since, at p, (K ,∇u) forms a orthogonal frame, we
conclude that ∇∇uK |p = 0. ��

Finally, we compare ∇Z(p) and ∇P(p), assuming that ∇u(p) �= 0.

Lemma 3.4 Let p ∈ � be such that ∇u(p) �= 0 and let Z be defined by (3.3). Then

|∇P(p)| = |∇u(p)||∇Z(p)|, 〈∇P(p),∇Z(p)〉 = 0.

Proof By construction,
(
K , ∇u

|∇u|
)
forms a orthonormal frame at TpM (one can check

that |K | = 1 along γ , and in particular, at p). Through the rest of the proof we will
suppress the explicit dependence on p, since we will just look at TpM . We use Lemma
3.4 and deduce that, at p

∇Z = 〈∇K∇u, K 〉K +
〈
∇K∇u,

∇u

|∇u|
〉 ∇u

|∇u| . (3.5)

On the other hand, by (3.2) we have that, at p

∇P = 〈∇∇u∇u − �u∇u, K 〉K +
(〈

∇∇u∇u,
∇u

|∇u|
〉
− �u|∇u|

) ∇u

|∇u| . (3.6)

However, observing that 〈∇u, K 〉 = 0 at p, and that 〈∇∇u∇u, ∇u
|∇u| 〉 − �u|∇u| =

−|∇u|〈∇K∇u, K 〉 (we use the fact that the Laplacian is the trace of the Hessian), we
can rewrite (3.6) as

∇P = 〈∇∇u∇u, K 〉K − |∇u|〈∇K∇u, K 〉 ∇u

|∇u|
= |∇u|

(〈
∇K∇u,

∇u

|∇u|
〉
K − 〈∇K∇u, K 〉 ∇u

|∇u|
)

. (3.7)

The conclusion follows from (3.5) and (3.7).
��

We have defined, for any p ∈ � with ∇u(p) �= 0, a function Z such that −�Z =
f ′(u)Z in � and Z(p) = 0. Note that the Killing vector field used to define Z in
(3.3) depends on p. We will use the function Z to prove that under some geometric
conditions on �, P and u have the same critical points. This is contained in the next
proposition. A key ingredient in its proof is that, under certain geometric conditions, Z
has exactly two zeros on ∂�. The proof of this last fact is postponed to Subsection 3.5.

Proposition 3.5 Let � ⊂ M be a bounded and smooth domain. Assume that
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i) � is convex with boundary of positive curvature if M = R
2;

ii) � is convex with boundary of positive curvature and diameter smaller than π
2 if

M = S
2;

iii) � is horoconvex if M = H
2.

Then p is a zero of ∇P if and only if it is a zero of ∇u.

Proof It is straightforward to check that if p ∈ � is such that ∇u(p) = 0, then
also ∇P(p) = 0. On the other hand, assume that p ∈ � is a zero of ∇P , but
∇u(p) �= 0. Therefore we can define a function Z as in (3.3). It follows by Lemma
3.1 that Z does not vanish identically, Z(p) = 0 and −�Z = f ′(u)Z and by Lemma
3.4 that ∇Z(p) = 0, since ∇P(p) = 0. Hence by Corollary 2.9 we deduce that
in a neighborhood of p, v−1(0) is given by (at least) two curves which intersect
transversally. Moreover, hypotheses i), i i) and i i i) and Proposition 3.15 imply that Z
has exactly two zeros on ∂�. This implies that the set Z = 0 creates a loop, i.e., there
exists an open set ω ⊂⊂ � such that Z = 0 on ∂� and Z does not change sign in
ω, and moreover solves −�Z = f ′(u)Z in ω. Hence, by domain monotonicity, the
first eigenvalue of the operator −�− f ′(u) in � is negative and this is a contradiction
with the semi-stability of the solution u. ��
Remark 3.6 The semi-stability condition is crucial in the proof of Proposition 3.5.
In fact, without this condition it is not clear how to deduce a contradiction from the
presence of an internal nodal zone for the function Z . Indeed, if the first eigenvalue
of −� − f ′(u) is negative (i.e., the Morse index of u is greater than 0), we cannot
exclude this option. The same problem occurs in the flat case, as observed in [8].

However it is likely that this obstruction is only technical, and the uniqueness of the
critical point holds for every positive solution of (1.1). No counterexample is known,
and we recall that in flat case we have the uniqueness of the critical point in convex
and symmetric domains (see Gidas, Ni and Nirenberg [7]). However, as remarked
in the Introduction, the extension of this result to domains without symmetries is a
remarkable open problem.

Remark 3.7 It seems extremely hard to extend the technique of the proof of Proposi-
tion 3.5 to higher dimensions. The topological properties which allow to deduce the
existence of an internal nodal domain for Z by the cross intersection of v−1(0) are not
available if � ⊂ R

n with n ≥ 3.
Similar obstructions arise in the studyof the properties of the nodal line of the second

Dirichlet eigenfunction in convex domains. A remarkable result byMelas ([30]) states
that, if n = 2, the nodal line hits the boundary exactly at 2 points. Analogous properties
are not known in higher dimensions (see open problems 43 − 45 at page 13 in [31]).

3.3 The critical points of u are non-degenerate

An argument analogous to the one of the previous subsection allows to prove that the
critical points of u are non-degenerate.

Suppose that u is such that ∇u(p) = 0, and let v ∈ TpM be such that, at p,
D2u(v,w) = 0 for all w ∈ TpM , that is, p is a degenerate critical point. Here D2u
denotes the Hessian of u.
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As for the definition of Z , let K be a Killing vector field such that the geodesic γ

with γ (0) = p, γ ′(0) = v is an integral curve of K . Then we define

W := K (u). (3.8)

We have the analogous of Lemma 3.1.

Lemma 3.8 The function W does not vanish identically and satisfies

−�W = f ′(u)W

in �. Moreover, W (p) = 0.

The fact that W does not vanish identically is straightforward to check (see the proof
of Lemma 3.1). The fact that W (p) = 0 is trivial, in fact by hypothesis p is a critical
point of u.

Lemma 3.9 Let p ∈ � be a degenerate critical point. Then

∇W (p) = 0.

Proof Let W be defined as in (3.8). Hence, at p, D2u(K , X) = 0 for all X ∈ TpM .
From Lemma 3.3 (with Z replaced by W ) we have that, for all X ∈ TpM :

〈∇W , X〉 = 〈∇K∇u, X〉 = D2u(K , X) = 0.

��

Proposition 3.10 Let � ⊂ M be a bounded and smooth domain. Assume that

i) � is convex with boundary of positive curvature if M = R
2;

ii) � is convex with boundary of positive curvature and diameter smaller than π
2 if

M = S
2;

iii) � is horoconvex if M = H
2.

Then the zeros of ∇u are non-degenerate critical points of u.

Proof Assume that p ∈ � is a degenerate critical point of u. Then we can define a
function W as in (3.8). It follows by Lemma 3.8 that W does not vanish identically,
W (p) = 0 and −�W = f ′(u)W , and by Lemma 3.9 that ∇W (p) = 0. Moreover,
hypotheses i), i i) and i i i) and Proposition 3.15 imply thatW has exactly two zeros on
∂�. As in Proposition 3.5, this implies that there exists an open set ω ⊂⊂ � such that
W = 0 on ∂ω and does not change sign on ω, and moreover solves −�W = f ′(u)W
in ω. We conclude as in Proposition 3.5. ��
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3.4 Application of Poincaré-Hopf theorem and conclusion of the proof

In order to conclude, we want to apply the Poincaré-Hopf Theorem to the vector field
∇P .

In order to do so we need to compute Indp∇P for all critical points p of P and the
sign of 〈∇P, ν〉 at ∂�. On the other hand, since we are considering convex domains
� in M , we always have χ(�) = 1.

Lemma 3.11 Let ν be the outer unit normal to ∂�. Then

〈∇P, ν〉 = −|∇u|2κ (3.9)

where κ is the geodesic curvature of ∂� (with respect to the the orientation given by
ν).

Proof Recall that at ∂�, ν = − ∇u
|∇u| (we assume u > 0 in �, but nothing essentially

changes if we take u < 0), and that we can write, for a vector field X , 〈∇∇u∇u, X〉 =
D2u(∇u, X), where D2u is the Hessian of u. Hence

〈∇P, ν〉 = −〈∇∇u∇u − �u∇u,
∇u

|∇u| 〉 = −|∇u|D2u

( ∇u

|∇u| ,
∇u

|∇u|
)

+ �u|∇u|
= |∇u|(−∂2ννu + �u) = |∇u|(−∂2ννu + �∂�u + κ∂νu + ∂2ννu) = −|∇u|2κ,

where κ is the geodesic curvature of the boundary with respect to the the orientation
given by ν. Here we have used the well-known decomposition �u|∂� = �∂�u +
κ∂νu + ∂2ννu, where �∂� denotes the Laplacian on ∂�, ∂νu = 〈∇u, ν〉 and ∂2ννu =
D2u(ν, ν). Since u = 0 on ∂�, �∂�u = 0. ��

Now we compute the index of the critical points of P .

Lemma 3.12 Let p ∈ � be such that ∇P(p) = 0. Then Indp∇P = 1.

Proof We consider D2P := ∇∇P (is the iterated covariant derivative). Consider any
system of local coordinates (x1, x2) in a neighborhood of p. Since ∇P(p) = 0, at p
we can write D2P in coordinates as

D2P = (D2u(p) − �u(p)I )D2u(p)

where I is th 2 × 2 identity matrix and

D2u(p) = (∂2xi x j u)i j

It is now immediate to check that detD2P = (detD2u(p))2 > 0 since p is a non
degenerate critical point for u (see Proposition 3.10). This follows from the fact that
for any 2 × 2 matrix A we have det((A − Tr(A)I )A) = det(A − Tr(A)I )det(A) =
(det(A))2. This concludes the proof.

��
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We can now conclude the proof of Theorem 1.1. Let pi denote the critical points
of P . From Lemma 3.9 we deduce that 〈∇P, ν〉 < 0 on ∂� under hypotheses i),i i),
i i i), and also by the fact that |∇u| > 0 on ∂�. This last fact follows by Hopf’s Lemma
which applies to u since we have assumed that the nonlinearity f satisfies f (0) ≥ 0.
Then by Theorem 2.7 we have

∑
pi

Indpi ∇P = χ(�) = 1

since� is convex. FromLemma3.12wededuce that Ind pi ∇P = 1 for all pi . Therefore
∇P has only one critical point p. From Proposition 3.5 we deduce that p is the unique
critical point of u, and from Proposition 3.10 we deduce that it is non-degenerate. The
proof of Theorem 1.1 is concluded.

3.5 Geometric conditions on the convex sets

In this subsection we prove that under conditions i)-i i i) of Theorem 1.1 the functions
Z and W defined respectively in (3.3) and (3.8) have exactly two zeros on ∂�.

We first recall a few concepts of convexity in the hyperbolic plane H2.

Definition 3.13 A horocycle is a continuous curve in H
2 whose normal geodesics all

converge asymptotically in the same direction. Horocycles have constant geodesic
curvature κ = 1.

Definition 3.14 We say that a domain� ⊂ H
2 is horoconvex if at every point p ∈ ∂�

there exists a horocycle passing through p such that � is contained in the region
bounded by the horocycle.

In the Poincaré disk model, which is the model of Hyperbolic geometry that we
are considering in this article, horocycles are Euclidean circles entirely contained in
D and tangent to ∂D.

Proposition 3.15 Let � ⊂ M be a bounded and smooth domain, let u : � → R be
such that u = 0 on ∂�, ∇u �= 0 on ∂�. Let p ∈ �, v ∈ TpM, γ a geodesic with
γ (0) = p, γ ′(0) = v, and let K be a Killing vector field such that γ is an integral
curve of K . Assume moreover that

i) � is convex with boundary of positive curvature if M = R
2;

ii) � is is convex with boundary of positive curvature and diameter smaller than π
2

if M = S
2;

iii) � is horoconvex if M = H
2.

Then the function F := K (u) has exactly two zeros on ∂�.

Proof We start with the simple case i). We can assume without loss of generality
that p = (0, 0) and that v = (1, 0), so that K = ∂x (here we are using Cartesian
coordinates (x, y) in R2).

Since ∇u �= 0 on ∂�, we have that ν = − ∇u
|∇u| is the outer unit normal to ∂�

(assuming u > 0). Hence the condition K (u) = 0 at s ∈ ∂� translates on the
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geometric condition that at s the integral curve of K is tangent to ∂�. Now, the
integral curves of K are lines parallel to the x-axis. Therefore only two such lines are
tangent to ∂�, being � strictly convex by hypothesis i).

We pass to the proof of i i). The assumption on the diameter of � implies that
� is strictly contained in a hemisphere centered at p, for any p ∈ �. Let p be
as in the statement. It is convenient to think of S2 as embedded in R

3: S2 ⊂ R
3,

S
2 := {(x, y, z) ∈ R

3 : x2 + y2 + z2 = 1}. Without loss of generality, we can assume
that p = (0, 0,−1) is the south pole, and hence that � is contained in the lower
hemisphere S

2− := S
2 ∩ {z < 0}. The geodesic γ is a great circle passing through

p, and hence K is a field whose integral lines are spherical circles centered at two
antipodal points on the equator S2 ∩ {z = 0}. In view of Example 2.3, we can assume
without loss of generality that K = sin(φ)∂θ + cot(θ) cos(φ)∂φ .

Now, consider the central projection � of � and of the level curves of K on the
planeπ : {z = −1}. Recall that, for s ∈ S

2−,�(s) is the intersection of the line through
the origin and s with the plane π . We identify in a natural way points (x, y,−1) ∈ π

with points (x, y) ∈ R
2 and hence π with R2. If � ⊂ S

2− is strictly convex, then also
�(�) is strictly convex in R

2 and moreover it contains the origin �(p). Finally, the
central projections of the integral curves of K foliate R2 by hyperbolas of equation
y2 − 1−a2

a2
x2 + 1 = 0, a ∈ [0, 1). When a = 0 we have the projection of the arc of

great circle S2+ ∩ {x = 0} which is just the y-axis of equation x = 0 in R2.
Our problem is then re-formulated in the following terms: let� ⊂ R

2 be a bounded
and strictly convex domain of R2 containing the origin. Then only two branches of
hyperbolas Ha := {(x, y) : y2 − 1−a2

a2
x2 + 1 = 0}, a ∈ (0, 1) are tangent to ∂�, each

one in exactly one point.
Consider first � ∩ {x > 0}. Since 0 ∈ �, we have that there exists at least one

hyperbola Ha1 to which � is tangent. Suppose by contradiction that they are at least
two: Ha1, Ha2 .

Observe that if a1 �= a2 then Ha1 and Ha2 do not intersect. Moreover, by the strict
convexity of � and the interior of Ha1 , there is one straight line r1 which separates
� and Ha1 . Hence, if a1 < a2 the hyperbola Ha2 lies on the right of Ha1 and so
cannot intersect �. Of course this gives that there is no hyperbola Ha2 tangent to �

for a1 < a2. In the same way we see that if a2 < a1 then Ha1 does not intersect �. A
contradiction.

It remains to consider the case a1 = a2 =: a. Assume that � is tangent to two
distinct points on the same hyperbola Ha , say q1, q2. Then � contains the whole
segment [q1, q2], and since the origin belongs to �, it contains also the arc of Ha

between q1 and q2, and hence � is not tangent to Ha at q1, q2. A contradiction.
We conclude that for x > 0 only one hyperbola Ha is tangent to � at exactly one

point. The same is true for x < 0.
We concludewith i i i). Let�, p be as in the statement.Without loss of generalitywe

can assume that p = (0, 0) in the Poincaré disk model, and that K = − 1−x2+y2

2 ∂x +
xy∂y . It is not difficult to see that the level curves of K are given by Ca := {x2 + (y−
a)2 = 1 + a2} ∩ D, a ∈ R \ {0}.

Recall that here D is the unit disk in R
2. The level curves Ca are the portions of

circles centered at (0, a) of radius
√
1 + a2 > 1 contained in D. On the other hand,
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� is a horoconvex domain containing the origin. This means that it is contained in a
horodisk (a disk bounded by a horocycle) tangent at any of its points. This implies that
� is Euclidean convex with boundary curvature ≥ 1. Now we proceed similarly to i i)
and prove that for y > 0 we have only one Ca , a < 0, tangent to �. Clearly, we have
at least one. Now, if we have two points of tangency q1, q2 on the same Ca , then � is
contained, and tangent, to two horocycles which are also tangent to Ca at q1, q2. This
would imply that q1 does not belong to the horocycle tangent at q2, so it belongs to the
complement of � (and, in the same way, q2 does not belong to the horocycle tangent
at q1), and this is not possible. If the two tangency points belong to two different Ca ,
say Ca1,Ca2 , assume that |a2| > |a1|. Then � is supported and tangent to a horocycle

contained entirely in the disk centered at (0, a2) of radius
√
1 + a22 . Hence � cannot

be tangent to Ca1 . A contradiction. This concludes the proof. ��
We conclude with a final remark.

Remark 3.16 It is natural to ask if the previous ideas could be applied to more general
surfaces. Although some results can be applied, it does not seem possible to have
immediate generalizations. Let us try to describe a possible strategy for closed surfaces
in the case of the first non-trivial eigenfunction (i.e., f (s) = λs, λ the first non-trivial
eigenvalue).

Let (M, g) be a closed Riemannian surface with the property that for any p ∈ M
and v ∈ TpM there exists a (global) Killing vector field such that the geodesic γ

with γ (0) = p, γ ′(0) = v is an integral curve of K (a necessary condition is that
there exist at least two Killing vector fields which are linearly independent at each
point of M). Then the strategy of the proof of Theorem 1.1 works in this case in a
more straightforward way and applies to the second eigenfunction of the Laplacian
on M : let u be a solution of −�u = λu, where λ > 0 is the second eigenvalue (the
first is zero). Let us define a function P as in (3.1) and let Z be defined as in (3.3).
Then Z is a second eigenfunction of the Laplacian on M if it is not identically 0. If
p is a zero of P but not of ∇u, we prove as in Subsection 3.2 that Z and its gradient
vanish at p. This implies that at p we have two nodal lines of Z meeting transversally,
and therefore, that Z has at least three nodal domains. A contradiction. Hence critical
points of u are critical points of P and vice-versa. Note that here we did not have to
check the vanishing of Z at two points of the boundary, being M boundaryless. In the
same way, arguing as in Subsection 3.3, we conclude that the critical points of u are
non-degenerate. In this situation, we can conclude as in Subsection 3.4: for example,
in the orientable genus 0 case we have χ(M) = 2 and hence P , and therefore u, have
exactly two non-degenerate critical points. Necessarily, the critical points of u are a
maximum and a minimum.

Unfortunately this approach fails at some points:

• There are few surfaces with two global Killing vector fields and in those cases the
second eigenfunctions are knownexplicitly (round sphere, flat torus, real projective
plane, etc., see e.g., [32]).

• Even if two global Killing vector fields are available, it is not clear if the function
Z which we define in (3.3) is not identically zero (this applies also to the function
W in (3.8)). This may depend on the eigenfunction u and the point p defining Z
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(recall that Z depends on u and p, see Subsection 3.2). For example it happens for
the round sphere if, in polar coordinates (θ, φ), the eigenfunction is u = cot(θ)

and p = (π/2, φ0). In this case the Killing vector field defining Z is K = ∂
∂φ

and
therefore Z = ∂φu ≡ 0. However we know that u has two critical points. It may
also happen that Z ≡ 0 and u has no isolated critical points but a one dimensional
set of critical points. This happens, for example, in the case of the flat torus.
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Appendix A. On the eigenvalue problem for manifolds of revolution

In this Appendix we collect a few information on the critical points of solutions to
(1.1) when f (s) = λs and λ is the first (non-trivial) eigenvalue of the Laplacian. We
limit ourselves to considering the case of manifolds of revolution, with or without
boundary of any dimension n. In particular, we will end our analysis with a conjecture
for closed manifolds.

We emphasize that rotationally invariant metrics are somehow special, and for such
metrics it is easier to obtain results also in higher dimensions. To this regard, we
mention [8, Theorem 2], where the authors prove that for strictly convex domains of
revolution around an axis inRn , a positive semi-stable solution to a semi-linear elliptic
equation admits a unique non-degenerate critical point which is a maximum.

We recall that a simply connected n-dimensional Riemannianmanifold (M, g)with
a distinguished point x0 is called a revolution manifold with pole x0 if M \ {x0} is
isometric to (0, D) × S

n−1 and its metric, in polar coordinates (r , t) ∈ (0, D) × S
n−1

based at x0, is written as g = dr2 + �2(r)gSn−1 , �(0) = 0, � > 0 in (0, D). We can
assume that �′(0) = 1. We call D the diameter of M . The density of the Riemannian
metric on M in polar coordinates is given by

√
detg = �n−1(r).
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For space forms of constant curvature K = 1, 0,−1 we have

�(r) =

⎧⎪⎨
⎪⎩
sin(r), K = 1,

r , K = 0,

sinh(r), K = −1.

We recall that when n = 2 the quantity −�′′
�

is the Gaussian curvature of M . In

general, −�′′
�

is the sectional curvature K(vi , vn), i = 1, . . . , n − 1, where vn = ∂r

and vi are the coordinate fields on S
n−1.

A.1. Manifolds of revolution with boundary

We consider here the case of a Riemannian manifold of revolution with connected
boundary ∂M , and u the first eigenfunction of the Dirichlet Laplacian on M :

{
−�u = λu, in M,

u = 0, on ∂M,
(3.10)

where λ > 0 is the first eigenvalue. We have that the critical point is unique, non-
degenerate, and it is a maximum if u is chosen positive, without any assumptions on
the rotationally invariant metric g.

Proposition 3.17 Let (M, g) be a simply connectedmanifold of revolutionwith bound-
ary. Then the first Dirichlet eigenfunction on M has a unique critical point. If u is
positive, it is a maximum.

Proof We have that D < +∞ and that ∂M is homothetic to S
n−1. It is standard to

see that the eigenfunctions of (1.1) on M are written in polar coordinates (r , t) ∈
(0, D) × S

n−1 as uk,l(r)Hl(t), for l ∈ N, k = 1, 2, ..., where Hl(t) is some spherical
harmonic of degree l in Sn−1. For each l ∈ N, uk,l solves

⎧⎪⎨
⎪⎩

−u′′
k,l(r) − (n − 1)�′(r)

�(r) u
′
k,l(r) + l(l+n−2)

�2(r)
uk,l(r) = λk,luk,l(r), r ∈ (0, D)

u′
k,0(0) = 0 if l = 0 and uk,l(0) = 0 if l �= 0

uk,l(D) = 0.

(3.11)

For each fixed l, problem (3.11) admits an increasing sequence of positive eigen-
values {λk,l}k diverging to +∞, and a corresponding orthonormal basis {uk,l}k of
L2((0, D),�n−1(r)dr) of eigenfunctions. The Dirichlet spectrum of M is given by
the union of the spectra of (3.11), namely, by {λk,l}k,l .

In particular, denoting by u, λ the first Dirichlet eigenfunction and eigenvalue of
M , we have that

u(r , t) = u1,0(r), λ = λ1,0.
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In particular u does not change sign on (0, D) and solves

− 1

�n−1 (�n−1u′)′ = λu r ∈ (0, D)

Assume that u > 0. Then (�n−1u′)′ < 0, which means that �n−1u′ is decreasing.
Now, �n−1(0)u′(0) = 0, which implies that u′ < 0, i.e., u is strictly decreasing.

Therefore we conclude that u has a unique critical point, which is a maximum.
Moreover, u is radially symmetric and strictly decreasing in the radial variable. ��

A.2. Closedmanifolds of revolution

In the case of a closed manifold of revolution diffeomorphic to S
n , we consider an

eigenfunction u associated with the second eigenvalue λ > 0 of the Laplacian on M ,
namely:

− �u = λu in M . (3.12)

The first eigenvalue of the Laplacian on M is 0, with corresponding constant eigen-
functions.We are interested in the critical points of the second eigenfunction. The goal
is to prove that it has exactly two non-degenerate critical points, which are a maximum
and a minimum. We give positive answers under certain conditions on the metric g,
which, in dimension n = 2 are equivalent to requiring that the Gaussian curvature of
M is positive. We denote by mult(λ) the multiplicity of the second eigenvalue. For
manifolds of revolution diffeomorphic to the sphere we have mult(λ) ≤ n + 1.

Proposition 3.18 Let (M, g) be a closed manifold of revolution with metric g = dr2+
�2(r)gSn−1 . Assume that−�′′

�
> 0 in M. Ifmult(λ) �= n+1 then any eigenfunction of

the Laplacian on M associated with the second eigenvalue λ has two non-degenerate
critical points, a maximum and aminimum. Ifmult(λ) = n+1, there exists a basis of a
corresponding eigenspace of eigenfunctions with two non-degenerate critical points,
a maximum and a minimum.

Proof We consider polar coordinates (r , t) ∈ (0, D) × S
n−1, where D (the diameter)

is the distance between x0 (the pole) and its opposite −x0. Moreover �(D) = 0.
The spectrum of M is given by the union {λk,l}k,l of the spectra of the following
Sturm-Liouville problems:

⎧⎪⎨
⎪⎩

−u′′
k,l(r) − (n − 1)�′(r)

�(r) u
′
k,l(r) + l(l+n−2)

�2(r)
uk,l(r) = λk,luk,l(r), r ∈ (0, D)

u′
k,0(0) = u′

k,0(D) = 0 or

uk,l(0) = uk,l(D) = 0 if l �= 0.

(3.13)

The eigenfunctions are expressed by separation of variables as in the proof of Propo-
sition 3.17. In particular, λ1,0 = 0 is the first eigenvalue of M ; a corresponding
eigenfunction is u1,0(r) ≡ 1. The second eigenvalue λ is positive. Let u be any
function in the eigenspace associated with λ.
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Now one of the following things may happen:

1) λ = λ2,0, u(r , t) = u2,0(r); the eigenvalue is simple and radial.
2) λ = λ1,1, u(r , t) = u1,1(r)H1(t) for some spherical harmonic H1(t) of degree 1;

the eigenvalue has multiplicity n.
3) λ = λ2,0 = λ1,1, u = au2,0(r) + bu1,1(r)H1(t) for some spherical harmonic

H1(t) of degree 1 and a, b ∈ R; the eigenvalue has multiplicity n + 1.

At any rate, the second eigenfunctionu has twonodal domains (this is a consequence
of standard Sturm-Liouville theory). We prove now the theorem by inspecting each
different case.

1) If λ = λ2,0, then u = u2,0(r). In particular, λ is the first Dirichlet eigenvalue for
each of the two nodal domains M±, which are manifolds of revolution with poles
±x0. Consequently, u is obtained by joining in a proper way the two first Dirichlet
eigenfunctions on M±. In particular, u has two critical points from Proposition
3.17. We remark that, even if u2,0(r) is not a second eigenfunction of M , it is
some eigenfunction which has always exactly two critical points, a maximum and
a minimum.

2) If λ = λ1,1, then u(r , t) = u1,1(r)H1(t). A sufficient condition to ensure that u
has two critical points is that the first eigenfunction u1,1 of the following Sturm-
Liouville problem{

−u′′
1,1 − (n − 1)�′

�
u′
1,1 + (n−1)u1,1

�2 = λu1,1
u1,1(0) = u1,1(D) = 0

(3.14)

has only one critical point, which is a maximum (or a minimum). We have that
u1,1 does not change sign and is strictly positive in (0, D). By assumption we have
�′′ < 0 on (0, D). We define N (r) := �n−1(r)u′

1,1(r). Since �′′ < 0, � > 0,
and �(0) = �(D) = 0, we have that there exists a unique R ∈ (0, D) such that
�′(R) = 0, while �′(r) > 0 in (0, R) and �′(r) < 0 in (R, D). We have, using
the differential equation in (3.14), that

N ′(r) =
(
n − 1

�2(r)
− λ

)
�n−1(r)u1,1(r).

Clearly N ′(r) > 0 for r ∈ (0, δ), for some δ > 0. Moreover �−2(r) is decreasing
for r ∈ (0, R) and increasing in (R, D). Hence N ′ has at most two zeros in (0, D).
Recall that N (0) = N (D) = 0. If N ′ has no zeros, it is always positive, which
means that N > 0, and therefore u′

1,1 > 0, which is not possible, since u1,1
vanishes at r = 0 and r = D. For the same reason N ′ cannot have only one
zero, otherwise N would still be positive in (0, D). Then N ′ has two zeros. This
implies that that u′

1,1 vanishes only once in (0, D), and therefore u1,1 has a unique
maximum. Hence the second eigenfunction u on M has exactly two critical points,
a maximum and a minimum since it is given by u1,1(r) multiplied by H1(t).

3) A basis of the eigenspace corresponding to λ is given by
{u2,0(r), u1,1(r)H1

1 (t), . . . , u1,1(r)Hn
1 (t)}, where {H1

1 (t),…,Hn
1 (t)} is any basis

of the space of spherical harmonics of degree 1 in S
n−1.
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��
The previous result, and the fact that in dimension n = 2 the quantity −�′′

�
is the

Gaussian curvature of a manifold of revolution, motivates the following

Open Question 3.19 Let M be a closed Riemannian surface diffeomorphic to S
2 of

positive Gaussian curvature, and let u be a second eigenfunction of the Laplacian on
M . Is it true that u has two non-degenerate critical points, amaximum and aminimum?
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