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A B S T R A C T

In August 2017, the groundbreaking observation of GW170817 marked the first-
ever identification of a binary neutron star merger, accompanied by the detection
of a Gravitational Wave (GW) and a gamma-ray burst (GRB). The GRB exhibited
prompt gamma-ray emission and an afterglow across radio, optical, and X-ray
bands, originating from a relativistic jet formed post-merger at an angle of 20-
30 degrees from its axis. This PhD thesis joins the GW and afterglow datasets of
GW170817 through simultaneous fitting using Bayesian statistics. The key param-
eters shared between the two models, namely the inclination of the binary system
(or viewing angle) and the luminosity distance, facilitate this joint analysis. The
afterglow dataset includes a broadband light curve and the motion of the rela-
tivistic jet centroid over time. The thesis delves into significant challenges in both
astrophysics and cosmology. In astrophysics, the investigation focuses on under-
standing the angular structure and energetics of the jet, influenced by its opening
angle. The analysis of the GW and afterglow light curves reveals a jet opening
angle and energetics consistent with population studies. Considering the centroid
motion results instead in higher energetics compared to population studies. The
jet’s structure is discerned through the early rising phase of the afterglow, indicat-
ing a structured jet with an energetic core and less energetic wings. In the realm
of cosmology, GWs emerge as a potent tool. The GW luminosity distance enables
an independent estimation of the Hubble constant (H0), crucial for addressing the
Hubble tension. While a sole GW fit lacks the precision required for H0, incorpo-
rating the afterglow light curve and centroid motion improves precision threefold.
However, this precision has not yet reached the level of other cosmological H0

estimations but may do so in the future. Additionally, the thesis explores future
perspectives on new binary neutron star events.
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Figure 1 Schematic diagram of the geometry of GW170817 for an on-
axis, an intermediate-angle and an edge-on observer. The
neutron-rich matter that produces the kilonova in the in-
frared is represented in red, while the neutron-free matter
which produces the kilonova in the optical is represented
in lightblue. The relativistic jet is represented in black along
the polar axis. The angle θj indicates the opening angle of
the jet, while θv is the viewing angle of the observer. Figure
from [227]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Figure 2 The gravitational-wave event GW150914 observed by the
LIGO Hanford (H1, left column panels) and Livingston (L1,
right column panels) detectors. Times are shown relative
to September 14, 2015 at 09:50:45 UTC. For visualization,
all time series are filtered with a 35–350 Hz bandpass fil-
ter. Top row, left: H1 strain. Top row, right: L1 strain. Sec-
ond row: Solid lines show a numerical relativity waveform
model for a system with parameters consistent with those
recovered from GW150914. Shaded areas show 90% credi-
ble regions for two independent waveform reconstruction
methods. Third row: Residuals after subtracting the numer-
ical relativity waveform model from the detector strain. Bot-
tom row: A time-frequency representation of the strain data,
showing the signal frequency increasing over time. See more
details in [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Figure 3 The effects of the + and × polarizations on a ring of parti-
cles, in a local inertial frame (x̂, ŷ, ẑ), depending on the wave
period fraction (top panel). The GW propagates along the ẑ
direction. Figure from [133]. . . . . . . . . . . . . . . . . . . . 9

Figure 4 Left panel: A perspective view of the orbits for masses ma

and mb, showing the definition of the inclination angle, θi,
and unit vectors parallel to and transverse to the gravita-
tional wave propagation direction k̂. The unit vector n̂ is
perpendicular to the plane of the orbit and parallel to the
system’s orbital angular momentum. The gravitational wave
unit vector k̂ points from the binary center of mass to Earth.
ê1 lies in the (n̂, k̂) plane. ê2 is perpendicular to that plane.
Right panel: the definition of the gravitational wave polar-
ization orientation angle ψ. k̂ (not shown) points up and
out of the page. The Line of nodes is the intersection of the
wave front (ê1, ê2) plane and Earth’s equatorial plane. The
dashed line is perpendicular to Earth’s equatorial plane. N
indicates Earth’s North Pole. Figures from [113]. . . . . . . . 10
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I N T R O D U C T I O N

Binary neutron star (NS) mergers are astrophysical events where two NSs merge
due to gravitational interactions. These mergers have gained particular attention
in the field of multi-messenger astronomy.

Multi-messenger astronomy involves the simultaneous observation and study
of astrophysical events using different types of messengers, such as electromag-
netic (EM) waves (visible light, X-rays and radio waves), gravitational waves (GW),
and high-energy particles. NS mergers provide a prime example of such studies.
Indeed, they are powerful sources of GWs, ripples in spacetime predicted by Al-
bert Einstein’s theory of general relativity. They can be detected by ground-based
GW observatories like LIGO (Laser Interferometer Gravitational-Wave Observa-
tory) and Virgo, while the two NSs merge. After the merging, there is the emission
of electromagnetic radiation across the entire spectrum, from gamma-rays to radio
waves. In particular, a jet is formed, which emits a Gamma-ray burst (GRB), and
the following afterglow. Another part of the merger ejecta, concentrated around
the remnant, continues to emit light across the optical and infrared wavelengths,
the so called kilonova emission. This radioactive-powered transient is produced by
a neutron-rich material, indeed NS merger might be the primary source of heavy
elements in the Universe.

By combining information from different messengers, we can gain a more com-
prehensive understanding of NS mergers and their implications for astrophysics.
The first observed NS merger, known as GW170817, observed in 2017 [4], marked
a groundbreaking event in multi-messenger astronomy, as it provided the first
simultaneous detection of GW and EM radiation from the same event [5]. This
has opened up a new era in our exploration of the universe, where multiple ob-
servational techniques converge to enhance our understanding of astrophysical
phenomena.

In this thesis work, the GW170817 event is analysed, introducing for the first
time a truly joint fit of some of the available data sets. In particular, the GW and
the broad-band afterglow emission [141] will be joined, allowing to have a strong
constraining power on the shared parameters between the two domains. The latter
are the viewing angle (the angle between the jet axis and the observer line of sight),
which corresponds also to the inclination of the binary system, and the luminosity
distance. The main return from a joint analysis is the constraining power, not only
on the shared parameters, but also on the parameters correlated to them. Generally,
an independent information on one of the two correlated parameters can break this
degeneracy. Such correlations afflict both the GW and the afterglow analyses. In
the afterglow case, the viewing angle is correlated (or degenerate) with the jet
width, the so called jet opening angle. In the GW case, the viewing angle is instead
correlated with the luminosity distance.

The aforementioned method will be used to try to solve main issues on both
astrophysics and cosmology. In particular, in the astrophysics of GRB jets, estab-
lishing the angular structure of the jet and its energetics, which are influenced by

1
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2 introduction

the jet opening angle, is of primary importance. GRBs are collimated with rather
narrow opening angles. The emission of the GRB and the early afterglow is visible
only for observers within the jet opening angle (on axis), due to Doppler beaming
limiting the visibility region to an angle 1/γ, where γ is the bulk Lorentz factor
of the jet treated as a whole, with typical value of ∼ 100. The jet’s γ is a rapidly
decreasing function of time. This means that the collimation angle 1/γ with time
will increase, up to the point of being comparable to the jet opening angle, this is
the so called jet break. From this moment on, the observer can see the entire jet.
The beaming of GRBs affects the estimation of the bursts true energy, but gives
also information of the launching mechanism and on the central engine. Moreover,
beaming affects the event rate. Indeed, the emission of the GRB is visible only to
line of sights that intercepts the jet’s cone, so the observed rate is smaller than the
true one.

Before GW170817, the detected GRBs were mainly on axis, always identified
thanks to the prompt emission, and often the assumption of a uniform jet was
preferred with respect to a structured jet, usually composed by a more energetic
core and less energetic wings. The typical light curve for on axis observers is de-
creasing, with a steepening after the jet break. The fact that GRBs are collimated
with narrow opening angles, while the following afterglow could be observed over
a wider angular range, led to the search for the so called orphan afterglows (after-
glows which are not associated with observed prompt GRB emission). However,
being off-axis, the expected flux is low, moreover, there is no information where to
search and confusion with other transients is rather easy. So far there is no certain
detection of orphan afterglows, however, the searches continue [122] and, recently,
a claim of detection in the optical [138] has been published.

GW170817 is the first ever GRB seen off-axis, beyond any reasonable doubt. This
conclusion is supported not only by the GW detection, but also by the low energy
prompt emission, and by a peculiar light curve. The latter presents first a rising
phase, typical of an off-axis observer, that with time, sees more and more the
central energetic regions of the jet, as they enter the line of sight. Then a peak, rep-
resenting the jet break, at around 170 days, and finally a decreasing slope. In this
case, and in particular at early times, the assumption of a uniform jet is dangerous,
the jet energy structure plays a crucial role before the jet break. Indeed, GW170817

early mild rising light curve was the first proof that jets have a structure. The as-
sumption of the jet structure has to be done, before estimating the geometry (for
example the jet opening angle) and energetics of the jet. Attention must be payed
on how much this assumption influences these other parameters.

Another issue specific to the GW170817 afterglow light curve is that, at late times
(after 500 days), there seems to be an excess in the X-ray and radio emission [225],
which also strongly influence the analysis, possibly leading to biased results.

Binary NS mergers are also an important tool in cosmology. From the analysis
of the gravitational waveform is possible to estimate the luminosity distance of
the source, independently from any distance ladder. In the case of GW170817, the
redshift of the host galaxy was measured, so, for the first time, it was possible to
estimate the Hubble constantH0 using GWs [3], this is the so called standard sirens
method. This measure can be very useful in cosmology, because of the tension
between the late and early time Universe H0s. An independent measure can help
in prefer one of the two. However, the error that we get from a solely GW analysis

[ March 15, 2024 at 17:59 – classicthesis version BOH ]



introduction 3

is too wide, because of the degeneracy between the inclination of the system and
the luminosity distance. An independent dataset is needed: the afterglow, and in
particular, the study of the relativistic jet motion with time, thanks to the radio
images from the Very Long Baseline Interferometry [93, 154].

In this thesis work, Chapter 1 provides an overview of the physical processes that
interplay in a binary neutron star merger, from the GW emission, to the EM one.
Chapter 2, instead, focuses on the method used to join the GW and EM messengers,
through Bayesian statistic. Chapter 3 and Chapter 4 delve into the multi-messenger
analysis of GW170817 and its results, showing its power and limitations. In these
Chapters, in a gradual approach, the results of a GW only analysis, a GW and
afterglow light curve joint analysis (Chapter 3), and a GW, jet afterglow light curve
and relativistic jet motion analysis (Chapter 4) are presented. The level of precision
on the parameters determination and their degeneracies are studied, depending on
different assumptions and data sets included in the analysis. Finally, in Chapter 5

future perspectives on new binary NS events and the conclusions are given.
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1
T H E E M I S S I O N F R O M
N E U T R O N S TA R B I N A RY
M E R G E R S

Neutron stars (NSs) and Black Holes (BHs) are the most dense objects in the Uni-
verse. They can form binary systems that merge within the age of the Universe.

After a binary system of two NSs is formed, the two compact objects will lose
energy in Gravitational Waves (GWs), causing the orbit to progressively shrink
and the GW emission to increase with time, with its peak at the merger time,
see Section 1.1. In the following few seconds after the merger, the disrupted matter
from the NS is accreting in the form of a disk on the central remnant object. A small
amount of fast-moving neutron-rich ejecta (see Fig. 1) emits an isotropic thermal
emission, called kilonova, peaking in the infrared. A larger mass neutron-free wind
along the polar axis produces kilonova emission peaking at optical wavelengths
[137, 150]. This emission is not visible to edge-on (off-axis) observers because it is
only visible within a range of angles and otherwise shielded by the high-opacity
ejecta [212].

An enormous amount of energy, mainly from the accreting matter, is deposited
in the polar regions near the compact remnant object, which launches an ultra-
relativistic fireball. This outflow is collimated into a polar jet by the surrounding
material and by magnetic fields. The emission from the jet, called Gamma-Ray
Burst (GRB), is visible only for observers within the jet opening angle, due to
Doppler beaming limiting the visibility region to 1/γ, where γ is the bulk Lorentz
factor of the jet treated as a whole, with typical value of γ ≃ 100.

The matter velocity in the jet is ∼ c. At 1012−13cm from the star center, the
jet reaches the photospheric radius, where light can escape for the first time [27].
At about this distance, the jet emits the prompt emission of the GRB, probably
due to internal shocks in the jet, see Section 1.2.4. Other possible internal dissipa-
tion mechanisms, like magnetic reconnection, could be responsible for the prompt
emission, however their nature is not yet clearly identified [28]. If, instead, the jet
cannot escape the polar region, because of the presence of a significant amount of
matter, it is "chocked".

The jet continues to speed away from the central engine, until it meets the sur-
rounding circumburst material, with low typical densities of ∼ 10−4 − 1.0cm−3

(these limits include ∼90% of the bursts [81]). This happens at the so called de-
celeration radius, 1016−17 cm [148]. At this point, the jet starts to decelerate and
spread (see Fig. 1), γ decreases, the jet beaming angle grows, and synchrotron ra-
diation is emitted across the entire EM spectrum. This emission is referred to as
the afterglow, Section 1.2.5.

In this Chapter, the typical emission from these events is described, starting from
GWs in Section 1.1, and GRBs in Section 1.2, focusing on the short ones. Then, the

5
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6 the emission from neutron star binary mergers

Figure 1: Schematic diagram of the geometry of GW170817 for an on-axis, an intermediate-
angle and an edge-on observer. The neutron-rich matter that produces the kilo-
nova in the infrared is represented in red, while the neutron-free matter which
produces the kilonova in the optical is represented in lightblue. The relativistic
jet is represented in black along the polar axis. The angle θj indicates the opening
angle of the jet, while θv is the viewing angle of the observer. Figure from [227].

first ever detection of a binary NS merger, the so called GW170817, is described in
Section 1.3.

1.1 gravitational waves

Almost a century after the prediction of the existence of GW by Einstein [70], the
first signal from a binary BH was detected by the Laser Interferometer Gravita-
tional Wave Observatory (LIGO [9]), GW150914 [9], in Fig.2. According to general
relativity, the gravitational waves emitted by the merger of two compact objects in
a quasicircular orbit are characterized by a chirplike time evolution, namely the
more the orbit shrinks, the larger are the amplitude and the frequency of the wave,
see Fig.2. The signal depends primarily on a combination of the component masses
called the chirp mass [76] and on the mass ratio and spins of the components. In
contrast to binary BH systems, the internal structure of the NS also impacts the
waveform and needs to be included in the analysis for a proper description of the
binary evolution.

1.1.1 Gravitational waves detectors

GWs are detected by measuring their effect on spacetime itself as the strain h =

∆L/L where ∆L is the fractional change of length L [2]. As an example, at a nearby
distance of ∼100 Mpc, the strain at Earth for a canonical binary NS merger is
∼ 10−21 [45], detection then requires the most sensitive ruler ever built. Experi-
ments to detect gravitational waves began with J. Weber in the 1960’s [241], using
resonant-mass detector. The latter is made of a massive aluminum cylinder, few
meters long and half a meter in diameter. The bar, held at room temperature, is
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Figure 2: The gravitational-wave event GW150914 observed by the LIGO Hanford (H1,
left column panels) and Livingston (L1, right column panels) detectors. Times
are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all
time series are filtered with a 35–350 Hz bandpass filter. Top row, left: H1 strain.
Top row, right: L1 strain. Second row: Solid lines show a numerical relativity
waveform model for a system with parameters consistent with those recovered
from GW150914. Shaded areas show 90% credible regions for two independent
waveform reconstruction methods. Third row: Residuals after subtracting the
numerical relativity waveform model from the detector strain. Bottom row: A
time-frequency representation of the strain data, showing the signal frequency
increasing over time. See more details in [9].
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8 the emission from neutron star binary mergers

suspended in a vacuum chamber to isolate it from vibrations. A GW traveling per-
pendicular to the cylinder’s axis will produce tidal forces that stretch and contract
the length of the cylinder, inducing vibration at the first longitudinal mode of the
bar. The main limitation on the sensitivity was due to the thermal noise, so that
the following generation of detectors was made of bars at 4K. The international
network of cryogenic resonant detectors reported just upper limits with sensitivi-
ties in the range of 10−20 − 10−21 cm over a length of ∼ 1 m, in a frequency band
of few hertz [20]. Interferometric detectors were first suggested in the early 1960’s
[89] and the 1970’s [156]. As an improvement of such detectors, long baseline laser
interferometers were proposed with arms of few kilometers. The suspended and
isolated from vibrations mirrors permit to enlarge the detection bandwidth over a
wide frequency range (from hundred to thousand hertz). Probing the space-time
metric ∆L/L over kilometer distances, the detectors sensitivity and bandwidth was
boosted to the respect of the resonant detectors. In early 2000’s, a set of initial detec-
tors was completed, creating a global network that included, for example, GEO 600

[14] in Germany, the Laser Interferometer Gravitational-Wave Observatory (LIGO)
in the United States [2], and Virgo in Italy [12]. Combinations of these detectors
made joint observations in the period 2002-2011, setting upper limits on a variety
of gravitational-wave sources.

At present, a sensitive network of advanced detectors is composed by two Ad-
vanced LIGO detectors (Hanford, Livingston) [1] and Advanced Virgo [13]. LIGO
and Virgo are Michelson Interferometers (invented in the 1880’s [153]), they are
L-shaped, have mirrors at the ends of the arms reflecting (hundreds of times) a
laser beam in order to create an interference pattern on a photodetector. The latter
senses the interference pattern, converting it into an electrical signal which can
then be analyzed. LIGO’s arms are 4 km long, while Virgo’s are 3 km.

1.1.2 Gravitational waves from binary systems

In General Relativity GWs oscillate perpendicularly to the direction of propagation,
travel at the speed of light and have only two independent polarization modes
[244]. GR predicts that the induced strain h(t) is perpendicular to the direction of
propagation and is quadrupolar. This means that a wave, travelling along the z axis
stretches, and then compresses, the space along the x axis, while compressing, and
then stretching, the space on the y axis. This is the so called plus polarization +.
For the other polarization, the stretch and compression occurs along axes rotated
45 deg relative to the x and y axes, the so called cross polarization ×, see Fig. 3.

Naming the strain amplitude from these modes h+ and h×, respectively, the
measured GW signal, h(t), incident on a GW detector, can be written as a linear
combination of the polarizations [112]

h(t) = F+(ŵ, d̂)h+(t) + F×(ŵ, d̂)h×(t), (1)

where, F+, F× are the interferometer response to the two polarization modes, also
called antenna pattern. Referring to Fig.4, they depend on ŵ = (k̂, ê1, ê2), where,
k̂ represents the GW propagation direction (that points toward Earth), while ê1, ê2
identify the wave front plane. Consequently, they also depend on ψ, the GW po-
larization angle in Fig. 4, right panel, which identifies the rotation of ê1, ê2 with
respect to the the Equator [113]. Instead, d̂ = (d̂a, d̂b, d̂c) represents the detec-
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1.1 gravitational waves 9

Figure 3: The effects of the + and × polarizations on a ring of particles, in a local inertial
frame (x̂, ŷ, ẑ), depending on the wave period fraction (top panel). The GW prop-
agates along the ẑ direction. Figure from [133].

tor geometry, the detector arms orientations are specified in terms of unit vectors
d̂a, d̂b, the local vertical direction is along d̂c. I will not go into the details of these
formulas, however, it is clear that the antenna patterns depends on the polarization
angle and on the position in the sky of the source (needed to identify the vector
k̂) which is usually described by the polar θ and azimuthal ϕ angle (or the right
ascension and declination). The position of the source θ,ϕ is determined from dif-
ferences in signal arrival times at (at least) three widely separated detectors [73,
208, 242]. For this reason, the addition of KAGRA [19] and LIGO-India [229] will
be fundamental.

Now we go into the details of the h+,× formulations of eq.(1). Inspiraling com-
pact binaries can be described, to lowest order, as two Newtonian point particles.
In this case, the waveform generated by a source at luminosity distance dL, corre-
sponding to redshift z, is given by [58, 162]

h+(t) =
2(1+ z)M

dL
[π(1+ z)Mf]2/3(1+ cos2(θJN))cos(2ΦN(t)), (2)

h×(t) = −
4(1+ z)M

dL
[π(1+ z)Mf]2/3cos(θJN)sin(2ΦN(t)), (3)

ΦN(t) = Φc −

[
tc − t

5(1+ z)M

]5/8
, f ≡ 1

π

dΦN

dt
, (4)

f is the GW frequency, and

M =
(m1m2)

3/5

(m1 +m2)1/5
, (5)

is the binary’s chirp mass, which sets the rate at which f changes (units with
G = c = 1 [162]). The angle θJN (θi in the left panel of Fig.4) describes the inclina-
tion of the binary’s orbital plane to our line of sight: cosθJN = Ĵ · N̂, we assume Ĵ to
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10 the emission from neutron star binary mergers

Figure 4: Left panel: A perspective view of the orbits for masses ma and mb, showing the
definition of the inclination angle, θi, and unit vectors parallel to and transverse
to the gravitational wave propagation direction k̂. The unit vector n̂ is perpendic-
ular to the plane of the orbit and parallel to the system’s orbital angular momen-
tum. The gravitational wave unit vector k̂ points from the binary center of mass
to Earth. ê1 lies in the (n̂, k̂) plane. ê2 is perpendicular to that plane. Right panel:
the definition of the gravitational wave polarization orientation angle ψ. k̂ (not
shown) points up and out of the page. The Line of nodes is the intersection of
the wave front (ê1, ê2) plane and Earth’s equatorial plane. The dashed line is per-
pendicular to Earth’s equatorial plane. N indicates Earth’s North Pole. Figures
from [113].

be alligned with the normal to the orbital plane, n̂ in Fig.4, left panel, while N̂ is
parallel to k̂. The parameters tc and Φc are the time and orbital phase at the time
of coalescence. ΦN is the lowest order contribution to the orbital phase, typical
of a Newtonian approximation. The post-Newtonian approximation, instead, pro-
vides a more accurate description of the gravitational radiation from inspiraling,
stellar-mass binaries, where also, for example, spin and tidal effect corrections are
included.

The phase, eq.(4), depends on the redshifted chirp mass (1 + z)M [76]. Thus,
measuring phase does not determine M or z independently, but only their product.
Therefore, the strain, in eq.(1), depends on the redshifted chirp mass, the angles
(θ,ϕ, θJN,ψ), and the luminosity distance dL. By measuring the phase, the red-
shifted chirp mass is constrained sufficiently well that it decouples from the rest
of the parameters (angles and luminosity distance). The latter, however, remain
highly coupled and degenerate.

I will show in Section 1.3 and the following Chapters that the best way to break
these degeneracies is to measure the event electromagnetically, like in the case of
GW170817, this allows to fix the position in the sky and strongly constraint the
inclination (and consequently the distance).

1.2 gamma ray bursts

Gamma ray bursts are bright flashes of gamma–ray radiation, with variable du-
ration from milliseconds to several hundreds of seconds. Most of their emission
extends from several keV to tens of MeV, but also GeV emission has been discov-
ered, see for example [147].

GRBs were discovered by chance in 1967 with the American Vela satellites [127],
whose objective was to monitor the compliance of the Soviet Union to the nuclear
test ban treaty. In the following years, thousands of events have been observed
by several satellites. A big step forward was achieved with BATSE (Burst and
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Figure 5: Distribution on the sky of 1825 GRBs observed by BATSE. The map shows
burst locations (without indicating position uncertainties) in galactic coordinates.
There are no preferred directions, either of galactic or extragalactic significance.
Color code indicates total burst energy. Bursts are distributed isotropically, in-
dependent of their brightness, duration, spectrum, or any other characteristic.
Figure from [111].

Transient Source experiment [78], operating between 1991 and 2000), that showed
the isotropic distribution of the events in the sky [77], see Fig. 5. This suggested
an extra-galactic origin, but a direct measurement of the distance of a single object
was not available yet.

The distribution of the duration of GRBs observed by BATSE is bimodal, with
a boundary at ∼ 2s, see Fig. 6 [129]. In the figure, T90 is the time interval over
which 90% of the total background-subtracted counts are observed. The GRBs with
T90 > 2s are called long GRBs, while the ones with T90 < 2s are the short GRBs.

The definitive step forward was done with BeppoSAX, the Italian satellite with
Dutch participation [36], operating between 1996 and 2002. Thanks to this mission,
the cosmological distance of GRBs was established, with the first GRB with a red-
shift estimation being GRB 970508 [176]. Moreover, the observed properties, like
an energy release in gamma-rays up to ∼ 1054 erg (assuming isotropy) in a short
time (tens of second), the non-thermal spectra, the short time variability (down to
ms time scale), the photon energies > 1 MeV, were generally interpreted as a result
of the formation of a fireball in relativistic expansion. This model, already devel-
oped before the BeppoSAX discoveries (e.g., [100, 106, 167]), had a prompt success:
it explained spectral and temporal GRB properties (e.g., [243, 252]), through the
conversion of the fireball kinetic energy into electromagnetic radiation. This con-
version was assumed to occur through shocks between contiguous shells within
the fireball for the prompt emission, or with the external medium for the after-
glow emission (see, e.g.,[149, 168]). See Section 1.2.4 and 1.2.5.

The most important discovery by BeppoSAX is the establishing of the progenitor
of long GRBs, namely a supernova. The location of the BeppoSAX GRB 980425 was
found to be consistent with that of the type Ic supernova SN1998bw explosion [86].
Beside the location coincidence, the SN explosion was simultaneous, within one
day, with GRB 980425, and, thence, the latter was the likely starting event.

While BeppoSax did observe short GRBs, it could not localize any of them, likely
because of their limited emission in the soft X-rays. The Neil Gehrels Swift mission
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Figure 6: Distribution of the T90 for 222 GRBs in the BATSE catalog [129].

[24, 85, 87, 115, 234] launched in 2004, was instead primarily designed to chase
GRBs and localize their rapidly fading afterglow. Indeed, Swift discovered the first
short GRB afterglows in 2005. The lack of an associated supernova and the local-
ization of some short GRBs to early-type galaxies confirmed the paradigm that
collisions of two neutron stars form highly relativistic and collimated jets that
power GRBs of short duration [69, 129, 190].

1.2.1 Progenitors and host galaxies

The long and short classes of GRBs are thought to have different origins: long GRBs
are believed to be originated in core-collapse explosion of massive stars, while
short GRBs are associated with merging of compact objects, both in the cases of
binary NSs or NS-BH systems [69, 159]. The direct evidence confirming this theory
is the emission of a supernova in the first case, and a kilonova in the second case.

In particular, long GRBs are formed through the so called Collapsar model [139,
248]. They arise from core-collapse explosion of a stripped-envelope massive star
([116] for a review), where matter flows towards a newly formed black hole or
rapidly spinning, highly magnetized neutron star. Because of their progenitor short
lifetime in the main sequence [117, 196], long gamma-ray bursts are found in star
forming galaxies (as expected for young massive star progenitors) and in high
density environments, as the massive star progenitor is expected to significantly
enrich the surrounding environment with metals.

Short GRB progenitors, instead, originate from the evolution of massive stars in
a primordial or "field" binary (a system born as binary in a star forming region)
or by dynamical interactions and capture in globular clusters during their core
collapse [79]. In primordial systems, the merging time is driven by the GW inspiral
time, which is strongly dependent on the initial system separation [59]. The merger
timescale distribution is broad, from tens of millions of years to much longer than
a Hubble time [29, 44, 48]. Some systems are expected to drift away from the star-
forming regions, before merging takes place, having experienced also a natal kick
at the time of the formation of the compact object. For this reason, a fraction of
the merging events should take place in the outskirts or even outside the galaxies,
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1.2 gamma ray bursts 13

in low density environments. Indeed, the offset with respect to the host galaxies,
observed for the short GRBs, is usually larger with respect to long GRBs [80].

A low density circumburst environment is expected also for short GRBs of dy-
namical origin occurring in globular clusters. The two compact objects form sepa-
rately and then become gravitationally bound. NSs and BHs will tend to gravitate
toward the centre of the globular cluster, leading to higher chance of dynamical
capture and an accelerated inspiral due to three-body interactions with other ob-
jects. Many binaries formed in globular clusters are ejected, because of three body
interactions, and ultimately merge far from the cluster [26, 83].

As expected for young massive star progenitors, long GRBs are found to occur in
star forming galaxies, as already mentioned above. Host galaxies of short GRBs are
found to be significantly different instead. Short GRBs are associated to a mixed
population of early and late-type host galaxies, indicating a wide range of stellar
population ages. This, however, can be expected to be on average older with respect
to the one associated to long GRBs [134].

There are some exceptions to this definition of short and long GRBs, with some
mixed features or "hybrid" bursts. For example, GRB 211211A and GRB 230307A
are long duration bursts (duration over 50s for both), which however were fol-
lowed by a kilonova [135, 228]. GRB 060614, GRB 111005A and GRB 191019A are,
again, long duration bursts (102 s, 26 s and 64 s duration respectively), but lack a
supernova detection [88, 136, 152]. These seem to suggest that binary mergers can
produce also long GRBs.

1.2.2 The birth of the jet and its structure

After the merger of the two compact objects, the jet is launced through the Blandford-
Znajek mechanism [35]. Here, the rotational energy of a spinning BH is extracted
in presence of a large-scale, poloidal magnetic field. The latter is sustained by an
accretion disk, leaving a low density space in the polar regions. This mechanism is
the same that produces other relativistic jets, for example in active galactic nuclei
(AGN).

Once the jet is launched, there are two crucial phases [202]: the jet is within the
dense ambient that surrounds the central engine, so the merger ejecta, and breaks-
out from it; the jet encounter the external medium and subsequently decelerate.
From the first phase, we have the emission of γ-rays, the so called prompt emis-
sion, from the second the afterglow, which is in the broad-band electromagnetic
spectrum, from X-rays to radio wavelenghts, and it is the focus of this thesis.

The jet energy angular profile is often approximated to be uniform, the so called
Top-Hat jet (see left panel in Fig.8). However, simulations of jets launched in realis-
tic environments (see for example [101]) produce non-trivial lateral energy profiles,
often containing an energetic core and power law tails or wings, see Fig. 7. There-
fore, most GRB jets in nature are likely structured jets. The latter is a GRB jet model
where the isotropic-equivalent energy of the blast wave is a function of the angle
from the jet axis E(θ), see Fig. 8, right side. In this thesis we will see two different
types of jet structures: the Gaussian and the power law jet, see Fig.7. The Gaussian
structured jet has the energy that drops according to

E(θ) = E0 exp(−θ2/2θ2c), (6)
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14 the emission from neutron star binary mergers

Figure 7: Lateral profiles of isotropic equivalent energy Eiso as a function of angle from
the jet axis θ, individually rescaled to group similar profile shapes. The thick
grey lines show fiducial profiles with simple analytic expressions (Gaussian and
power law) while the thin colored lines show results from numerical simulations
and analytic models chosen from the literature. See references and full descrip-
tion in [197].

up to a truncating angle θw. E0, θc and θw are the on-axis isotropic equivalent
kinetic energy of the blast wave, the jet opening angle and the jet total angular
width, respectively. For the power law jet, instead, the energy is given by

E(θ) = E0(1+ (θ2/(bθ2c))
−b/2, (7)

where b is the power law index. The structure is determined by both the properties
of the jet at launch and its interaction with the progenitor ambient medium. It is
yet unclear if the jet is launched as uniform, and then becomes structured after the
interaction with the ambient medium, or is launched as structured directly [200].
Moreover, Salafia et al. [201] introduce a distinction between what they call the
intrinsic and the apparent structure of the jet. The intrinsic structure is intended as
the energy emitted by different portions of the jet at different angular distances
from the jet axis and it is due to the jet formation process itself or to the subse-
quent interaction of the jet with the merger ejecta. On the other hand, the apparent
structure describes the energy received by observers that see the same jet under
different viewing angles and depends on how relativistic beaming effects shape
the emission from each part of the jet. The latter is the observed one, but from the
former we can find out the actual jet energy budget.

The relativistic beaming effect plays a crucial role in the emission from the jet,
with the majority of observable photon flux along a specific line of sight originat-
ing from emitting regions moving within an angle of 1/γ around that line of sight.
In other words, there is no causal connection between regions at angular distances
greater than 1/γ. Consequently, an isotropic outflow is practically indistinguish-
able from one that radially expands within a collimation angle θc ⩾ 1/γ (the jet
opening angle). Typically, the jet opening angle is determined by observing a steep-
ening in the afterglow light curve, known as the jet break. This phenomenon occurs
because the relativistic beaming angle 1/γ increases as the blastwave decelerates,
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Figure 8: Two jet geometries, on the left a top-hat, with just a uniform core, on the right the
structured jet, where there is a more energetic core and wings with decreasing
energy on the sides. Figure adapted from [5].

reaching a point where it becomes comparable to the jet opening angle θc. From
this juncture, the observer can see the entire jet. Once the causal contact starts, at
the jet break, pressure waves will commence the lateral transfer of shock energy
from the center to the outer regions of the jet. This mechanism gradually results in
the dispersion of the energy profile of the jet [202].

Depending whether the observer viewing angle θv (the angle between the line of
sight and the jet axis) is within or outside the jet core opening angle, the afterglow
light curve of a structured jet changes. In the former case, the so called on-axis
observer, the light curve is made of two power laws, separated by the jet break,
see blue curve in Fig.9. Before the break, the flux is dominated by a small patch of
emitting material (because of relativistic beaming) which is approximately uniform.
After the break, the observer sees the whole jet, and the emission is dominated by
the more energetic jet part, the core. Therefore, in both phases, the jet structure
does not play a singificant role.

For off-axis observers (the line of sight is outside the jet opening angle), instead,
during the early phase, the material from the energetic regions close to the jet
axis progressively come into view [197]. The temporal evolution of the light curve
depends both on the structure E(θ) and on θv. This results in a mildly decreasing
or increasing light curve, see Fig. 9. This is followed by a jet break (which appear
as a peak in the light curve for an intermediate θv, like the GW170817 case), after
which the observer can be treated as on axis, as the whole jet is visible.

The afterglow light curve is mainly produced by syncrothron radiation, this will
be explained in the following Section.

1.2.3 Internal and External shocks and syncrothron radiation

GRB jets are often discussed as an ultrarelativistically expanding fireball [174, 245,
250]. In particular, in the relativistic shocks that form in the ejecta, electrons are
accelerated to relativistic energies and emit the observed emission via synchrotron
radiation. The latter is non-thermal radiation emitted when relativistically charged
particles are travelling in curved paths, so subjected to an acceleration perpendic-
ular to their velocity [199].

The prompt emission of GRBs is thought to be produced by the internal shocks
(γ ∼ 100) [159, 168, 188]. These shocks arise in the relativistic flow produced by
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Figure 9: Light curves of a Gaussian 170817A-like jet at a distance of 41 Mpc at various
viewing angles, parameters (θc = 5 deg) and X-ray data taken from [224]. Figure
from [178].

the source, when faster shells overtake slower ones, see Fig.10. These convert the
kinetic energy to internal energy of accelerated particles, which in turn emit the
observed gamma-rays. If the flow varies on a scale length L, see Fig.10, internal
shocks would take place at Rint ∼ Lγ2. Then, L = c∆t can be inferred from the
observed temporal variability, where ∆t ⩽ 1 sec, indicating that these shocks take
place at ∼ 1013 cm. The observed GRB duration corresponds to the time that the
“inner engine” is active and the GRB time scales reflect the time scales of the “inner
engine” [128]. In particular, the rapid temporal variability ∆t of about 10 msec
implies that the sources are compact (size of about 3000 km, c∆t). At such high
energies, the photons can interact with other lower energy photons and produce
electron-positron pairs (γ ′ + γ ′ → e+ + e−, with γ ′ indicating the photons). If
we estimate the optical depth for two photon pair production, assuming a typical
fluence of 10−7 erg/cm2 and the source size mentioned above, we find that it is
very high, suggesting an optically thick source [175]. This, however, is in contrast
with the observed non-thermal spectrum extending even above the pair production
energy. This is the so called "Compactness problem". To solve it, relativistic effects
come to our aid: if the emitting system is moving towards Earth at relativistic
velocities, the observed photons are blue shifted and, therefore, their energy at the
source frame is lower by a factor γ. Moreover, the implied size of a source moving
towards us with Lorentz factor γ is c∆tγ2, and not c∆t. With these corrections, the
Lorentz factor needed for an optically thin source is ∼ 100 [175].

The GRB prompt spectrum is usually characterized by a mathematical function
invoking an exponentially-connected two-power-law function first proposed in a
paper by the BATSE team [23]. The physical explanation for this function is not
yet clear. However, as mentioned above, it is believed that the ultimate energy
power source of a GRB comes from the synchrotron radiation of the electrons and
the gravitational energy of the engine, released as the huge thermal energy in the
fireball [253].

This thesis, however, will place particular emphasis on the afterglow emission
and, for this reason, I will go into the details of the latter in the following text.
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Figure 10: The internal shocks model. Faster shells collide with slower ones and produce
the observed gamma rays. The variability time scale is ∆t = L/c while the total
duration of the burst is ∆/c. From [175].

After the internal shock phase, the relativistic flow interacts with and is slowed
down by the surrounding material [187], leading to external shocks that produce
the afterglow. The external material may be the interstellar medium (in the case of
short GRBs), or the pre-ejected stellar wind from the progenitor before the collapse
(in the case of long GRBs). Focusing on short GRBs, we assume to have a constant
density of the medium. Initially, before it starts to deceletate, there is a coasting
phase, where the blast wave is at a constant Lorentz factor. Then external shocks
become effective, at the so called deceleration radius, ∼ 1015 − 1016 cm [175, 204].
At this radius, the initial bulk Lorentz factor has decreased to approximately half
its original value, as the fireball ejecta is decelerated by the swept-up external
matter.

In this phase, the dynamic of the blast wave can be modeled rather well by
the Blandford-McKee solution [34]. This model is a self-similar spherical solution
describing an adiabatic ultra relativistic (γ >> 1) blast wave, approximated as
a narrow shell, in which the shocked material is concentrated. The solution is
determined completely from the explosion energy E and the circumburst number
density n0. The shock front fluid Lorentz factor γ is related to the explosion time
t (in the observer frame) by [240]

γ(t) ∝
(

E

πmpn0c5t3

)1/8

, (8)

with mp the proton mass and c the speed of light, while the shock radius R(t) is
given by

R(t) ∝
(

Et5

πmpn0c

)1/8

. (9)

While the majority of GRB observations occur during the just described rela-
tivistic phase, a considerable amount of time later, as the blast wave undergoes
significant deceleration, it transitions from the ultra-relativistic regime to the New-
tonian Sedov-Taylor solution [210, 221]. This phase, for example in the case of
GW170817, is at ∼ 13000 days (see Chapter 4), which are about 30 years. In this
case the shock radius, for a fixed adiabatic index 5/3 [66], is given by

R(t) ∝
(
Et2

mpn0

)1/5

. (10)

In this classical approximation, the speed of light c does not appear and the shock
front Lorentz factor is approximately one. An estimate for the turning point [175]
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from the Blandford-McKee to the Sedov-Taylor solution, RNR, can be made by
equating the explosion energy to the total rest-mass energy that is swept up:

E = mpn0c
2 4

3
πR3NR, (11)

this returns the approximate radius at which the original explosion energy in
the blast wave is no longer dominant over its rest-mass energy, also called Sedov
lenght, typical value is: RNR ∼ 1018 cm [175, 239].

The afterglow emission is reasonably well described by synchrotron from acceler-
ated electrons when a spherical relativistic shell collides with the external medium
and creates a relativitic shock with Lorentz factor γ. In this case, we assume that
the medium is uniform. Sari et al. [205] estimate the afterglow observed emission
as a series of power law segments in time and in frequency:

Fν ∝ t−αν−β. (12)

In the case of the spectrum, the power law segments are separated by three main
break frequencies: the cooling frequency νc, the typical synchrotron frequency νm
and the self absorption frequency νa. These are estimated through synchrotron
theory, as will be shown below. In the case of the light curve, the power law seg-
ments are divided by break times. Across these break times and frequencies the
exponents of these power laws change.

The synchrotron spectrum is produced by the interaction between the electrons
e in the shock and the magnetic field B. For this reason, the main parameters used
to model this emission are: the fraction ϵe of the shock energy that goes into the
electrons; the fraction ϵB into the magnetic field; the density of the medium n0

and the Lorentz factors of the blast wave and of the electrons. In the shock, the
electrons, with Lorentz factor γe, are accelerated to a power law distribution of the
type

N(γe)dγe ∝ γ−p
e dγe, (13)

where p > 2 to keep the energy of the electrons finite. This is valid as long as γe is
larger than a minimum Lorentz factor γm. The latter (in the ultra-relativistic case),
assuming that a constant fraction ϵe of the shock energy goes into the electrons, is

γm = ϵe
p− 2

p− 1

mp

me
γ (14)

with me the mass of electrons. Assuming that the magnetic energy density behind
the shock is a constant fraction of the shock energy, the magnetic field strenght is
given by

B = (32πmpϵBn0)
1/2γc. (15)

The typical energy of synchrotron photons depends on the Lorentz factor γe of
the relativistic electron under consideration and on the strength of the magnetic
field B:

ν(γe) = γγ
2
e

qeB

2πmec
(16)
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where qe is the electron’s charge. The factor γ is needed to transform the frame of
the shocked fluid to the observer frame. The synchrotron radiation power is

P(γe) =
4

3
σTcγ

2γ2e
B

8π
(17)

with σT the Thompson scattering cross section. Also in this case, the factor γ2 is
needed to transform the frame of the shocked fluid to the observer frame.

The instantaneous synchrotron spectrum of a single relativistic electron with an
initial energy γemec

2 is approximately a power law with Fν ∝ ν1/3 up to ν(γe)
and an exponential decay above it. The peak power occurs at the synchrotron
frequency ν(γe) and is independent on γe:

Pν,max ≈ P(γe)

ν(γe)
=
meσTc

2

3qe
γB (18)

The position of the peak, instead, depends on γe. If the electron is energetic it will
cool rapidly until it will reach γc, the Lorentz factor of an electron that cools on a
hydrodynamic time scale. This is estimated as γγcmec

2 = P(γe)t, so

γc =
6πmec

σTγB2t
=

3me

16σTϵBmpcγ3n0t
(19)

where t refers to the time in the observer frame.
To calculate the net spectrum from a power-law distribution of electrons, an

integration over γe is needed. There are two different cases, depending on whether
γm > γc, fast cooling, or γm < γc, slow cooling. Let the total number of swept-
up electrons in the post-shock fluid be Ne = 4πR3n0/3. When γm > γc, all the
electrons cool down to roughly γc, and the spectral power at νc is approximately
NePν,max. We call this the case of fast cooling. The flux at the observer, Fν, is given
by

Fν =


(ν/νc)

1/3Fν,max ν < νc

(ν/νc)
−1/2Fν,max νc < ν < νm

(νm/νc)
−1/2(ν/νm)−p/2Fν,max ν > νm

(20)

where νm ≡ ν(γm) and Fν,max ≡ NePν,max/4πD
2 is the observed peak flux at

distance D from the source.
When γm < γc, only those electrons with γe > γc can cool. We call this slow

cooling, because the electrons with γe ∼ γm, which form the bulk of the population,
do not cool within a time t, and we have

Fν =


(ν/νm)1/3Fν,max ν < νm

(ν/νm)−(p−1)/2Fν,max νm < ν < νc

(νc/νm)−(p−1)/2(ν/νc)
−p/2Fν,max ν > νc

(21)

The typical spectra corresponding to fast and slow cooling are shown in Fig.11a, b.
In addition to the various power-law regimes described above, synchrotron self-

absorption influences the spectrum at low frequencies, where relativistic electrons
can absorb the photons produced earlier by other electrons [175]. This causes a
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Figure 11: 1.—Synchrotron spectrum of a relativistic shock with a power-law electron dis-
tribution. (a) Fast cooling, which is expected at early times. The spectrum con-
sists of four segments, identified as A, B, C, and D. Self-absorption is important
below νa. The frequencies, νm, νc, and νa, decrease with time as indicated; the
scalings above the arrows correspond to an adiabatic evolution, and the scalings
below, in square brackets, correspond to a fully radiative evolution, which we
are not taking into account in this thesis. (b) Slow cooling, which is expected at
late times. The evolution is always adiabatic. The four segments are identified
as E, F, G, and H. Figure from [205].
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steep cutoff of the spectrum at low frequencies [125, 126, 240]. This regime is shown
in Fig.11.

Another emission mechanism that could play a role is inverse Compton scatter-
ing (when ϵB > ϵe). In view of the high energies involved a photon is inverse
Compton scattered only once. After a single scattering the photon’s energy is so
high that in the electron’s rest frame it is above the Klein-Nishina energy, and
the decrease in the Compton cross section in this energy range makes a second
scattering unlikely [199, 232].

From the scalings for γ(t), eq.(8), and R(t), eq.(9), of the Blandford-McKee solu-
tion, we can estimate the variation with time, and their dependencies with respect
to the shock physical quantities, of the characteristic frequencies [104, 205]. In par-
ticular, using eq.(16) and, respectively, eq.(19) and eq.(14), we get

νc = 2.7× 1012ϵ−3/2
B E

−1/2
52 n−1

0 t
−1/2
d Hz

νm = 5.7× 1014ϵ1/2B ϵ2eE
1/2
52 t

−3/2
d Hz

(22)

where E52 = E/1052 ergs, n0 in units of cm−3 and td is t in days, i.e. [104, 170,
205]. From eq.(18), instead, we get

Fν,max = 1.1× 105ϵ1/2B E52n
1/2
0 D−2

28 µJy, (23)

with D28 = D/1028 cm. The νc decreases with time slower than νm. Therefore, at
sufficiently early times, νc < νm, fast cooling, while at later times, νc > νm, slow
cooling. The transition between the two occurs when νc = νm, at 210ϵ2Bϵ

2
eE52n0

days [205].
The instantaneous sprectra do not depend on the hydrodynamic evolution of

the shock. The light curves at a given frequency, however, depend on the temporal
evolution of various quantities, such as the break frequencies νm and νc and the
peak flux Fν,max. These in turn depends on the variation of the physical quantities
along the shock front, as seen above. See Section 1.2.5 for more details.

1.2.4 Prompt emission

The prompt emission for short GRBs lasts about 2 s, while the one of long GRBs
lasts more than 2 s.

One of the main properties of short GRBs is that their prompt emission spectrum
is harder than the one of long GRBs [129], see Fig.12a, however, this difference
becomes less significant when the analysis is resticted to the first 1 or 2 s of the
long GRBs prompt emission [90, 91].

The null spectral lag is another characteristic feature of short GRBs [163], see
Fig.12b, the interpretation for this is still not clear, it could be related to curvature
effects of shocked shells [59].

Another important indicator is the so called ”Amati relation”. The latter con-
cerns the correlation between the redshift-corrected photon energy Epeak, at which
the νFν spectrum peaks, and the total released energy during the burst Eiso in
the hypothesis of isotropic emission. It was found with a set of BeppoSAX GRBs,
whose redshift was determined with optical spectrometers [15]. Up to now, the
robusteness of the Amati relation is confirmed by all long GRBs observations [16].
Instead, the majority of short GRBs are found to be at more than 3σ from the long
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Figure 12: The traditional GRB classification, based on the duration/hardness ratio dia-
gram (a), is not unambiguous. Additional classifiers, used to break the degen-
eracy, are the lag–luminosity relation (b), the variability timescale (c) and the
Amati relation (d). Long GRBs (circles) and short GRBs (squares) occupy differ-
ent regions of these plots. Dashed lines show the boundaries of the long GRB
regions (shaded areas). GRB 211211A (star symbol) belongs to the class of long
soft bursts (a), but its other high-energy properties are common among short
GRBs. Error bars represent 1σ; upper limits (arrows) are 3σ. From [228].

GRBs Epeak − Eiso correlation, and mainly in the left side, see Fig.12d. This could
be suggesting the existence of the same correlation for short GRBs, but with a
different normalization ([59] and references therein).

Moreover, in general the short-duration bursts have a variability time scale that
is significantly shorter than long-duration bursts, see Fig.12c. Many link the rapid
variability directly to the activity of the central engine [32, 98, 140].

Finally, a fraction of short GRBs have an extended gamma-ray emission, lasting
∼ 10s and sometimes rising with a delayed onset. The spectrum is softer with
respect to the prompt one [131]. The GRBs with such emission could be produced
by a different progenitor [132, 164] or the softer emission could be due to a newly-
born magnetar [99, 151].

In Fig.12 the hybrid GRB 211211A is highlighted with a star symbol. This GRB,
as mentioned above, has a long duration, but its other high-energy properties are
common among short GRBs, suggesting a compact merger origin.
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1.2.5 Afterglow emission

In both field or dynamical binaries, the low density medium gives rise to fainter
afterglows, setting in at later times than those of long GRBs [171, 203]. This is also
due to different energetics, the short GRB afterglow is fainter because they are less
energetic than long GRBs [59]. The afterglow can be observed in a braod range of
frequencies, from the radio to the X-rays.

The temporal behaviour of X-rays afterglows can be well described by a power
law or a series of connected power laws, separated by break times [143, 183], see
for example Fig. 13. In general, the majority can be well fitted using a single power
law or a double power law with a jet break [71, 81], for afterglows best described by
a single powerlaw, the temporal slope −α, see eq.(12), is about -1 [71, 81]. Instead,
for short GRBs with light curves best described by the broken powerlaw model, the
second slope is found to be in the range [-1.5, -0.3]. In the X-ray light curve, there
are some deviations from this standard afterglow model, like steep early decay,
flares and plateaus. The former (at t < 1000s) is believed to be due to the prompt
emission [46, 52, 130, 142, 165, 220]. The nature of the plateau phase is still debated,
the accepted explanation is that it is resulting from a combination of the emission
from the external forward shock and the energy injection coming from the central
engine [254]. The late-times X-ray flares (or excess) are found also in long GRBs,
they are likely due to the central engine, which could remain active and variable
for long time, or to magnetic dissipation during the deceleration of the jet [30].

The spectral index, β in eq.(12), is found to be in the range 0.15 and 1.9 [71]. As
an example, in the case of GW170817 (see Section 1.3), β is 0.58± 0.01 [226]. This
measurement is quite solid, thanks to the extensive sampling of the spectrum from
X-rays to radio over a very long time scale (years). For this event, νm is always
below the radio band, while νc is above the X-ray band, therefore, the slope of the
spectrum is given by −(p − 1)/2, see also eq.21 and Fig.11, bottom panel. From
this, also a high precision on p follows [145].

The median jet opening angle θc for short GRBs is about 6 deg [71, 81].
In the on-axis case, the afterglow light curves are not influenced by the struc-

ture of the jet. Using the spectral and temporal indices and the relations given by
the synchrotron model, see Section 1.2.3, the three break frequencies of the syn-
chrotron spectrum can be estimated and the burst physical properties, like the
energy of the jet E0 (isotropic-equivalent kinetic energy), the density of the circum-
burst environment, n0. For the sample of short GRBs selected in [71, 81], n0 is
0.7× 10−5 − 0.8cm−3 and E0 ≈ 3× 1049 − 9× 1053 erg. The off axis case, instead,
is more complicated, the emission is still a broken power law, but with slopes and
break times dependent on the viewing angle and on the jet structure.

1.3 gw170817

According to the accepted short GRBs origin, where collisions of two neutron stars
form highly relativistic and collimated jets that power gamma-ray bursts, grav-
itational wave events from such mergers should be associated with GRBs. The
majority of these bursts should be seen off-axis, that is, they should point away
from Earth [191, 209].
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Figure 13: 0.3-10 keV unabsorbed X-ray flux light curves of short GRBs with detected jet
breaks. All short GRBs are color-coded with their corresponding best-fit models
(solid lines). Symbols indicate each set of observations obtained by different ob-
servatories or observing modes (top legend). Triangles indicate 3σ upper limits.
Vertical lines from the top show the times of the jet breaks for each short GRB.
Calculated uncertainties correspond to 1σ. From [71].
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In GW170817, we first detect the kilonova emission in the optical and then, after
some days, the afterglow in the X-ray and radio bands. This is because the ob-
server, in this case, is viewing the system beyond the opening angle of the jet, θj
in Fig. 1, and relativistic beaming weakens the emission in the observer direction
[227]. The afterglow only becomes visible once the jet has spread and decelerated
sufficiently that the beaming cone of the emission includes the observer. There-
fore, an off-axis observer sees that the onset of the afterglow is delayed by several
days or weeks. Indeed, on August 17, 2017, two Advanced LIGO detectors [1] and
Advanced Virgo [13] observed the neutron star binary inspiral event GW170817

[4, 5], which was followed by GRB 170817A [96, 206]. GRB 170817A was detected
by the Fermi Gamma Ray Telescope [96] and INTEGRAL [206] only 1.7 sec after
the gravitational wave trigger, see Fig. 14. After that, observations targeted the lo-
calization region of the short GRB, and indeed, almost 11 hours later, the Swope
team [57] identified another electromagnetic counterpart, the kilonova emission
[72]. The source, in the optical, infrared and ultraviolet, called AT 2017gfo, is in
the galaxy NGC 4993, at almost 40 Mpc distance. 9 days after the detection of the
GW, on 26 August 2017, the Chandra X-ray Observatory detected the X-ray after-
glow emission at the position of AT 2017gfo [227]. In September of the same year
there was the detection of the radio afterglow by VLA (Very Large Array [109])
and ATCA (Australia Telescope Compact Array [226]).

In October 2017, March 2018 and April 2018 [93, 154] very long baseline in-
terferometry observations were performed. Thanks to the high spatial resolution
(∼mas order), the source size was constrained to be smaller than 2.5 mas, and su-
perluminal apparent motion was detected. These observations were fundamental
to discern between two possible scenarios [109, 144]: a radially structured veloc-
ity profile of a nearly isotropic outflow (the "chocked" jet scenario) or an off-axis
structured jet. Both models can explain the slow rise of the light curve and the late
time peak. However, the very small size of the radio source and the superluminal
motion, points to the structured jet, being the size of the isotropic outflow larger,
and the velocity milder.

This event opened the way for multi-messenger astrophysics and confirmed the
compact binary progenitor model for at least some sGRBs.

The afterglow light curve of GW170817 will be presented in Chapter 3. The
observations in the X-ray and radio frequencies present a mild early rising phase,
which was fundamental to asses the inclination and geometry of the jet. It is typical
of a structured jet, indeed both a Gaussian and a power law structure fit well the
broad band light curves. On the contrary, the uniform Top-Hat jet is characterized
by a steeper slope and a decline starting closer to the merger time. The rising slope
also points to an off-axis jet [68]. The rising phase give information not only on
the viewing angle, but also to the jet opening angles. In particular, in the Gaussian
jet case, the early phase slope depends on the ratio of these two angles, leading
to a degeneracy. In Chapter 3 we will see that this degeneracy can be broken
including an independent data set, which are GWs. This can be done because also
GW encodes information on the viewing angle or inclination of the system.

After the rising phase, we see the peak of the emission, the jet break, at around
170 days, followed by a decreasing phase. At present, GW1708017 is being mon-
itored in the radio (ATCA and VLA [21, 22]) and X-ray (Chandra) bands, but its
emission is very near, if not below, the sensitivity of the available instruments.
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Figure 14: Joint, multi-messenger detection of GW170817 and GRB 170817A. Top: the
summed GBM lightcurve for sodium iodide (NaI) detectors 1, 2, and 5 for GRB
170817A between 10 and 50 keV, matching the 100 ms time bins of the SPI-ACS
data. The background estimate is overlaid in red. Second: the same as the top
panel but in the 50–300 keV energy range. Third: the SPI-ACS lightcurve with
the energy range starting approximately at 100 keV and with a high energy limit
of least 80 MeV. Bottom: the time-frequency map of GW170817 was obtained by
coherently combining LIGO-Hanford and LIGO-Livingston data. All times here
are referenced to the GW170817 trigger time. From [5].
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Another shared parameter between the afterglow and the GW is the luminosity
distance. For this reason, GW are a useful tool also in cosmology, as the distance
is estimated only through the fit of the waveform and through General Relativity,
with no standard candles involved. This provides an independent estimation of
the Hubble constant H0, which can help in resolving the tension between the late
and early time Universe estimation of H0. The main problem of this method is
the strong degeneracy that there is in the GW analysis between the inclination
and the luminosity distance. In Chapter 4 we focus on this issue, showing that this
degeneracy can be broken including the EM (afterglow) constraints on the viewing
angle.

[ March 15, 2024 at 17:59 – classicthesis version BOH ]



[ March 15, 2024 at 17:59 – classicthesis version BOH ]



2
J O I N I N G T H E G R AV I TAT I O N A L
A N D E L E C T R O M A G N E T I C
D O M A I N S

Regarding probability, there are two main lines of thought: the bayesian and the fre-
quentist approaches. Both have their own strengths and weaknesses, and they are
often used in different circumstances to help determine the probability of events.

The basis of the bayesian approach is Bayes theorem, which describes the proba-
bility of an event occurrence based on previous knowledge of the conditions asso-
ciated with this event. The parameter is taken as a random variable, meaning there
is a probability that the event will occur. Frequentist inference, instead, assumes
that events are based on frequencies, and the parameter is not a random variable
but a fixed quantity. The predictions on the underlying truths of the experiment
are made using only data from the current experiment.

Frequentist statistics estimates the desired confidence percentage (usually 95%)
in which some parameter is placed. In contrast, Bayesian analysis answers the fol-
lowing question: “What is the probability of the hypothesis given the measured
data?”. In addition, frequentist statistics accepts or rejects the null hypotheses, but
Bayesian statistics estimates the ratio of probabilities of two different hypotheses.
This ratio is known as the Bayes factor [124]. The Bayes factor quantifies the sup-
port for one hypothesis over another, regardless of whether these hypotheses are
correct.

The main difference between the two approaches is the prior, a concept that is
not present in the frequentist approach. Bayesian approach encodes past knowl-
edge of similar experiments into a statistical distribution, known as prior. This
prior is combined with current experiment data to make a conclusion on the test.
However, there is no well-defined method for choosing a prior. The consequence
is that different people can use different priors for the same experiment and thus
obtain different posteriors and make different conclusions (see the following Chap-
ters).

Let us focus on the Bayesian approach, which is used throughout this thesis.
All observed and unobserved parameters are given a probability distribution. The
typical workflow consists of three main steps: modelling the available knowledge
about a given parameter before data collection in a statistical distribution, called
prior distribution; determining the likelihood function using the information about
the parameter available in the observed data; combining the prior distribution and
the likelihood function usign Bayes theorem in the form of the posterior distribution.
The posterior p(θ⃗|d,M) of a set of parameters θ⃗ for a given model M conditioned
on some data d⃗ can be written into a form commonly known as Bayes theorem:

p(θ⃗|d⃗,M) =
L(d⃗|θ⃗,M)π(θ⃗|M)

Zθ⃗

, (24)

29
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where L(d⃗|θ⃗,M) is the likelihood of the data given the parameters of our model,
π(θ⃗|M) is the prior for the parameters, and

Zθ⃗ =

∫
Ω

θ⃗

L(d⃗|θ⃗,M)π(θ⃗,M)dθ⃗ (25)

is the evidence (i.e. marginal likelihood) for the data given our model, where the
integral is taken over the entire domain Ωθ⃗ of θ⃗ (i.e. over all possible parameter
combinations). Throughout the rest of this thesis the subscript M will be dropped
for the sake of simplicity, and because we are not comparing different models.

In this thesis, the posterior distributions are estimated using the python package
dynesty [219], which is based on the Nested Sampling algorithm [215, 216].

2.0.1 Joint fit of two datasets

Suppose that we have two independent datasets d⃗1 and d⃗2 described by the model
M. The set of parameters θ⃗ for M is given by parameters exclusive to d⃗1, parameters
exclusive to d⃗2 and a shared parameter between the two datasets: ϑ⃗ = {θ⃗1, θ⃗2, θ0}.
The fit of the two datasets will have a joint likelihood given by the product of the
two likelihoods associated to each dataset

L1,2(d⃗1, d⃗2|θ⃗, M) = L1(d⃗1|θ⃗, M)×L2(d⃗2|θ⃗, M), (26)

here, for notation simplicity, we will drop M, so

L1,2(d⃗1, d⃗2|θ⃗) = L1(d⃗1|θ⃗)×L2(d⃗2|θ⃗), (27)

The posterior distribution will be proportional to

p(θ⃗|d⃗1, d⃗2) ∝ L1,2(d⃗1, d⃗2|θ⃗)π(θ⃗) (28)

where we omit the evidence, which can be treated as a normalization factor. If we
marginalize for all the parameters except the shared one, θ0, we get

p(θ0|d⃗1, d⃗2) ∝ L1,2(d⃗1, d⃗2|θ0)π(θ0), (29)

where we assume that the prior is separable between the shared parameter, the
ones describing only d⃗1 and only d⃗2: π(θ⃗) = π(θ0, θ⃗1, θ⃗2) = π(θ0)π(θ⃗1)π(θ⃗2).

Another possibility is to fit one dataset, for example d⃗1, and use the resulting
marginalized posterior probability of the shared parameter θ0 as prior in the fit
of the other dataset, d⃗2. This is the case of the EM fit with a GW-informed prior.
From the fit of the first dataset d⃗1 we get a marginalized posterior distribution

p(θ0|d⃗1) ∝ L1(d⃗1|θ0)π(θ0). (30)

where we assume that the prior on the shared parameter is the same as Eq. (29).
For the fit of d⃗2 we use Eq.(30) as prior on θ0. The posterior distribution resulting
from the fit of d⃗2 will be

p(θ0|d⃗2) ∝ L2(d⃗2|θ0)π2(θ0), (31)

which, since π2(θ0) = p(θ0|d⃗1), becomes

p(θ0|d⃗2) ∝ L2(d⃗2|θ0)L1(d⃗1|θ0)π(θ0), (32)
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This posterior is the same as the one found with a simultaneous fit, Eq.(29). So we
can say that when there is one parameter in common, independently on the like-
lihood function, fitting the two datasets jointly or using the posterior distribution
of the shared parameter as prior on that same parameter is equivalent.

In the case of two (or more) shared parameters between two different datasets,
the joint fit will give a posterior distribution written in the same way as Eq.(28),
where the likelihood will be given by Eq.(27). Making explicit the shared param-
eters, which we will call θ⃗s = {θa, θb}, and marginalizing for θ⃗1 and θ⃗2, we get

L1,2(d⃗1, d⃗2|θ⃗s) = L1(d⃗1|θ⃗s)×L2(d⃗2|θ⃗s), (33)

and the posterior will be

p(θ⃗s|d⃗1, d⃗2) ∝ L1,2(d⃗1, d⃗2|θ⃗s)π(θ⃗s). (34)

In the case of the two separate fits, the posterior distribution for the two shared
parameters from the fit of d⃗1 will be

p(θ⃗s|d⃗1) ∝ L1(d⃗1|θ⃗s)π(θ⃗s) (35)

The posterior of the fit d⃗2 with the prior distribution as in Eq.(35) will be

p(θ⃗s|d⃗2) ∝ L2(d⃗2|θ⃗s)π2(θ⃗s) (36)

replacing π2(θ⃗s) with its marginalized posterior distributions from the fit of dataset
d⃗1 we get

p(θ⃗s|d⃗2) ∝ L2(d⃗2|θ⃗s)L1(d⃗1|θ⃗s)π(θ⃗s) (37)

which is still identical to the joint posterior in Eq.(34). However, in this case, we
cannot assume the prior is separable between the individual shared parameters:

π(θ⃗s) = π(θa, θb) ̸= π(θa)π(θb), (38)

because this requires the parameters to be independent, which is no longer the
case after they have been fit to the first dataset. The new prior

π(θ⃗s) =

∫
dθ⃗1p(θ⃗s, θ⃗1|d⃗2) (39)

is the posterior from the fit of d⃗1 marginalized over only the parameters exclusive
to d⃗1. This will, in general, be multidimensional and contain all the covariances
between the parameters in θ⃗s.

2.1 nested sampling algorithm

Nested sampling is a method for estimating the Bayesian evidence first developed
by John Skilling [215]. The basic idea is to approximate the evidence by integrating
the prior in nested “shells” of constant likelihood. Unlike Markov Chain Monte
Carlo (MCMC) methods, Nested Sampling simultaneously estimates both the ev-
idence and the posterior. It allows samples to be allocated adaptively during the
course of a run to better sample areas of parameter space to maximize a chosen
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objective function. This allows a particular Nested Sampling algorithm to adapt to
the shape of the posterior in real time, improving both accuracy and efficiency.

Let us assume a continuous prior so that, for example, V =
∫
π(θ⃗)dθ⃗ can easily

be associated with a volume. Lets consider that we want to compute the evidence
over a d-dimensional continuous parameter space. The first step is to sample ran-
domly from the prior N live points and evaluate the likelihood function at each
point, as shown in Fig.15. The live point with the lowest likelihood L1 (the worst fit,
red cross in the Figure) is removed and becomes the first dead point. This reduces
the volume by a factor of approximately δV = 1/N, since each point represents
1/N of the total volume. A new, independent live point is sampled randomly from
the prior (blue dot in the Figure), but it is required that its likelihood exceeds the
likelihood of the previous discarded point L1. Any region with likelihoods below
L1 is not considered any further, and we have again N live points within a vol-
ume. We repeat these steps, which continuously increases the likelihood threshold
and shrinks the volume, up to a stopping criterion. The progression by constant
shrinkage factors reduces the remaining volume exponentially. After i iterations
the remaining volume is exponentially small, Vi = (1− 1/N)i, with a high like-
lihood threshold selecting live points close to the best-fit parameter peak(s), i.e.,
the likelihood of the remaining points is flat (see bottom panel of Fig.15). Further
contributions to Z are thus negligible and the integration can be stopped. The al-
gorithm has converged, in the sense that iterating further would not significantly
alter the result.

Removing a point at iteration i reduced the volume Vi = (1− 1/N)i by ∆Vi =

Vi−Vi−1 = (1− 1/N)i× 1/N. This can be envisioned as a shell of prior volume be-
ing peeled off. Accordingly, each dead point is assigned the unnormalised weight
∆Vi × Li, and the integral Z is simply: Z ∼

∑
i∆Vi × Li, with an error estimate

available. The weighted dead points are approximate samples from the posterior
and the remaining live points at termination can also be included, with their likeli-
hoods multiplied by the remaining volume distributed equally among them, Vi/N.

2.1.1 Theoretical explanation

Nested Sampling, unlike MCMC methods which attempt to estimate directly the
posterior, attempts to estimate the evidence Z

Z =

∫
Ω

θ⃗

p(θ⃗)dθ⃗ (40)

As this integral is over the entire multi-dimensional domain of θ⃗, it is usually very
challenging to estimate.

Nested Sampling approaches this problem by refactoring this integral into one
over the prior volume X of the enclosed parameter space

Z =

∫1
0

L(X)dX (41)

where L(X) defines an iso-likelihood contour defining the edge of the volume X,
while the prior volume

X(λ) =

∫
Ω

θ⃗
:L(θ⃗)⩾λ

π(θ⃗)dθ⃗ (42)
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Figure 15: Top left: A complicated likelihood function is defined over a two-dimensional
parameter space. Nested sampling begins by evaluating N = 5 random points.
Top center: Each live point (circle) defines a likelihood contour. The lowest like-
lihood point (red cross) becomes a dead point. It is replaced by a new, live point
(blue circle), sampled randomly from the prior but above the contour defined
by the dead point. Top right: After a few iterations, the live points concentrate
in a small volume at the likelihood peak. Bottom panels (top is linear, bottom
is logarithmic): For each iteration, a dead point is placed with its likelihood
and the prior volume estimated by geometric shrinkage. The prior volume of
the sequence shrinks exponentially from right to left. Vertical bars represent the
likelihood shell removed, and are coloured consistent with the contours shown
in the other panels. The bar area is the posterior weight, and the sum of the bars
gives the marginal likelihood Z. In the bottom log-log plot, the phase transition
is marked, which corresponds to the transition from the wide, shallow yellow
regions to the high and steep orange regions in the upper panels. From [41].
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is the fraction of the (multi-dimensional) prior function where the likelihood is
above the threshold λ, L(θ⃗) ⩾ λ. Since the prior is normalized, this gives X(λ =

0) = 1 and X(λ = inf) = 0, which define the bounds of integration for equation (41)
[219].

2.1.2 Numerical procedure

The nested sampling procedure (drawing N live points from the prior and at each
iteration, remove the live point with the lowest likelihood, replacing it with a new
one sampled from the prior subject to a likelihood constraint) allows us to estimate
the prior volume of the previous live point (a dead point) as:

lnX ≈ −
i±

√
i

N
. (43)

Once the sampling terminates, the remaining set of live points are distributed
uniformly within the final prior volume and added to the list of samples.

The evidence integral, eq.(41), can be numerically approximated using a set of
N dead points via

Z =

N∑
1

f(Li)f(∆Xi) ≡
N∑
1

wi (44)

where wi is each point’s estimated weight. For example, for a simple linear inte-
gration scheme using rectangles, we can take f(Li) = Li and f(∆Xi) = Xi−1 −Xi.

We can subsequently estimate posteriors from the sameN dead points by assign-
ing each sample its associated importance weight

p(θ⃗) = p(Xi) ≡ pi =
wi∑N

i=1 = wi

Z

(45)

The sampling can stop when the majority of the parameter space has been ex-
plored, meaning that our set of dead points gives us an integral that encompasses
the vast majority of the posterior. Therefore, the stopping criterion is

∆ lnZi ≡ ln(Zi +∆Zi) − ln(Zi) < ϵ (46)

where ∆Zi is the estimated remaining evidence we have yet to integrate over and
ϵ determines the tolerance, which is usually fixed at 0.01 [41, 219]. The remaining
evidence is unknown, but we can give it an upper bound of Lmax

i Xi, where Lmax
i

is the maximum likelihood across the entire domain Ωθ⃗ and Xi is the prior vol-
ume at the current iteration. This is equivalent to treating the remaining likelihood
included in the current sample as a flat function with value Lmax

i . Both these pa-
rameters are not known exactly, but they can be approximated as maximum value
of the likelihood among the live points at iteration i and the estimated (remaining)
prior volume respectively. Usually this approximation works well, but there could
be cases where the sampling termites early, this can happen if there is an extremely
narrow likelihood peak within the remaining prior volume that has not yet been
discovered by the live points.
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2.1.3 Dynamic nested samping

In the nested sampling algorithm the number of live points remains constant
throughout an entire run. Instead, in the dynamic nested sampling [219] the live
points are allocated dynamically such that at a given iteration i we can have a
variable number Ni of effective live points. Since the change in prior volume at a
given iteration goes as 1/Ni, allowing to vary gives us the ability to control the
effective resolution as a function of prior volume. This means we could sample
preferentially in and/or near the bulk of the posterior mass.

2.1.4 Nested samping and MCMC chains

Nested sampling and Monte Carlo Markov Chains (MCMC) are two different tools,
each with its own features, and one is not better than the other. One of the useful
features of nested sampling is that, as we already pointed out at the beginning
of the Chapter, it can estimate both the evidence and the posterior, while MCMC
methods estimate only the latter. Moreover, generally nested sampling can bet-
ter sample multi-modal distributions, with respect to many MCMC methods. The
nested sampling stopping criteria are solid and based on the evidence estimation,
while the MCMC ones seem arbitrary, based on the sample sizes. In the MCMC
methods, unlike nested sampling, the preliminary steps, during which the chain
moves from its unrepresentative initial value to the modal region of the posterior,
the "burn-in" phase, are usually discarded.

However, because most Nested Sampling implementations rely on sampling
from uniform distributions, applying them to general distributions requires know-
ing the appropriate prior transform T (see Section 2.3). While these are straight-
forward to define when the prior can be decomposed into separable, independent
components, they can be more difficult to derive when the prior involves condi-
tional and/or jointly distributed parameters. Also, because in nested sampling the
evidence depends on the amount of prior volume that needs to be integrated over,
the overall expected runtime is sensitive to the relative size of the prior.

2.2 likelihood function

The likelihood function L(d⃗|θ⃗,M) describe a hypersurface whose peak represents
the combination of model parameter values that maximize the probability of draw-
ing the sample obtained.

The procedure for obtaining the maximum likelihood is, for computational con-
venience, done using the natural logarithm of the likelihood. Let θ be a parameter
(unknown value), let d⃗ = x1, ..., xn be a set of data, independent and identically
distributed. What is the most likely value that θ could be, given the data that we
have observed? The higher the likelihood, the more likely that parameter is.

The likelihood function can be written as the joint probability density function
(PDF) of our random sample

L(x1, ..., xn|θ⃗,M) = f(x1, ..., xn|θ) = f(x1|θ)...f(xn|θ) =
n∏

i=1

f(xi|θ) (47)
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To find the value of θ which maximize the likelihood, or the logarithm of the
likelihood, the derivative is done, but the shape of the data PDF must be known.
Usually we assume that the data have a normal distribution with a standard devi-
ation σi, while µ is the mean value predicted by the model, so the PDF of one data
point will be

f(xi|θ) =
1√
2πσ2i

exp
[
−(xi − µ(θ))

2

2σ2i

]
(48)

and the total PDF will be

f(xi, ..., xn|θ) =
n∏

i=1

f(xi|θ) =
1

(
√
2πσ2i )

n
exp

[
−(xi − µ(θ))

2

2σ2i

]
=

=
1

(2πσ2i )
n/2

exp

[(
n∑

i=1

−(xi − µ(θ))
2

)
/2σ2i

]
(49)

Taking the natural logarithm we have

l(x1, ..., xn|θ) =
n∑

i=1

−(xi − µ(θ))
2

2σ2i
−
n

2
log(2πσ2i ). (50)

From here, the first and second derivatives can be done in order to find the maxi-
mum of l and the best values for the parameters θ. It is to be noted that maximize
l corresponds to minimize the first part of eq.(50), this method is the sum of the
square residuals, namely the minimization of the χ2 in the frequentist approach.

2.2.1 Likelihood with non-detections

If in the dataset non detections (upper limits) are present, then the likelihood shape
will change, this is because they give just a threshold under which the detection
could be present. The PDF in this case can be written as in eq.(48), replacing detec-
tions with upper limits [65, 207]

f(xj|θ) =
1√
2πσ2

∫xj

− inf
exp

[
−(x− µ(θ))2

2σ2

]
dx (51)

where xj is the 1−σ upper limit of the observation. The logarithm of the likelihood
of detections and non detections can be written as

li+ lj =

n∑
i=1

−(xi − µ(θ))
2

2σ2i
−
n

2
log(2πσ2i )+

∑
j

log
1√
2πσ2j

∫xj

− inf
exp

[
−(x− µ(θ))2

2σ2j

]
dx

(52)

For computational convenience the integral can be recast in terms of the error
function

erf(x) =
2√
π

∫x
0

e−t2dt (53)

so that

li+ lj =

n∑
i=1

−(xi − µ(θ))
2

2σ2i
−
n

2
log(2πσ2i )+

∑
j

log

[
1

2

(
1+ erf(

xj − µ(θ)√
2σj

)

)]
(54)

The last equation reduces to eq.(50) when there are no upper limits in the dataset.
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Figure 16: Sketch that explains the prior choice on the viewing angle. In the figure i = θv.

2.3 prior probabilities

The prior distribution models the a priori knowledge that we have on a parameter.
The latter can be an informative distribution, like the Normal, but also a uniform
or isotropic one in a certain range.

For example, in the case of the analysis of a NS merger, both in the GW and in
the GRB afterglow modeling, the viewing angle is a fit parameter. We do not have
a very restrictive a prior knowledge about it, except for the fact that small viewing
angles are harder to detect, with respect to larger values. This can be modelled
using a sine prior function. If a vector is equally likely to be oriented toward any
part of the sphere, the relative likelihood that it falls within some small range dθv
of a specific inclination angle θv is proportional to the area on the unit sphere
covered by that range of angles (2π sin(θv)dθv, see Fig. 16):

f(θv) ∝


0 θv < 0

sin(θv) 0 ⩽ θv ⩽ π/2

0 θv > π/2

(55)

This probability density function (PDF) has to be normalized so that
∫+ inf
− inf f(θv)dθv =

1. Sometimes, a uniform distribution is preferred for the viewing angle, so, with-
out loosing the above knowledge, a uniform in cos(θv) prior distribution is used.
This directly comes from eq.(55), through a change of variable

f(θv)dθv = f(θv(y))|
dθv

dy
|dy = g(y)dy, (56)

where y is the new variable and g(y) is the new PDF. We want g(y) to be uniform
(flat), so we can use |dθv/dy| ∝ 1/f(θv(y)). The variable change y = cos(θv), or
θv = arcos(y), satisfies the above equation and gives a constant g(y):

g(θv) ∝


0 cos(θv) < 0

1 0 ⩽ cos(θv) ⩽ 1

0 cos(θv) > 1

(57)
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2.3.1 Nested sampling prior transform function

In Nested Sampling, the samples are generated from the prior function π subject
to a likelihood constraint λ (Section 2.1.1): at a given iteration i, the samples θ⃗i+1

from the prior π(θ⃗) are generated until L(θ⃗i+1) ⩾ L(θ⃗i).
Sampling from an arbitrary prior distribution in some cases is difficult, since the

density can vary drastically from place to place. For this reason, in nested sampling
the prior is chosen as standard uniform (i.e. flat from 0 to 1) in all dimensions. In
this way the density interior to λ is constant and X behaves more like a typical
volume V . In order to transform a general prior function to a standard uniform
one we can use the appropriate “prior transform” function T , which maps a set of
parameters with a uniform prior over the d-dimensional unit cube to the parame-
ters of interest. For independent parameters, this would be the inverse cumulative
distribution function (CDF) associated with each parameter.
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F R O M A S T R O P H Y S I C S

Following the detection of GW170817, several multi-messenger studies combined
GW and EM data. This integration enhances our comprehension of the physics
behind binary neutron star merger events and helps overcome degeneracies en-
countered when analyzing EM and GW data independently.

Many of these studies pertains to the neutron star equation of state. Bayesian
methods are implemented to combine GW170817 and the associated kilonova
AT2017gfo, in order to provide improved estimates of source parameters such as
the mass ratio and the neutron star tidal deformability [e.g., 40, 47, 55, 56, 62, 114,
160, 181, 182, 184, 185]. This is accomplished by leveraging the fact that, across
a broad spectrum of neutron star equation of state models, the dynamical ejecta
mass is predominantly determined by the spin and mass ratio of the two neutron
stars [e.g., 120, 211], which can be constrained along with the neutron star tidal
deformability with GW data from the inspiral stage of neutron star mergers [e.g.,
186], while kilonova emission models in the EM domain place constraints on the
ejecta mass [e.g., 31, 123, 233].

Other studies, like the one presented in this Chapter, focuses on the system
geometry, which includes the viewing angle and the angular structure of the jet.
There have been numerous attempts to estimate the system geometry of GW170817

based on model fitting of the EM afterglow light curve, since the early discovery
papers of the afterglow in the X-ray and radio bands [109, 227, and references
therein]. The viewing angles and jet opening angles found in different studies are
often inconsistent with each other, see a compilation of some of the most recent
results in Fig.17.

In order to study the geometry, energetics and microphysics of the jet, an as-
sumption on the jet type has to be made. In the case of GW170817, a jet Gaussian
structure is often assumed. In this case, the rising light curve phase can only con-
strain the ratio between viewing angle and jet opening angle [197]. This leads to an
intrinsic degeneracy between these parameters: a proper scaling of the two leads
to the same light curve, with some slight changes in the decreasing slope. Breaking
this degeneracy requires further information (see also [158] for additional discus-
sion).

One way of improving the precision of the viewing angle measurement is to
break the viewing angle–jet opening angle degeneracy. An interesting option is
to join information from GW and EM counterparts, either by jointly fitting the
two datasets or by including GW information in the EM analysis as a constraint
on the common parameters, either a priori or a posteriori. Wang and Giannios
[236] use a Bayesian approach to fit the observed GW170817 afterglow emission
with a simulated jet profile that predicts the afterglow light curve. They impose
a GW-informed prior on the luminosity distance and the observing angle. The
latter can be tightly constrained and the distance uncertainty is in turn also greatly

39
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Figure 17: Results of recent modeling of the geometry of GW170817. Top: viewing angles.
Middle: jet opening angles. Bottom: their ratios. Error bars are from the original
papers. Error bars are not shown on the ratio θobs/θj as the quoted errors in
the original papers are most likely correlated. While values for θobs or θj vary
strongly, the scatter in θobs/θj is small with almost all values are around 5-
6. The last three models (marked in red [93, 121]) use the VLBI information.
Some papers give two values and those are marked by superscripts. Figure and
description from [158].
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reduced. This results in a tight constraint on the observing angle θv = 22± 1 deg.
Troja et al. [223, 224] and Troja et al. [225, 226] study the broadband afterglow of
GW170817 with a Bayesian fit, imposing a GW-informed prior [3] on the viewing
angle and fixing the luminosity distance. The viewing angle goes from almost 20

deg (2018) to almost 30 deg (2021), because of the relative excess of the late-time
X-ray observations. Guidorzi et al. [105] use a Bayesian analysis and reanalyze the
LIGO-Virgo posteriors incorporating the viewing angle constraints obtained from
the X-ray and radio afterglow modeling, finding an off-axis angle of 25–50 deg.

In my thesis work, I introduce a novel approach by simultaneously fitting, through
Bayesian analysis, both GW and EM data for the GW170817 event. This method
incorporates gravitational waveforms from binary coalescences for the GW signal
[18, 217], and structured jet models [197] for the EM data. In particular, in this
Chapter we assume a Gaussian structure, the analysis is then complemented with
the power law structure in the next Chapter. Within this Chapter, I demonstrate
the application of the simultaneous fit approach to the GW170817 dataset and the
EM data obtained from its afterglow counterpart. I compare the outcomes with
those obtained through the conventional practice of employing disjoint priors in
the two domains. The central focus is on the system’s geometry, particularly ad-
dressing the degeneracy issue between the viewing angle and the opening angle
of the jet. The objective is to compare the EM fit with a GW-informed prior and an
EM+GW fit. Additionally, I highlight that the methodologies implemented in this
study yield improvements over traditional disjoint analyses.

In Section 3.3 the results are presented, discussing future perspectives for O4, the
upcoming GW observing run, in Section 3.4. In Section 3.5 I provide a concluding
summary. Throughout this Chapter, the redshift value is fixed to z = 0.0098 and
the luminosity distance is set to dL = 41 Mpc [3]. For the purpose of assessing H0,
instead, the luminosity distance is left as free parameter, see the next Chapter.

I note that, within the framework of the same messenger, another option to
break the viewing angle–jet opening angle degeneracy is to join the GW170817

afterglow light curve with independent measurements, such as the observations
that measure the superluminal motion of the centroid in radio and optical images
[93, 154, 155], or the late time observations of the light curve transition to the
sub-relativistic phase [197]. We will also explore this in the following Chapter.

In general, the best approach to study an event is, indeed, to include all the avail-
able information about that event, so, in case of GW170817, the GW, the afterglow
light curve, the jet centroid motion and the kilonova. However, even analyses in-
cluding only some of these are useful, especially to quantify possible systematics,
that will count as reference for future events. In the case of GW170817, the after-
glow light curve and the centroid motion tend to give contrasting results, as it will
be shown in this thesis, mainly because of the late time data points in the light
curve, which seem to be showing a flux excess. Therefore, the use of the complete
available information is even more important.

3.1 modelling of gw and em signals

This section details the models and data used for this Chapter. The luminosity
distance is fixed in the EM fits to analyse the data in the EM standard fashion.
For consistency, the cosmology for the GW fits is fixed too: this allows to safely
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compare results from EM and GW fits, as well as from a simultaneous fit of the
EM and GW data.

3.1.1 The afterglow light curve

For GW170817, the afterglow light curve deviates notably from the conventional
on-axis uniform "top-hat" jet often used in the analysis of GRB afterglows due
to a combination of a moderate viewing angle and angular structure in the jet.
Nonetheless, the use of this model is justified when the observer is on axis, as the
lateral structure of the jet has minimal influence on the emission in such instances
[197], see also Section 1.2.2.

The slow rising and then (after the peak time) declining afterglow light curve of
GRB 170817A are indeed consistent with emission from a structured jet. The light
curve is modelled using afterglowpy [197]. This python package can compute
the observer frame flux of synchrotron radiation from the forward shock of the
relativistic blast wave in a constant density medium. It uses semi-analytic approx-
imations of the jet dynamical evolution and synchrotron emission, taking into ac-
count jet spreading and jet angular structure. In the latest version [198], it includes
also the modelling of the non-relativistic late-time phase. It does not include syn-
chrotron self-absorption, which, in the case of GW170817, does not influence the
spectrum.

In this Chapter, a Gaussian structure is assumed for the jet, see eq.(6). E0, θc
and θw are treated as free parameters and they represent the on-axis isotropic
equivalent kinetic energy of the blast wave, the jet opening angle and the jet total
angular width, respectively. We assume that the electrons are shock-accelerated
and emit synchrotron radiation, their energy distribution is a power law with slope
−p, the fraction of their post-shock internal energy is ϵe, while the fraction of post-
shock internal energy in the magnetic field is denoted by ϵB (see also Section 1.2.3).
Furthermore, the circumburst medium number density n0 and the viewing angle
θv, between the jet axis and the line of sight, are free parameters as well. This yields
a total of 8 free parameters, given that the luminosity distance and the redshift are
fixed. The fraction of accelerated electrons (also called participation fraction) χN is
fixed to 1.0 as well.

The prior probability distributions are uniform for θw in [0, 90] deg, θc in [0,
90] deg, and p in [2, 3]; log-uniform for E0 in [1049, 1056], ϵe in [10−5, 100], ϵB in
[10−5, 100], and n0 in [10−7, 102], see also Table 5. These ranges reflect the pop-
ulation of short GRB properties [71, 81]. We use two prior distributions for the
viewing angle θv: an isotropic one, which has a sinusoidal shape from 0 to 90 deg,
and a GW-informed one, which is the posterior distribution retrieved from fitting
the GW data alone (see Section 3.1.2).

3.1.2 Gravitational-waves

I use the Bayesian inference library for GW astronomy bilby [18, 217] and the
dynamic nested sampling package dynesty [219] to process the GW data. To
model GWs from binary neutron star mergers, the IMRPhenomPv2_NRTidal wave-
form model [61, 63, 64, 110] is chosen. The parameters used by this model are the
two component massesm1 andm2, for which the common conventionm1 ⩾ m2 is
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followed, the components of the dimensionless spin angular momenta of the two
neutron stars, a1 and a2, which constitute six additional parameters, and the tidal
deformability parameter of each star, Λ1 and Λ2, for a total of 10 parameters. The
tidal deformability parameter Λ quantifies how an extended object responds to the
ℓ = 2 component of an external tidal field; it is related to the mass m and radius R
of the object by Λ = (2/3)k2[(c

2/G)(R/m)]5, where k2 is the dimensionless ℓ = 2

Love number [e.g., 235, 249].
In addition to the gravitational waveform physical parameters listed above, known

as intrinsic parameters as they shape the emitted waveform, the observed GW signal
is determined also by seven extrinsic parameters. These are the right ascension
and declination of the source (i.e., its sky position), the luminosity distance of the
source, the inclination angle θJN between the total angular momentum J of the bi-
nary and the line of sight N from the source to the observer (i.e., cosθJN = Ĵ · N̂),
the polarization angle, and the phase and time of coalescence. The total number of
parameters is therefore 17.

In this work, the sky-position of the source is fixed to the one of AT 2017gfo
[6] both when processing GW170817 and when considering future GW170817-like
events. Similarly, the luminosity distance is assumed to be known. In the case of
GW170817, we set this to 41Mpc, while for the simulated future events we set it
to 136.5Mpc, which corresponds to a reduction of the afterglow flux of about one
order of magnitude, and to 70 Mpc, which corresponds to a reduction of a factor
3. Finally, there is a marginalization over the phase of coalescences, thus reducing
the number of free GW parameters to 13. The priors for the intrinsic and extrinsic
GW parameters are uniform for the chirp mass M in [1.18, 1.21], the mass ratio q
in [0.125, 1], the dimensionless spin magnitudes a1 and a2 in [0, 0.05], the opening
angle of the cone of precession about the system angular momentum ϕJL and
the azimuthal angle separating the spin vectors ϕ1,2 in [0, 360] deg with periodic
boundary, the tidal deformability parameter Λ1 and Λ2 in [0, 5000]; sinusoidal for
the tilt angles between the spins and the orbital angular momentum θ1, θ2 in [0,
180] deg [194], see also Table 5.

3.2 gw170817 data set

I use the afterglow X-ray emission of GW170817 from Chandra and XMM, already
introduced in Troja et al. [225], and represented in Fig. 18 with red circles. The
most recent Chandra data point at 1734 days from the merger is also included
in the analysis [166]. For the optical light curve, the works of reference are Troja
et al. [227] and Fong et al. [82], see the orange diamonds in Fig. 18. Finally, for the
radio dataset I refer to Makhathini et al. [141]; in Fig. 18 only the VLA detections
at 3 GHz are shown for the sake of good order, but included in the fit are all
frequencies from 0.7 to 15 GHz for VLA, ATCA, uGMRT, eMERLIN, MeerKAT.

In all bands, the flux densities are used in the analysis, including X-rays. How-
ever, an additional information is provided at each time: the spectral shape. In the
case of GW170817, the synchrotron spectrum is, at all times, in the slow cooling
phase, as already mentioned in Section 1.2.5, but, in general, it could change dur-
ing the emission and, in that case, the flux integrated over the observing band
should be preferred in the analysis.
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The GW data of GW170817 are publicly available at the GW Open Science Cen-
ter1[11]. In this work, the cleaned version of the strain data, where the glitch dis-
cussed in Abbott et al. [4] has been removed, are used.

3.2.1 Joint gravitational-wave and afterglow data analysis

In the joint analysis there is a total of 21 parameters. However, given that the
GRB jet develops around J, the inclination angle θJN and the viewing angle θv are
essentially the same quantity, and thus a common parameter of the GW and EM
domains. When J points towards the observer, θJN < 90 deg and θv = θJN, while
when J points away from the observer, θJN > 90 deg and θv = 180− θJN deg. In
summary,

θv = 90deg− |θJN − 90deg| . (58)

In order to fit and analyse the EM and GW data, I use bayesian statistic, the
complete method is already introduced in Chapter 2. The EM and GW likelihoods
are both Normal distributions. The GW likelihood function is defined in, e.g., Finn
[75], Romano and Cornish [193], and Romero-Shaw et al. [194]; in this likelihood,
both the data and the model are expressed in the frequency domain. The EM likeli-
hood function is proportional to LEM(dEM |⃗ϑ) ∝ exp(−χ2/2), where χ2 is evaluated
from comparing the flux estimated from the model with a set of parameters ϑ⃗ with
the entire broadband set of data dEM.

In this work, I fit both the EM data using a GW-informed prior on the viewing
angle, and I fit the EM and GW datasets together. These two fits are mathematically
the same, see Section 2.0.1. However, differences in the posteriors can arise if, in
the case of the two separate fits (EM fit with a θv GW-informed prior), the prior
on the common parameter in the EM fit does not accurately reproduce the θJN

posterior of the GW fit, statistical noise deriving from the sampling aside.
In Fig. 19 two possible priors for the viewing angle are plotted: a Normal dis-

tribution with µ = 29.0 deg and σ = 3.5 deg (estimated from the GW posterior
distribution) and the θJN posterior from the GW fit, transformed into θv according
to Eq. (58). The main differences lay in the tails of the distributions and propa-
gate in the posteriors. The results of this analysis, in particular the posteriors of θc
and θv (see Section 3.3), carried out using the Normal distribution as GW-informed
prior on θv, are in Fig. 20, left panel. They are compared with the results of the joint
fit of the EM and GW datasets, in the right panel. While until 99.8% probability
the contours are similar, at 99.98% there is a clear difference.

In Table 1 these differences are quantified. The first column represents the per-
centiles of each distribution. In the second column the differences between the θv
Normal distribution and the GW posterior are written in percentages and refer to
the GW posterior distribution, meaning that, for example, when the percentage is
negative, the Normal distribution at that percentile predicts a larger angle with
respect to the GW posterior distribution. In the third column, the results of the
EM fit with the Normal GW-informed prior are compared to the posterior from
the EM+GW fit, in this case the percentages refer to the EM+GW fit. In the fourth
column the results of the EM fit with the GW posterior as GW-informed prior and
the posterior from the EM+GW fit are compared, also in this case the percentages

1 www.gw-openscience.org
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Figure 18: Broad-band afterglow of GW170817: data and fits. From bottom to top, red
points refer to the X-ray observations by Chandra and XMM at 5 keV, orange
diamonds to observations by HST, F606W filter, in the optical band, and blue
squares to observations in the radio band from VLA at 3 GHz. The lines rep-
resent fits of the afterglow data: continuous lines are obtained with a prior
uniform in the cosine of θv (sine prior), dot-dashed lines with a GW-informed
prior, and dotted lines with a simultaneous fit of EM and GW data. The last two
models are indistinguishable. For sake of simplicity, the fit for the radio band
is plotted only for the observations at 3 GHz, but it is not limited to this single
frequency.
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Figure 19: Comparison between the posterior distribution of the viewing angle for the
GW-only fit (in black) and the Normal distribution with mean and standard
deviation from the GW-posterior distribution (µ = 29.0 deg and σ = 3.5 deg),
in cyan. In the subplot the same distributions are represented, but with a linear
vertical axis.

Figure 20: Posterior distributions of the jet opening angle θc and the viewing angle θv for
an EM fit with a GW Normal prior (on the left) and the joint fit (on the right).
The contour lines represent the 68.2%, 95.4%, 99.8% and 99.98% probabilities.

refer to the EM+GW fit. This combination is the one used in Section 3.3 and 3.4.
This last column, following the mathematical reasoning, should be 0, but it is not
because of the statistical noise deriving from the sampling.

From this Table, if we focus on the prior comparison, we can see that the differ-
ences between the Normal distribution and the actual GW posterior for θJN do not
go over 8%. At high percentiles the Normal distribution overestimates the actual
posterior, while at small percentiles there is an underestimation, except at 0.1-0.01,
as is clear also from Figure 19. These differences reflect into the posteriors (third
column). In particular, the posterior distribution from the EM fit with the Normal
GW-informed prior in the majority of cases predicts larger angles with respect to
the EM+GW fit. Instead it is the contrary for the EM fit using as prior the actual
GW posterior, but the percentage differences are smaller, especially in the tails of
the distribution.
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Table 1: In this Table, in the second column, the differences between the θv Gaussian prior
used in the EM fit with GW-informed prior and the posterior distribution on θv
of the GW fit are reported, (GW posterior - Normal distribution)/GW posterior; in the
third column the difference between the θv posterior distribution from the EM fit
with GW-informed prior and the θv posterior of the EM+GW joint fit, (EM+GW
posterior - EM posterior)/EM+GW posterior; in the fourth column the differences
between the posterior from the EM fit with the GW posterior as prior on the
inclination and the θv posterior of the EM+GW fit, (EM+GW posterior - EM pos-
terior)/EM+GW posterior. The latter configuration is used in Sections 3.3 and 3.4.
These quantities are represented as function of the percentiles of each distribution
(first column).

Percentile Difference in Prior Difference in Posterior Main analysis

[%] [%] [%] [%]

0.01 -7.9 9.2 4.2

0.1 -4.2 -6.4 -4.0

2.3 3.0 -2.0 1.2

15.9 3.1 -2.4 1.6

50 1.0 -2.4 2.1

84.1 -1.5 -1.0 2.0

97.7 -3.4 2.0 1.5

99.9 -5.3 6.4 3.0

99.99 -4.1 6.1 2.1

3.3 results for gw170817

In this section, I present the outcomes of three fitting scenarios: the GW-only fit,
the afterglow-only fit, and the joint fit. The joint fit improve the determination of
the viewing angle compared to an EM-only fit. The EM fits are executed utiliz-
ing dynesty, while the GW and EM+GW fits bilby and dynesty. Specifically, the
dynamic nested sampling method with 2000 livepoints and multiple bounding el-
lipsoids as a bounding strategy is employed for GW and EM+GW analyses. The
generation of corner plots in this study is done using corner [84].

3.3.1 GRB 170817A afterglow and GW170817 analyses

The results of the GW-only fit are reported in the first column of Table 2. As is com-
monly the case, I do not quote the individual mass components but the chirp mass,
eq. (5), which is the best measured parameter for systems displaying a long inspi-
ral [33, 58, 76, 180], and the mass ratio q = m2/m1 ⩽ 1. The 6 dimensionless spin
degrees of freedom are reported as follows: a1 and a2 are the dimensionless spin
magnitudes, θ1 and θ2 are the tilt angles between the spins and the orbital angular
momentum, ϕ1,2 is the azimuthal angle separating the spin vectors, and ϕJL is
the opening angle of the cone of precession about the system angular momentum.
The time of coalescence is not present in this and other tables, as this is of little
interest in the context of our study. These results are in agreement with previous
works [7, 194]. The error on the inclination angle θJN is about 5 times smaller with
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Table 2: Fit results for GW170817. We report the medians and the 16th-84th percentiles.
The angles are quoted in degrees. θv and θJN are related by Eq. (58) and treated as
a single parameter.

Parameter GW-only EM-only EM-only EM+GW

(sine prior) (GW-informed prior)

log10 E0 50.67+0.06
−0.05 50.75+0.07

−0.06 50.73+0.07
−0.06

θc [deg] 7.0+0.4
−0.5 6.1+0.3

−0.4 6.2+0.4
−0.5

θw [deg] 54+21
−20 49+22

−19 51+22
−20

log10 n0 −3.2+0.2
−0.2 −3.6+0.1

−0.2 −3.5+0.2
−0.2

p 2.14+0.01
−0.01 2.14+0.01

−0.01 2.14+0.01
−0.01

log10 ϵe −0.02+0.02
−0.03 −0.09+0.05

−0.05 −0.07+0.04
−0.06

log10 ϵB −1.8+0.1
−0.1 −1.6+0.2

−0.2 −1.7+0.2
−0.2

θv [deg] 38+2
−2 33+2

−2 34+2
−2

θJN [deg] 151+3
−3 146+2

−2

M 1.1975+0.0001
−0.0001 1.1975+0.0001

−0.0001

q 0.88+0.08
−0.10 0.88+0.08

−0.09

a1 0.02+0.02
−0.01 0.02+0.02

−0.01

a2 0.02+0.02
−0.01 0.02+0.02

−0.02

θ1 [deg] 82+34
−35 80+33

−33

θ2 [deg] 83+36
−36 83+36

−34

ϕ1,2 [deg] 182+122
−129 177+115

−115

ϕJL [deg] 179+123
−123 177+120

−121

ψ [deg] 89+61
−62 8460−54

Λ1 269+346
−190 278+376

−192

Λ2 425+525
−295 421+528

−287
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Figure 21: 2D distribution of the viewing angle and jet opening angle. From left to right,
the result from the afterglow-only fit with a sine prior on θv, afterglow-only fit
with GW-informed prior, and the EM+GW fit. The contours represent the 68.2%,
95.4%, 99.8% and 99.98% probabilities.

respect to Romero-Shaw et al. [194], who report θJN = 145+17
−18 deg (68% credible

interval). The 90% credible interval of this analysis, for θJN is 151+6
−5 deg, which is

about 4 times smaller with respect to Abbott et al. [7], that report 146+25
−27 deg. This

simply stems from the fact that, in the analysis presented here, the prior on the
luminosity distance is collapsed in one point, which is correlated to θJN, by fixing
it to a single value. Indeed, repeating the GW fit leaving the luminosity distance
free with a uniform-in-volume prior (see the works cited above) gives an inclina-
tion angle of θJN = 145+16

−18 deg (68% credible interval) and θJN = 145+25
−27 deg (90%

credible interval). These results are very much in agreement with Abbott et al. [7]
and Romero-Shaw et al. [194].

The broad-band afterglow of GW170817 is fitted assuming a Gaussian structure
for the jet and using two different priors on the viewing angle: an isotropic prior
uniform in the cosine of θv from 0 to 90 deg (referred to as “sine prior”) and the
θJN posterior distribution of the GW-only analysis (referred to as “GW-informed
prior”), where θJN is transformed in θv via Eq. (58). The results of the analysis
of the afterglow data with two distinct priors are summarized in the second and
third column of Table 2. The values of the parameters concerning the geometry,
the energetics, and the microphysics are in agreement within 1σ across the two
fits. The slope of the electron energy distribution p is very well constrained and
is identical in all fits, this is due to the very well sampled spectral shape, as we
already mention in Seciton 1.2.5. The viewing angle goes from a median value of
38 deg for the sine prior to 33 deg for the GW-informed prior. These results are in
agreement with Troja et al. [225], who used the same dataset of this work, except
for the most recent Chandra data point. Despite the decrease in the viewing angle
with the GW-informed prior, θv is still in tension with the analysis of the centroid
motion in the radio observations Ghirlanda et al. [93] and Mooley et al. [154],
that predict a θv ∼ 20 deg. This discrepancy is due to the flattening of the late
time observations in the X-rays, which is driving the viewing angle toward higher
values (see the following Chapter for an extensive discussion). As pointed out in
Troja et al. [225], the addition of an extra-component in the flux producing the late
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time observations could resolve this discrepancy, because it would allow the jet to
be narrower and closer to the line of sight [21, 108, 225].

3.3.2 Joint analysis

The parameter medians and 16th-84th percentiles of the joint EM+GW fit are
collected in the last column of Table 2. In Fig. 21 the marginalised, 2D posterior
probability distribution are reported for the jet opening angle θc and the view-
ing angle θv in the three cases these parameters are measured within our setups:
namely, from left to right, the EM-only fit with sine prior, the EM-only fit with
GW-informed prior, and the joint EM+GW fit. While there is a degeneracy in the
EM-only fit, including the GW information (either as a prior or as an additional
independent dataset) still leaves the degeneracy, but reduce the dispersion. This
happens because the EM dataset alone already constrains very well the two angles,
especially thanks to the late time detections in the X-rays. The EM fit with the GW
informed prior and the EM+GW joint fit are equivalent, as proven in Section 2.0.1.
The advantage of performing an EM+GW joint fit is the back-reaction of the GRB
analysis on the GW parameters, in this case though the GW parameters remain
almost the same. This is because the inclination of the binary is degenerate with
the luminosity distance, which is, however, fixed in this work. We will explore the
case of a free luminosity distance analysis in the next Chapter.

We obtain an inclination of θJN = 146+2
−2 deg (68% credible interval), which

translates into a viewing angle θv = 34+2
−2 deg. These values are consistent with

the ones retrieved with the EM-only fit when using the GW-informed prior. The
error on the common parameter, θN, from the joint EM+GW fit is 1.5 times smaller
than for the GW-only fit.

3.4 gw170817-like event in o4

As GW170817 was a nearby and rare event, in this section the analyses presented
above are repeated in the scenarios of a GW170817-like source located at 136.5 Mpc
and at 70 Mpc (redshift z = 0.03 and z = 0.016), observed in the LIGO-Virgo-
KAGRA Fourth Observing Run (O4). The increase in distance has the effect of
reducing by roughly an order of magnitude and a factor of three the flux of the
afterglow respectively. These distances were within the originally predicted hori-
zons of LIGO and Virgo for O4 (which, however, are not the real ones, once O4

started2). The number of binary neutron stars mergers expected in O4 is of the
order of 10 (⩽ 10 in Abbott et al. [8] and Abbott et al. [10] or 34+78

−25yr−1 in Petrov
et al. [173]). I simulated 105 events, assuming that all binaries produce a successful
jet, producing light curves with the same energetics and microphysics parame-
ters as GW170817 (see Table 2, last column), distributed uniformly in volume up
to 190 Mpc and with jet axes isotropically distributed. 25% of events reach peak
fluxes above the Chandra sensitivity, concluding that the X-ray afterglow of ⩽ 3

GW170817-like binary neutron stars mergers could be detected during O4. This
rate is in agreement with Colombo et al. [54], Patricelli et al. [172], Petrov et al.
[173], Wang and Giannios [236], and Wang et al. [238]. I note that, in this Section,

2 https://dcc.ligo.org/LIGO-G2002127/public
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a GW170817-like event is presented, meaning that all physical parameters are as-
sumed to be the same as GW170817. This, in reality, is very unlikely, as a different
source means also different physical parameters, including different inclinations
(for example, a smaller inclination would result in a stronger flux), therefore, the
presented estimates are subject to large uncertainty.

3.4.1 Building the dataset

In the EM sector, I rescaled the afterglow of GW170817 for the luminosity distance
of 136.5 Mpc (or 70 Mpc). In the case of 136.5 Mpc, for example, this reduces the
flux of about one order of magnitude, as seen by comparing Figs. 22 and 18. The ob-
serving strategy adopted is minimal and conservative: starting from 9 days, which
is the first detection in the X-rays of GW170817, we have an observation every 4

weeks until the peak. After that, equally spaced (in log space) observations are
placed in the following time decade. The details for each band are as follows.

• Radio — Only the (rescaled) VLA observations at 3 GHz are considered. We
assign an error of 2µJy, which is the root-mean-square error estimated for
more than 3 hr of observations [218].

• Optical — For the HST optical observations, and, in particular, their uncer-
tainties, I studied the contributions of source, background, readnoise and
noise from the dark current [60]. The HST readnoise and the dark current
are negligible with respect to the source and sky contributions. The source
weights 10–20% of the error, so the error is dominated by the sky (back-
ground). Only the source part of the error, then I estimated the error contri-
bution of the sky assuming an exposure time of 5 ks, and sum in quadrature
the two components to have the final error on the optical fluxes.

• X-ray — I used the software xspec
3 [17] to generate the X-ray observations

taking into account the Chandra response and background4.

Finally, in order to make this result valid for real observations, I checked the
sensitivity of the instruments. The Chandra sensitivity for 100 ks exposure is about
2.7× 10−8 mJy (3σ at 5 keV). For VLA, we use a 3σ sensitivity of 6µJy (see above).
For HST, I assume a 3σ limiting magnitude of about 30 ABmag, which could be
reached stacking different images together. For this reason an exposure time of 5 ks
is chosen when treating the errors. Figure 22 depicts the final EM dataset for the
putative, GW170817-like O4 event at 136.5 Mpc. The sensitivity of each instrument
is represented by a horizontal line. In this case, all three instruments can detect
only the peak of the afterglow. The data points below the sensitivities are kept in
the analysis, as they will play a major role in constraining the jet opening angle
and the viewing angle. There is no data point at 9 days in the optical band because
at that time the kilonova dominates the emission.

In the GW sector, I use bilby to produce a GW signal from a source with the
same features as GW170817, but located at 136.5 Mpc (70 Mpc), and inject it in
the nominal O4 noise curves5 for the LIGO-Livingston, LIGO-Hanford and Virgo

3 Xspec Home Page
4 Chandra X-ray Observatory
5 https://dcc.ligo.org/LIGO-T2000012/public
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detectors. The KAGRA detector is not included in this analysis, since a binary
neutron star at ∼ 140(70) Mpc would be beyond its expected sensitivity range. This
simulated event has a network signal-to-noise ratio of 26.3 (50), as opposed to the
GW170817 network signal-to-noise ratio of 32.4. It is to be noted that, even if the
70 Mpc event is further than GW1708717, the signal-to-noise is larger thanks to the
improved sensitivity of the interferometers.

In order to validate this GW+EM injection setup, I simulate an event similar to
GW170817 with the O2 interferometers noise curves. The injected GW signal has
the same parameters of GW170817, including the luminosity distance (see Table 2,
first column). The EM dataset is composed of the same detection times and flux
errors of the GW170817 broad-band afterglow, but we adopt the flux predicted by
the model (and not the real, detected, one). Jointly fitting this simulated EM+GW
dataset leads to the same results of the real GW170817, so the injection set up can
be safely used for the following analysis of the other events.

3.4.2 Results for a distance of 136.5Mpc

The EM and GW datasets described above are fitted using bilby and dynesty

(dynamic nested sampling method with 2000 livepoints and multiple bounding
ellipsoids). For this event, in the contour plots we will see only the results from the
EM-only and the EM+GW joint fit, being the EM fit with GW-informed prior equal
to the latter, as already demonstrated for GW170817 (Section 3.3). The results are
reported in Table 3, Fig. 22, and Fig. 23. The table lists 68% credible intervals for the
parameters involved in the GW-only, EM-only, and joint fit. Fig. 22 shows the 68%
uncertainty regions of the fits to the afterglow data; this involves three analyses
(afterglow-only fit with sine-prior for θv, afterglow-only fit with GW-informed-
prior for θv, and the joint EM+GW fit) performed over three EM bands (radio,
optical, and X-ray). Finally, Fig. 23 displays the contour plots of the marginalized
2D posterior density distributions for θv and θc obtained for the analyses involving
the EM dataset and the EM+GW fit.

The GW-only fit retrieves posteriors (second column in Table 3) consistent with
the injected values (first column in Table 3). The signal-to-noise ratio of our puta-
tive event is not very different from that of GW170817, it is less than the GW170817

signal-to-noise ratio by a factor of ∼ 1.2, so also the posteriors are very similar to
the case of GW170817 discussed in the previous sections, with the exception of the
tidal parameters, where the errors are reduced by a factor of about 2. This is due
to the fact that in this case we are not dealing with real data, and are therefore not
subject to a specific noise realization, believed to be at the origin of the bimodal
distribution for the tidal deformability in the case of GW170817 (see the discus-
sion and Fig. 11 of [7]). In this case, following Eq. (58), the posterior distribution
for θJN translates into a viewing angle of 30+6

−6 deg (68% credible interval around
the median).

Overall, we find that the uncertainties on the EM parameters are larger with
respect to the analysis of the afterglow of GW170817 (see Table 2). This is due to
the fact that the (simulated) decrease in EM flux drives several detections below
the sensitivity of the instruments. However, the <3σ data points help to constrain
the EM parameters, especially the jet opening angle. From Table 3 it is clear that
in the EM case both angles are unconstrained, while including the GW domain
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Figure 22: Broad-band afterglow of a GW170817-like event at 136.5 Mpc: rescaled data and
fits. From bottom to top, red dots are X-ray observations by Chandra at 5 keV,
orange diamonds are the observations by HST, F606W filter, in the optical band,
and blue squares are VLA observations 3 GHz. The arrows indicate that the
1σ error reaches 0 flux. The shaded regions and solid, dot-dashed, and dotted
lines represent the 68% uncertainty regions of the models envelope from the
EM-only (sine prior), EM-only (GW prior), and EM+GW fits of the afterglow,
respectively. Note that the EM with GW prior and EM+GW fits have almost
identical uncertainty regions. The horizontal shaded lines represent the sensi-
tivity of Chandra (red, 2.7× 10−8mJy, 3σ), HST (orange, 4× 10−6mJy, 3σ) and
VLA (blue, 6× 10−3mJy, 3σ).
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Table 3: Fit results for a GW170817-like event at 136.5 Mpc. We report the medians and the
16th-84th percentiles. The angles are quoted in degrees. θv and θJN are related by
Eq. (58) and treated as a single parameter. In the first column there are the values
injected in the GW signal.

Parameter Injection GW-only EM-only EM-only EM+GW

(sine prior) (GW-informed prior)

log10 E0 51.6+1.0
−0.7 52.0+1.2

−1.0 52.1+1.1
−1.0

θc [deg] 11+13
−4 7+13

−1 7+15
−2

θw [deg] 39+28
−20 36+31

−20 29+34
−14

log10 n0 −1.0+1.0
−1.4 −2.0+1.2

−1.0 −2.0+1.1
−1.1

p 2.12+0.03
−0.04 2.12+0.04

−0.04 2.12+0.04
−0.04

log10 ϵe −0.9+0.6
−0.9 −1.2+0.9

−1.2 −1.2+0.9
−1.2

log10 ϵB −3.7+1.0
−0.8 −3.3+1.2

−1.1 −3.4+1.3
−1.1

θv [deg] 50+19
−16 36+3

−3 36+3
−3

θJN [deg] 151 150+6
−6 144+3

−3

M 1.1975 1.1975+0.0001
−0.0001 1.1975+0.0001

−0.0001

q 0.88 0.89+0.07
−0.09 0.89+0.07

−0.09

a1 0.02 0.02+0.02
−0.01 0.02+0.02

−0.01

a2 0.02 0.02+0.02
−0.01 0.02+0.02

−0.02

θ1 [deg] 82 80+37
−33 78+34

−34

θ2 [deg] 83 83+35
−35 83+34

−34

ϕ1,2 [deg] 182 179+123
−123 169+124

−111

ϕJL [deg] 179 179+118
−119 182+114

−123

ψ [deg] 89 89+56
−65 88+56

−63

Λ1 260 148+182
−107 148+191

−106

Λ2 430 221+279
−155 223+261

−157

Figure 23: 2D distribution of the viewing angle and jet opening angle for a GW170817-like
event located at 136.5 Mpc. On the left, the result from the afterglow-only fit
with a sine prior on θv, on the right the EM+GW fit. The contours represent the
68.2%, 95.4% and 99.8% probabilities. The orange squares represents the values
used to simulate the observations (see Table 2, last column) for θc and θv.
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helps constraining the viewing angle, but not the jet opening angle. To show the
relevance of the <3σ data points I excluded them from the analysis, leading to
medians and 16th-84th percentiles: θv = 64+21

−17 deg and θc = 45+27
−25 deg in the

case of an EM-only fit; θv = 36+3
−3 deg and θc = 35+31

−26 deg in the EM+GW case.
The absence of these data points mainly affects the jet opening angle, which in
the EM+GW (EM) case has an 84th percentile of 66deg (72deg), these values are 3

times larger than the ones written in Table 3 and estimated including the <3σ data
points in the analysis.

In Table 3, for the EM fit with a sine prior, the viewing angle is 50+19
−16 deg,

which is compatible within 1σ with the injected value from GW170817. The cred-
ible interval, however, is still larger than the one for GW170817, indicating that
an afterglow-only analysis of an event of this kind would not provide a stringent
measurement of the viewing angle. Also the jet opening angle of 7+15

−2 deg is in
agreement with the GW170817 result, but the uncertainty is large. The situation
improves when we use the θJN posterior distribution from the GW-only analysis,
transformed into θv, as the GW-informed prior for the EM fit. In this case, we find
a viewing angle of 36+3

−3 deg, which is in agreement with the GW170817 results
presented in Sec. 3.3. This improvement follows directly from the use of a more in-
formative prior θv. Despite this improvement in the measure of θv, the jet opening
angle uncertainty is still large because the rising part of the afterglow is charac-
terized only by <3σ data points. Also in this case, all the parameters regarding
the microphysics and the energetics of the jet are in agreement with the respective
GW170817 values within 2σ.

The case of the EM+GW joint analysis is very similar to the afterglow-only analy-
sis with the GW-informed prior, as expected. The uncertainty on the viewing angle
at 1σ, 36± 3 deg (+6

−5 deg, 90% credible interval) is about 6 times smaller when com-
pared to the EM-only analysis with sine prior, 50+19

−16 deg (+30
−24, deg 90% credible

interval), and 2 times smaller than the GW-only analysis 150± 6 deg (±7 deg, 90%
credible interval).

In this scenario, θc at the 2σ level remains unconstrained by the EM data (see
Fig. 23), for the reasons discussed previously. The large errors in θc of all three
analyses translate into the large shaded regions in Fig. 22, which represent the 68%
uncertainty regions. The latter concentrate in the rise of the afterglow, furthermore,
the EM analysis with sine prior (light shaded region) yields to higher flux values
at late times, due to the large viewing angle.

For this event, at 2σ there are cases where θv < θc (see for example Fig. 23),
however, those same cases have also θw < θc. This means that the jet ends at θw
and the angle relevant to discriminate between the on-axis or off-axis case is θw.
When this is true, the jet is a top hat, which does not have wings, but just a uniform
core ending at θw. In these cases, the jet is still off-axis if θv > θw, but the structure
changed. The parameter estimation returns a top hat geometry (θw < θc) with a
23% posterior probability for the EM+GW fit, a 45% posterior probability for the
EM fit with GW-informed prior and a 43% posterior probability for the EM-only
fit.

In order to discern between the on-axis and off-axis cases in the samples, we
define a new parameter, θJ, the total width of the jet, that assumes the minimum
value between θw and θc. The 2D posterior distribution of θJ and θv is represented
in Fig. 24, where the red dashed line represents the θJ = θv line. It is clear that the
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Figure 24: 2D distribution of the viewing angle and θJ, the jet width, for a GW170817-like
event located at 136.5 Mpc. On the left, the result from the afterglow-only fit
with a sine prior on θv, on the right the EM+GW fit. The contours represent
the 68.2%, 95.4% and 99.8% probabilities. The red dashed line represents the
θJ = θv line.

fit predicts an off-axis observer, with a reduced scatter in the viewing angle when
introducing the GW domain. The medians and 16th-84th percentiles for θJ are: in
the case of the EM-only fit θJ = 11+7

−4 deg, in the case of the EM fit with GW-
informed prior θJ = 7+6

−1 deg and in the EM+GW case θJ = 7+6
−2 deg.

This analysis shows that, in the case of a large distance event, the data are con-
sistent within 1σ with a Gaussian geometry, but we cannot completely rule out a
top hat geometry.

3.4.3 Results for a distance of 70Mpc

In order to study how the degeneracy between the jet opening angle and the view-
ing angle changes with distance, I also simulate another GW170817-like event, lo-
cated at the intermediate distance of 70 Mpc (z ∼ 0.016). This increase in distance
reduces by roughly a factor of three the flux of the afterglow. The EM and GW
datasets are generated as explained in Section 3.4.1. For this event, in the radio
band the first and the last two data points, in the optical and X-ray the last data
point are below the sensitivities, the light curve is represented in Fig. 25. It is clear
that the rising phase at 70 Mpc is better measured than at 136.5 Mpc.

Notwithstanding the larger distance, the GW event has an improved signal-to-
noise ratio by a 1.5 factor with respect to GW170817 thanks to the improved inter-
ferometer performances predicted in O4. This explains the smaller errors in θJN,
M and q (see Table 4). The considerations done in Section 3.4.2 about the tidal
parameters are valid also in this case. The results of the fitting are listed in Table 4.

All the EM parameters are in agreement with GW170817 within 2σ. The reduced
uncertainty on the parameters with respect to the 136.5 Mpc event translates into
narrower 68% uncertainty regions, represented in Fig. 25. The θv − θc posterior
distribution is shown in Fig. 26, second row. It is clear that the jet opening angle
and the viewing angle are better constrained than the large distance event in all
fits, and θv > θc always, as in the case of GW170817. However, there is still a
strong degeneracy in the EM-only fit, which is completely broken including the
GW domain (leading also to slightly smaller EM+GW shaded regions in Fig. 25

with respect to the EM-only fit). This is not happening for GW170817 because the
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Figure 25: Broad-band afterglow of the GW170817-like event at 70 Mpc: rescaled data and
fits. From bottom to top, red dots are X-ray observations by Chandra at 5 keV,
orange diamonds are the observations by HST, F606W filter, in the optical band,
and blue squares are VLA observations 3 GHz. The arrows indicate that the
1σ error reaches 0 flux. The horizontal shaded lines represent the sensitivity of
Chandra (red, 2.7× 10−8mJy, 3σ), HST (orange, 4× 10−6mJy, 3σ) and VLA (blue,
6× 10−3mJy, 3σ). The shaded regions and solid, dot-dashed, and dotted lines
represent the 68% uncertainty regions of the models envelope from the EM-only
(sine prior), EM-only (GW prior), and EM+GW fits of the afterglow, respectively.
Note that the EM with GW prior and EM+GW fits have identical uncertainty
regions.
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Figure 26: 2D posterior distributions of the EM-only fit (first column) and the joint
EM+GW fit (second column). In the first row the event at 136.5 Mpc is rep-
resented, in the second row the simulated event at 70 Mpc and in the third
row the GW170817 event. The contour lines represent the 68.2%, 95.4%, 99.8%
and 99.98% probabilities. The posteriors shown in the first row are the same as
Fig. 23, with a different scale for θc. It is to be noted that the event at 41 Mpc
(GW170817) occurred in the second observing run (O2), while the other events
are simulated using the O4 noise curves of the LIGO and Virgo interferometers.
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Table 4: Fit results for a GW170817-like event at 70 Mpc. We report the medians and the
16th-84th percentiles. The angles are quoted in degrees. θv and θJN are related by
Eq. (58) and treated as a single parameter. In the first column there are the values
injected in the GW signal.

Parameter Injection GW-only EM-only EM-only EM+GW

(sine prior) (GW-informed prior)

log10 E0 51.1+1.4
−0.3 51.0+1.2

−0.2 51.0+1.0
−0.2

θc [deg] 6+2
−1 6.1+0.6

−0.6 6.0+0.6
−0.6

θw [deg] 53+21
−22 54+21

−21 52+22
−22

log10 n0 −3.2+1.5
−0.8 −3.3+1.2

−0.2 −3.2+1.0
−0.3

p 2.14+0.03
−0.03 2.14+0.02

−0.03 2.14+0.02
−0.03

log10 ϵe −0.2+0.2
−1.3 −0.2+0.1

−1.1 −0.2+0.1
−0.8

log10 ϵB −2.1+0.6
−1.5 −2.0+0.4

−1.2 −2.1+0.4
−1.1

θv [deg] 32+9
−7 34+2

−2 35+2
−2

θJN [deg] 151 150+2
−2 145+2

−2

M 1.1975 1.19747+0.00004
−0.00003 1.19747+0.0004

−0.0003

q 0.88 0.89+0.07
−0.08 0.89+0.07

−0.08

a1 0.02 0.02+0.02
−0.01 0.02+0.02

−0.01

a2 0.02 0.02+0.02
−0.01 0.02+0.02

−0.02

θ1 [deg] 82 83+32
−33 82+33

−33

θ2 [deg] 83 84+35
−35 84+34

−35

ϕ1,2 [deg] 182 179+124
−124 179+124

−122

ϕJL [deg] 179 180+122
−126 182+120

−123

ψ [deg] 89 87+54
−64 88+55

−63

Λ1 260 161+158
−110 162+151

−109

Λ2 430 236+224
−163 237+213

−159

presence of the correlation at 41 Mpc in the EM+GW fit is due to the small errors on
the angles from the EM modelling, that do not leave much margin of improvement.
At this distance, the jet opening angle is very well constrained, with an about 10%
error in the EM+GW case, with respect to the large distance event (more than 100%
error).

3.5 summary and final remarks

In this Chapter, Bayesian analysis is used to analyze both the GW and EM after-
glow data for the multi-messenger event GW170817. The same methodology is
extended to two GW170817-like events situated at greater distances and occurring
during the O4 observing run. The luminosity distance is held constant, adhering to
the standard practice in afterglow property analysis, and the jet is assumed to ex-
hibit a Gaussian structure. This study aims to discern whether a joint fit of EM and
GW data offers improvements compared to fitting these datasets independently or
using informed priors. Additionally, we explore the equivalence between a joint
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fit and an EM fit with a GW-informed prior, provided that the genuine posterior
from the GW analysis is utilized as the prior for the EM analysis. Conversely, using
an approximation of the GW posterior as a prior may introduce disparities in the
resulting posteriors.

The GW and EM domains share a common parameter, namely the inclination
angle θJN (from the GW) and the viewing angle θv (from the EM side), which are
related by Eq. (58). In the EM model used to process the data, the jet opening angle
θc and θv are correlated: it is shown that a joint analysis of the two messengers
can ease or break this degeneracy and provide more accurate measurements of θv
than those obtained analysing the GW or the EM data alone.

A comprehensive summary of the results for the measurement of θv in the ex-
treme cases of GW170817 and of the large distance event at 136.5 Mpc is shown
in Fig. 27, where, for both scenarios, the prior on θv is compated to the posterior
on the same quantity obtained by: 1) processing only the GW data (and applying
Eq. (58) to convert the θJN measurement), 2) processing only the EM data when as-
suming a uniform prior on the cosine of θv (“sine prior”), 3) processing separately
the GW and the EM data, using the θJN posterior distribution as prior on θv, and
4) processing both datasets simultaneously.

We see that in the GW only analyses (first prior-posterior pair from the left in
each panel), from a sine prior we get a clean, peaked posterior distribution for the
viewing angle. In the case of the analysis based on EM data alone (second prior-
posterior pair from the left), GW170817 yields a peaked distribution with long tails
due to the θc–θv degeneracy. These grow as the distance to the source increases, as
shown by the GW170817 simulated event for O4 discussed in the previous section,
for which the posterior mildly differs from the prior. Likewise, the value of the jet
opening angle θc at 136.5 Mpc has a large scatter and it is recovered as 11+13

−4 deg.
The degrading of the measurement of θv and θc with source distance is mainly
due to the fact that the rise of the afterglow drops below the sensitivity of all
instruments: this part is what places the most stringent constraints on the ratio of
the two angles.

The situation improves when the EM data is processed with a prior on θv that
is informed by the GW measurement of θJN. This is the case of the third prior-
posterior pair from the left in both panels, where the prior is the posterior of the
first case. This GW-informed prior acts on the θc–θv degeneracy: it reduces the
tails in the posterior for θv and shifts the median to a lower value. However, when
the source is moved further out (bottom panel), the EM data is not informative and
simply allows us to recover the prior. The results for the EM data with two distinct
priors tell us that the prior choice can be crucial, particularly when the afterglow
data is not sampled extensively enough throughout the rise, peak, and decay.

Finally, the case of the EM+GW joint fit with a sine prior on the viewing angle
gives a conclusive result on this parameter, in agreement with the EM analysis
with the GW-informed prior (as expected). Regarding GW170817, it drives the
median to a lower value than the EM-only fit (mostly, as already said above, by
“cutting” the tails of the θv posterior) and it reduces the width of the distribution
by a factor ∼ 1.5 with respect to the GW-only fit. For the GW170817-like event
located at 136.5 Mpc and occurring in O4, these trends are confirmed. Both in the
EM with GW-informed prior and in the EM+GW analysis, all fits prefer an off-axis
observer, but the jet opening angle measurement retains a large scatter, due to the
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Figure 27: Prior (cyan) and posterior (yellow) distributions of the viewing angle θv for the
analyses carried out on GW170817 data (top panel) and a simulated GW170817-
like event in O4 (bottom panel). In both panels, the cyan distributions represent
a distribution uniform in the cosine of the angle with the exception of the third
case from the left, where the prior distribution corresponds to the posterior from
the GW analysis (represented in yellow in the first case from the left).
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fact that the data points in the rising part of the afterglow are below the sensitivity
of the instruments. As mentioned previously, data from this stage of the afterglow
strongly constrains the ratio θv/θc. For the same reason, for this large distance
event, it is hard to derive a conclusive information on the geometry of the jet, as,
the values of the jet opening angle and the wing truncation angle θw are consistent
at 1σ with a Gaussian geometry, and above that with a Gaussian geometry with
θw < θc, which corresponds to a top hat geometry. However, both in the EM-only
fit and the EM and GW fits, the jet total width is constrained to be lower than the
viewing angle, thus pointing to an off-axis jet.

A summary of the study on the degeneracy between the jet opening angle θc
and the viewing angle θv for different distances is represented in Fig. 26. Here
the 2D posterior distributions for the distant event at 136.5 Mpc, the intermediate
distance event at 70 Mpc and GW170817 are represented in the first, second and
third row respectively (note that GW170817 occurred in O2, while the other events
are simulated with the O4 interferometers sensitivities). In the EM fit (first column)
the further is the event, the worse is the degeneracy, leaving at 136.5 Mpc the two
angles unconstrained above 1σ. Including the GW domain (second column) acts
only on θv, so at large distance θc is still unconstrained above 1σ for the reasons we
already pointed out. At 70 Mpc the EM dataset can constrain better these angles,
but there is still a strong degeneracy, which is broken by the GW domain. At
41 Mpc the angles are already very well constrained, thanks to the well sampled
light curve, especially at late times in the X-rays, so the GW domain ease the
degeneracy, but does not break it.

In O4 (which will run up to early 2025), we anticipate detecting binary neu-
tron star mergers up to a distance of approximately 200 Mpc [173]. This chapter
illustrates that, particularly at substantial distances, the capabilities of current elec-
tromagnetic (EM) instruments may prove insufficient to resolve the degeneracy
between the jet opening angle and the viewing angle. Consequently, the incorpo-
ration of GW data becomes indispensable.

To effectively observe the rising and declining slopes of the afterglow, especially
at significant distances, instruments with heightened sensitivities are required. Ex-
amples include Athena in the X-rays [178] or SKA in the radio band (Square Kilo-
meter Array [39]), which can offer improved characterization of event properties,
extending the EM observational horizon to greater distances and larger viewing
angles. This enhancement is crucial for breaking degeneracies and gaining a more
comprehensive understanding of the events, particularly as we explore binary neu-
tron star mergers at higher distances.
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Binary NS mergers are interesting events not only from an astrophysical point of
view, but also for cosmology. In fact, the luminosity distance of a GW source can be
estimated simply from fitting the waveform, relying only on the general theory of
relativity, and this estimation does not depend on cosmic distance ladders. For this
reason, a GW event (its luminosity distance) can be used to determine the Hubble
constant H0, the current expansion rate of the Universe, provided that the redshift
of that source is known thanks to an EM counterpart, for example a kilonova [74,
222]. This is the so-called standard sirens method [119, 162]. Even when a unique
counterpart cannot be identified, the redshifts of all the potential host candidates
can be incorporated in the analysis, when the localization volume is sufficiently
small. This is not as constraining as the first scenario, but it is still informative,
once many detections are available. In this case, more than 50 binary neutron stars
are needed to reach a 6% H0 measurement [50]. The same holds also for GWs
emitted by binary black holes, even if the localization volumes are usually much
larger than for binary neutron stars. In this case ∼ 500 events are needed to reach
a precision < 7% on H0 [37, 51].

This independent estimation of H0, one of the key parameters of the currently
adopted standard model of cosmology ΛCDM, can play a fundamental role in this
field. Indeed, great effort has been put into its estimation, because of the discrep-
ancy in the H0 values estimated from the early and late-time Universe. The ΛCDM
model calibrated with data from the Planck mission, that is, from early-Universe
physics, predicts the Hubble constant to 1% precision: 67.4± 0.5 km/s/Mpc [179]
(medians and 68% credible intervals). However, if H0 is measured locally (z < 1),
so in the late-time Universe, such as the SH0ES measurements (Supernovae H0

for the Equation of State, [192]) and H0liCOW (H0 lenses in COSMOGRAIL’s Well-
spring, [247]), a larger values ofH0 is favoured: 74.0±1.4 km/s/Mpc and 73.3±1.8
km/s/Mpc, respectively. Thus, the early-Universe data seem to be consistently pre-
dicting a low value of H0, while the late-time Universe data a higher one, leading
to a more than 3σ discrepancy [see for an extensive discussion 231].

The standard sirens method offers a powerful way of solving this discrepancy.
However, its main problem is the degeneracy between the luminosity distance and
inclination estimated from GWs (see also Section 1.1.2). They are measured from
the amplitude of the two GW polarizations. At small inclinations, the cross and
plus polarizations have nearly the same amplitude, but the larger the inclination,
the more they decrease and start to differ [230]. This means that the GW signal
is strongest at small inclinations (face-on or face-off), but, in these cases, we can-
not measure distance and inclination separately. Therefore, associated EM observa-
tions can lead to a tighter measurement of H0 by providing additional constraints
on the inclination.

63
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The first measurement of H0 using GWs was obtained with GW170817, by com-
bining the distance from the GW signal and the recession velocity of the host
galaxy NGC 4993, resulting in H0 of 74+16

−8 km/s/Mpc [3]. The EM information
on the inclination derived from the afterglow and the relativistic jet motion of
GW170817 allow us to improve the Hubble constant measurement for the reason
stated above [see also 43, for a review]. The common practice is to use the GW anal-
ysis results (posterior) for inclination and luminosity distance, and apply these as
a priori information on the inclination obtained by fitting the EM data sets (or the
other way around). This, as we saw in the previous Chapters, can be done using
Bayesian analysis. The results retrieved in this way run from low values such as
H0 = 66.2+4.4

−4.2 km/s/Mpc, from Dietrich et al. [62], who fit the kilonova emis-
sion and the jet centroid motion, and H0 = 69.5± 4 km/s/Mpc, from [236], who
use the afterglow emission, to high values such as H0 = 75.5+11.6

−9.6 km/s/Mpc, by
Guidorzi et al. [105], who fit the afterglow up to 40 days from the merger. Wang
et al. [237] estimate H0 = 71.80+4.15

−4.07 km/s/Mpc, modelling the jet with hydrody-
namic simulations, including also a sub-relativistic kilonova outflow. Palmese et al.
[169] use the same model as Wang et al. [237], fitting the afterglow, but including
a priori information on the Lorentz factor from the jet centroid motion. They find
H0 = 75.46+5.34

−5.39 km/s/Mpc. Hotokezaka et al. [121] fit the afterglow and the jet
centroid motion, finding H0 = 68.9+4.7

−4.6 km/s/Mpc. In general, the smaller is the
viewing angle, the higher is the luminosity distance (because of their degeneracy),
the lower is H0.

At present, the aforementioned EM-informed H0 measurements are a factor 2

more precise than the first standard-siren measurement for GW170817 that fitted
GW data only [3]. For this reason, this method is very compelling. However, includ-
ing a new data set (the EM one) in the GW analysis, brings with it also its potential
systematics, that should be carefully addressed, to avoid a biased estimation of H0.
An open issue, as outlined in [158], is the sensitivity of EM-derived parameters,
as the inclination, on the assumed jet structure. A related problem is the presence
of deviations from the assumed model due to a possible flux excess at late times
in the GW170817 afterglow light curve. In this Chapter, these issues are discussed.
In particular, I estimate the Hubble constant exploiting the GW, the broad-band
afterglow and the centroid motion of the relativistic jet of the GW170817 event. I
compare these results with the ones obtained fitting only afterglow light curve and
GW data. Moreover, is tested the sensitivity of the results on the jet structure and
on the possible presence of an excess at late times in the afterglow light curve.

In Section 4.1 I introduce the jet centroid motion data set, briefly summarizing
the method of the analysis in Section 4.2. In Section 4.3 I show the results both
for the energetics, microphysics and geometry of the event, and for the Hubble
constant. Finally in Section 4.4 I summarize the conclusions for this Chapter.

4.1 data

For this analysis, I use three GW170817 data sets and analyze them simultaneously.
These are the broad-band afterglow emission, the centroid position of the jet as a
function of time, and the GW strain timeseries.

Regarding the afterglow emission, the radio, optical and X-ray light curve is al-
ready presented in Chapter 3. In the case of GW170817, also the observations of the
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motion of the jet are available. The latter are taken at 75, 206, 230 days in the radio
band using VLBI (Very Long Baseline Interferometry) [93, 154], and at 8 days in the
optical, using HST [155]. For this kind of observations, high precision astrometry
is fundamental, as the motion of the jet is of the order of the milliarcsecond below
100 Mpc [198]. The positions of the jet (the centroid of the emission in the image)
and their uncertainties are represented in the bottom panel of Fig. 28, as reported
in Ghirlanda et al. [93], Mooley et al. [154], and Mooley, Anderson, and Lu [155],
the jet moves with time in the direction of positive RAs. For the optical data point
(at negative RAs) in the errors are included (added in quadrature) the two system-
atic uncertainty contributions to take into account the different reference frame of
the optical and radio images [as in 155]. Also upper limits on the size of the source
are available in [93, 154] (10 mas and 2.5 mas respectively), but are not included in
the fit, as, from a preliminary analysis, the size of the source from the modelling
is well below them in any case.

The GW data are already introduced in Chapter 3.

4.2 joint analysis of electromagnetic and gravitational-wave

data

The method used in this Chapter is the same as the previous one, a joint fit through
Bayesian analysis. However, in this case, also the luminosity distance is a free fit
parameter. The shared parameters are now the viewing angle and the luminos-
ity distance. We will see the results of three fits, one including only GWs, one
folding GWs and the afterglow light curve (GW+AG), and one including also the
jet centroid motion data set (GW+AG+C). The GW and EM models are already
explained in the previous Chapter, so, in this Section, I will focus mainly on the
centroid modelling.

4.2.1 Electromagnetic and gravitational-wave models

Also in this case, the broad-band afterglow light curve is modelled using the
python package afterglowpy [197]. The observer frame flux of synchrotron ra-
diation is estimated for various jet geometries. In this work I use a Gaussian struc-
tured jet model, see eq.(6), but also a power law jet model, see eq.(7). In the latter
case, all the parameters are fitted, including the power law index b (with a uniform
prior in [1, 12]). The electrons are shock-accelerated and emit synchrotron radia-
tion, for the complete set of fit parameters see Section 3.1.1. The viewing angle θv,
between the jet axis and the line of sight, and the luminosity distance dL are free
parameters.

The latest version of afterglowpy [67, 198] allows to model also the jet centroid
motion, estimating the afterglow image centroid position and sizes. The imaging
plane is perpendicular to the line of sight of the observer, and the centroid posi-
tion and sizes are computed as an intensity-weighted quantity. The outputs of the
model that are used in this work are the centroid position in the sky (RA and Dec)
and the flux expected at each particular time. At 8 days, in the optical, only the
kilonova emission is visible, and not the afterglow. For this reason, we place a 5σ
upper limit for the optical flux of 4× 10−5 mJy. The parameters are the same as
above, with an extra three parameters: RA0, Dec0, which represent the jet origin
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Figure 28: Top panel. Broad-band afterglow of GW170817: data and fits. From bottom to
top, red points refer to the X-ray observations by Chandra and XMM at 5 keV,
orange ones to observations by HST, F606W filter, in the optical band, and blue
ones to observations in the radio band from VLA (Very Large Array) at 3 GHz.
The continuous and dotted lines represent the fit of the GW, broad-band af-
terglow, and centroid motion (GW+AG+C) data and of the GW and afterglow
(GW+AG) data, respectively. For sake of simplicity, the fit for the radio band
is plotted only for the observations at 3 GHz, but it is not limited to this single
frequency. Bottom panel. Centroid motion of the relativistic jet from HST and
VLBI images at 8 (negative RAs), 75, 206 and 230 days [93, 154]. The blue dots
represents the positions predicted by the model, the blue contours represent the
68% probability region.
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Table 5: Prior probability distributions for the shared, the EM and GW fitted parameters.

Parameter Prior functional form Bounds

dL [Mpc] ∝ d2L [1, 75]

θv [deg] sin(θv) [0, 90]

log10 E0/erg Uniform [49, 56]

θc [deg] Uniform [0, 90]

θW [deg] Uniform [0, 90]

log10 n0 Uniform [-7, 2]

p Uniform [2, 3]

log10 ϵe Uniform [-5, 0]

log10 ϵB Uniform [-5, 0]

b Uniform [1, 12]

RA0 [mas] Uniform [-10, 10]

Dec0 [mas] Uniform [-10, 10]

PA [deg] Uniform [0, 360)

M[M⊙] Uniform [1.18, 1.21]

q Uniform [0.125, 1]

a1 Uniform [0, 0.05]

a2 Uniform [0, 0.05]

θ1 [deg] sin(θ1) [0, 180]

θ2 [deg] sin(θ2) [0, 180]

ϕ1,2 [deg] Uniform [0, 360]

ϕJL [deg] Uniform [0, 360]

ψ [deg] Uniform [0, 180]

Λ1 Uniform [0, 5000]

Λ2 Uniform [0, 5000]

in the sky image, and the position angle PA, which is the orientation of the jet
direction in the image.

The prior probability distributions are reported in Table 5. The prior for the view-
ing angle θv is isotropic, meaning a sinusoidal distribution from 0deg to 90deg.
For the luminosity distance, we use a uniform-in-volume prior (∝ d2L) from 1 to 75

Mpc, which distributes mergers uniformly throughout a Euclidean universe.
The GW model is already introduced in the previous Chapter, I note here that

the sky-position (RA and Dec) of the source is still fixed to the one of AT 2017gfo
[6]. The GW RA and Dec correspond to the RA0, Dec0 parameters of the centroid
motion model, however, the precision on RA and Dec from the GW data does not
reach the mas level, as instead do RA0 and Dec0, so the analysis does not benefit
from promoting the RA and Dec of the GW and the EM models to common, free
parameters. The total number of parameters, including the luminosity distance dL
is 23, when addressing the GW and EM domains.
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The priors for the intrinsic and extrinsic GW parameters are set as in Romero-
Shaw et al. [194] (same as the previous Chapter), in the case of the "Low Spin"
analysis, see Table 5.

4.2.2 Joint fit

The EM and GW likelihoods are both Normal distributions, as already introduced
in Section 3.2.1. We will call the fit with joint afterglow light curve and GW as
GW+AG, while the one joining all three datasets (GW strain, afterglow light curve
and centroid motion) as GW+AG+C. In the case of the fit of the GW+AG+C, we
assume the afterglow and the centroid motion data sets to be independent, being
taken with different telescopes and at different times. The centroid data set in-
cludes the positions (RA and Dec) at each time and their respective fluxes, we take
the data point at 8 days as the position of the merger. We assume the likelihood
function to be a multivariate Normal distribution, where the expected centroid
positions and fluxes from the model are compared with the four offset positions
(RA and Dec) and the corresponding flux measurements. Moreover, we assume
the covariance matrix to be diagonal (see [198] for more details). We place the cen-
tre of the centroid motion reference system at the positions corresponding to the
observations at 75 days, as in Ghirlanda et al. [93], Mooley et al. [154], and Mooley,
Anderson, and Lu [155].

4.2.3 Hubble constant estimation

At small redshifts, as in the GW170817 case, the luminosity distance does not
depend on the cosmological model, so the Hubble constant can estimated from

vH = H0 · dL , (59)

where vH is the local "Hubble flow" velocity, in this case at the position of GW170817,
and dL is the luminosity distance to the source. I follow the same procedure as Ab-
bott et al. [3], assuming a Normal distribution for vH = 3017± 166 km/s.

4.3 results and discussion

The jet profile is assumed to be Gaussian throughout this Chapter, with the ex-
ception of Sec. 4.3.2, where a power law profile is assumed in order to test the
sensitivity of the results on the jet model.
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Table 6: Fit results for GW170817 for a Gaussian (GJ) and a power law jet (PLJ). I report the medians and the 16th-84th percentiles. In the second column I report
the results for the GW-only fit, in the third and fifth columns the results of the fit of the broad-band afterglow and the GW, in the fourth and sixth columns
the results of the joint fit of broad-band afterglow, centroid motion and GW. The two last columns provide the results of the GW+AG+C fit with a constant
component of the type Fν,c = 10c modelling the late time emission.

Parameter GW-only GW+AG GW+AG+C GW+AG GW+AG+C GW+AG GW+AG+C

GJ GJ PLJ PLJ GJ + Constant GJ + Constant

log10 E0 52.31+0.82
−0.80 54.50+0.28

−0.33 52.12+0.78
−0.85 54.0+0.30

−0.32 52.81+0.90
−0.86 54.81+0.30

−0.35

θc [deg] 7.73+0.86
−0.80 2.85+0.24

−0.20 5.57+0.69
−0.62 2.18+0.20

−0.16 5.37+0.97
−0.87 2.64+0.20

−0.18

θW [deg] 57+19
−19 52+23

−23 58+18
−18 50+23

−25 52+22
−21 52+23

−23

log10 n0 −0.68+0.80
−0.80 −1.93+0.34

−0.39 −0.37+0.77
−0.84 −2.40+0.40

−0.35 −1.39+0.89
−0.89 −1.86+0.35

−0.39

p 2.11+0.01
−0.01 2.11+0.01

−0.01 2.12+0.01
−0.01 2.12+0.01

−0.01 2.12+0.01
−0.01 2.12+0.01

−0.01

log10 ϵe −1.65+0.71
−0.73 −3.45+0.28

−0.24 −1.34+0.74
−0.69 −2.72+0.30

−0.25 −1.89+0.76
−0.79 −3.64+0.30

−0.24

log10 ϵB −3.78+0.80
−0.80 −3.89+0.34

−0.29 −3.83+0.82
−0.77 −3.43+0.35

−0.28 −3.63+0.85
−0.88 −4.06+0.37

−0.32

b 7.5+1.6
−1.1 10.8+0.7

−1.0

cradio −2.99+0.23
−0.20 −2.88+0.24

−0.26

coptical −5.25+0.23
−0.22 −5.24+0.24

−0.23

cX-rays −7.48+0.05
−0.03 −7.47+0.08

−0.10

RA0 [mas] −2.1+0.2
−0.2 −2.0+0.2

−0.2 −2.2+0.2
−0.2

Dec0 [mas] −0.2+0.3
−0.3 −0.2+0.3

−0.3 −0.2+0.3
−0.3

PA [deg] 85+4
−3 85+4

−3 85+5
−3

dL [Mpc] 39.2+5.4
−8.6 31.3+3.0

−3.6 43.7+1.4
−1.4 23.7+3.8

−3.4 43.0+1.4
−1.4 38.6+2.5

−3.0 44.3+1.4
−1.3

θv [deg] 50.1+5.1
−5.4 18.2+1.2

−1.5 62.7+5.0
−4.3 19.8+1.3

−1.8 35.2+5.7
−6.2 17.2+1.1

−1.2
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θJN [deg] 146+16
−18 129.9+5.1

−5.4 161.8+1.2
−1.5 117.3+5.0

−4.3 160.2+1.3
−1.8 144.8+5.7

−6.2 162.8+1.1
−1.2

M[M⊙] 1.1975+0.0001
−0.0001 1.1975+0.0001

−0.0001 1.1975+0.0001
−0.0001 1.1975+0.0001

−0.0001 1.1975+0.0001
−0.0001 1.1975+0.0001

−0.0001 1.1975+0.0001
−0.0001

q 0.88+0.08
−0.10 0.87+0.08

−0.09 0.88+0.08
−0.09 0.88+0.8

−0.9 0.89+0.07
−0.08 0.87+0.08

−0.09 0.87+0.08
−0.09

a1 0.02+0.02
−0.01 0.02+0.02

−0.01 0.02+0.02
−0.01 0.02+0.02

−0.01 0.02+0.02
−0.01 0.02+0.02

−0.01 0.02+0.02
−0.01

a2 0.02+0.02
−0.01 0.02+0.02

−0.01 0.02+0.02
−0.01 0.02+0.02

−0.01 0.02+0.01
−0.02 0.02+0.02

−0.02 0.02+0.02
−0.01

θ1 [deg] 81+34
−34 81+32

−34 82+33
−34 83+33

−33 74+31
−30 79+34

−32 80+33
−32

θ2 [deg] 84+36
−36 82+35

−34 84+34
−35 81+34

−34 95+34
−31 82+34

−36 85+37
−36

ϕ1,2 [deg] 174+126
−121 177+122

−121 181+117
−121 178+118

−120 177+125
−118 178+117

−119 176+120
−118

ϕJL [deg] 178+122
−122 174+124

−119 179+120
−125 176+122

−120 180+119
−120 6177+120

−121 175+120
−116

ψ [deg] 88+61
−68 88+53

−73 89+62
−60 68+43

−60 89+62
−61 90+61

−65 89+61
−61

Λ1 250+355
−172 274+385

−187 270+350
−184 280+356

−193 309+335
−201 268+333

−179 269+336
−183

Λ2 423+547
−289 425+534

−292 422+513
−287 452+533
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The parameter medians and 16th-84th percentiles are collected in Table 6. The
second column reports the results of the GW-only fit, while the third and fourth
column refer to the fit including the broad-band afterglow and GW (GW+AG), and
to the complete fit that also includes the centroid (GW+AG+C), respectively.

The results from the GW fit are in agreement with previous works [3, 7, 194],
the H0 value from the GW-only fit is H0 = 77+21

−10 km/s/Mpc (median, 16th-84th
percentiles), see Fig. 29, bottom panel, and Fig. 30. As we already pointed out above,
one of the main sources of uncertainty in the GW measurement of the inclination
and of the distance (and H0) is due to their degeneracy, see the light blue contours
in Fig. 29, top panel. This means that it is hard to distinguish whether a source is
further away with the binary orbit facing Earth (face-on or face-off), or closer but
highly inclined (edge-on, [230]). If we assume to have inclinations from 0 to 90 deg
(like in our case), dL is a decreasing function of the inclination (viewing angle, θv).
Another independent messenger is needed to break this degeneracy, which, in this
case, comes from the afterglow.

The afterglow light curve alone, however, is not enough to efficiently break this
degeneracy. Including it in the fit, only helps in shrinking the degeneracy region,
see green filled contours in Fig. 29, top panel, the uncertainty on the viewing angle
is reduced by a factor ∼ 3 (from θJN = 146+16

−18deg to 129.9+5.1
−5.4deg), the one on the

distance by a factor ∼ 2 (from dL = 39.2+5.4
−8.6 Mpc to 31.3+3.0

−3.6 Mpc). However, this
is not an accurate measurement, in fact the medians are on the high-θv–low-dL
end of the GW 1σ region, leading to quite a low distance (and large viewing angle,
θv = 50.1+5.1

−5.4deg), which is however within 3σ from the generally accepted value
of ∼ 40 Mpc. The H0 value from the GW+AG fit is quite high: we have H0 = 96+13

−10

km/s/Mpc (median, 16th-84th percentiles), see the green filled contours in Fig. 29,
bottom panel, and Fig. 30, top panel.

As explained in more details in Sections 4.3.1 and 4.3.3, this result is mostly
driven by the possible presence of a late time additional component, which can
be seen in the top panel of Fig. 28. The GW+AG model (dotted line) fits very
well the light curve, especially the data points at late time. The latter force the
model to prefer a high θv with respect to the fit including also the jet centroid
motion, GW+AG+C, represented with a solid line. Indeed, Wang and Giannios
[236], using the same messengers but limiting the light curve data up to ∼ 300

days (when no flux deviation is present yet), retrieve H0 = 69.5± 4 km/s/Mpc,
with a dL = 43.4± 1 Mpc and θv = 22± 1 deg. The jet structure model they use is
from 3-dimensional general-relativistic megnetohydrodynamical simulations. Also
Wang et al. [237] fit the afterglow light curve and include an additional component
at late times, a sub-relativistic kilonova outflow. They estimate H0 = 71.80+4.15

−4.07
km/s/Mpc. The kilonova component helps in the fit of the light curve, keeping the
viewing angle around 30 deg. Also in this case, they model the jet using hydrody-
namic simulations. Guidorzi et al. [105] get H0 = 75.5+11.6

−9.6 km/s/Mpc, assuming
a Top Hat jet and fitting the afterglow data up to 40 days from the merger. The
latter is the reason why the H0 uncertainties are larger with respect to more recent
works, their θv posterior distribution peaks at ∼30 deg. However, the Top Hat jet
is not the best choice for GW170817 light curve, as it cannot reproduce the slope
before the peak.

In Section 4.3.3 the possible late time excess in the GW+AG fit is accounted for
with a constant flux component. In this case, the results are in agreement with the
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Figure 29: Top panel. Contour plot of the viewing angle and luminosity distance for the
GW, GW+AG and GW+AG+C fits. The contours represent the 68%, 95%, 99.7%
probability regions. Bottom panel. The same contour plot as above, but switch-
ing to H0, instead of dL. The magenta and yellow regions represent the 1 σ of
the Planck and SHoES measurements respectively. The Gaussian jet results are
represented with filled contours, while the power law jet with empty contours
and dashed lines.
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Figure 30: Histograms of the Hubble constant H0 posterior from the GW-only fit, in black,
the GW+AG in red and the GW+AG+C in blue. The vertical dashed lines repre-
sent the 16th and 84th percentiles of each distribution. The magenta and yellow
shaded regions represent the 1σ interval of the Planck and SH0ES measurements
respectively. Top panel: Gaussian jet. Central panel: power law jet. Bottom panel:
Gaussian jet with the addition of a constant component at late times.
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Figure 31: Contour plots of the viewing angle and jet opening angle. The contours rep-
resent the 68%, 95%, 99.7% probabilities. The blue contour lines represent the
result from the joint GW+AG+C fit, while the red ones represent the result from
the GW+AG fit. Left panel: Gaussian jet. Right panel: power law jet.

aforementioned works, see the complete analysis in Section 4.3.3. It is also interest-
ing to note that the similar results of these works are obtained using different jet
structures. We will come back to this point and explore howH0 changes depending
on the jet structure in Section 4.3.2.

From these results, we find that limiting the analysis to GW+AG domains could
be subject to possible systematics in the H0 determination due to the detections at
late times in the afterglow light curve. This adds up to the degeneracy between θv
and θc, proper of a Gaussian modelling of the jet, that is evident in the left panel
of Fig. 31. Here the marginalised, 2D posterior probability distributions for the jet
opening angle θc and the viewing angle θv are shown in the cases of the the joint
GW+AG fit (in red contours).

For the reasons stated above, in order to break both the dL − θv GW degeneracy
and the θv − θc EM one, we have to include not only the afterglow light curve, but
also the centroid motion in the analysis. It should be noted that the sole centroid
motion is not enough to break the dL − θv degeneracy, being itself subjected to
some level of degeneracy between these two parameters, see Section 4.3.4 for a
more detailed discussion.

The results for the GW+AG+C fit, using both the afterglow and the centroid,
are written in Table 6, fourth column. This fit not only shifts the viewing angle
to lower values, but also shrinks further the degeneracy between θv and θc, see
left panel of Fig. 31, blue contours. This happens because the relativistic jet motion
strongly constrain the viewing angle. In Fig. 28, bottom panel, the jet positions
are well reconstructed by the model, within 1σ, while in top panel, we see that
the GW+AG+C model does not fit well the late time light curve, especially in the
X-rays and in the radio bands, unlike the GW+AG fit, recognising it as a possible
excess not due to the afterglow emission. We can account for this adding a constant
flux component at late times. The latter helps in fitting that part of the light curve,
but results in very similar posteriors to the GW+AG+C fit without it (see the full
results in Section 4.3.3). This shows that, adding the afterglow centroid motion
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in the analysis, provides robustness to the fit. The discrepancy in the fit of the
light curve at late time when including the jet centroid motion is due to the fits
preference for two different viewing angles and types of jet: the GW+AG fit prefers
a large θv, a broader jet profile and less energy on the jet axis, while the GW+AG+C
fit prefers a small θv, a highly collimated jet with a large energy on the jet axis and
a less dense circumburst medium. We go into detail of this differences in Sec. 4.3.1.

The θv and dL posteriors of the GW+AG+C fit are in the low-θv–high-dL GW 1σ

region of the degeneracy, predicting a distance of 43.7+1.4
−1.4 Mpc and a viewing angle

of 18.2+1.2
−1.5 deg. The centroid addition in the fit helps in shrinking the uncertainties

in these parameters, which are smaller by a factor of 4-5 for the distance and 8-9 for
θv with respect to the GW analysis, breaking their degeneracy, see the purple and
yellow filled contours in the top panel of Fig. 29. From the GW+AG+C fit we obtain
H0 = 69.0+4.4

−4.3 km/s/Mpc (median, 16th-84th percentiles). It is to be noted that,
adding the centroid in the analysis, brings to an about three times more precise H0

measurement than the GW-only standard-siren measurement. The Planck estimate
of 67.4± 0.5 km/s/Mpc [179] and the SHoES value of 74.0± 1.4 km/s/Mpc [192],
are both within 1σ, see Fig. 29, bottom panel, and Fig. 30, top panel. This result
is in agreement also with other works, like Hotokezaka et al. [121], who use the
posteriors from GW, and fit the afterglow flux and the centroid motion, finding
H0 = 68.9+4.7

−4.6 km/s/Mpc. Palmese et al. [169] use the same model as Wang et al.
[237] (hydrodynamic simulations), and use a prior on the jet break Lorentz factor
from the centroid measurements, which acts also on the jet opening angle and on
the viewing angle. They find H0 = 75.46+5.34

−5.39 km/s/Mpc. Leaving the Lorentz
factor free leads to an opening angle of around 7 deg, which is instead consistent
with our GW+AG results for θc.

In this analysis, the values of θv and θc from the GW+AG+C fit are in agreement
with other works that included the centroid motion in their analysis. Ghirlanda et
al. [93] predicts θc = 3.1± 1 deg, with a viewing angle of about 15 deg, Mooley
et al. [154] and Mooley, Anderson, and Lu [155] an opening angle of < 5 deg, and
a viewing angle < 24 deg, while Ren et al. [189] find θc = 3.1 deg and θv = 17.4
deg.

4.3.1 About the difference between GW+AG and GW+AG+C fits

The GW+AG and GW+AG+C produce quite different results, not only regarding
the Hubble constant, the luminosity distance and the viewing angle, but also the
energetics and microphysics of the jet. Indeed, while the GW+AG fit results in a
large θv, a broader jet profile and less energy on the jet axis, the GW+AG+C fit
results in a small θv, a highly collimated jet with a large energy on the jet axis and
a less dense circumburst medium. The viewing angle values are about 5σ away,
which is quite singular, considering that the event is the same. This, as we stated
above, is due to the light curve data points at late times, which are well captured
by the GW+AG fit, but not by the GW+AG+C fit, see Fig. 28. In particular, when
including the afterglow centroid motion in the fit, the latter prevails over the light
curve data points at late times, resulting in a low viewing angle and a fit of the
light curve that, at late times, shows deviations from the flux observations.

In the GW+AG+C, the centroid motion is able to constrain very well θv to
18.2+1.2

−1.5 deg, which then translates into a constraint also on θc = 2.85+0.24
−0.20 deg.
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This happens because of the degeneracy between the two angles, proper of the
Gaussian jet light curve (see Fig. 31). In fact, its rising slope depends on their ratio,
which, in this fit, is about 6.4. In the GW+AG, instead, there are no constraints on
θv or θc individually, but just on their ratio, from the rising slope of the light curve
[see also 158, 197]. This still leads to the same ratio of about 6.5, but θv = 50.1+5.1

−5.4
deg and θc = 7.73+0.86

−0.80 deg, about 5 sigma away from the GW+AG+C case.
The GW+AG fit, not being constrained by the centroid data set, is free to account

for the mild decay of the light curve at late times by anticipating the non-relativistic
phase. In particular, the non-relativistic time ([197] and Section 1.2.3) is tNR =

880+290
−210 days (GW+AG), with respect to tNR = 13000+2700

−2400 days (GW+AG+C).
Therefore, at late times, according to the parameters of the GW+AG fit, the jet is
non-relativistic. The anticipation of the relativistic phase is obtained mainly by act-
ing on the E0,n0 parameters. However, the one order of magnitude lower energy
and two orders of magnitude higher circumburst density would shift the flux at
low values and the break at earlier times, since tb ∝ (E0/n0)

1/3(θv + 1.24θc)8/3

[197]. This is balanced by the fit with higher values of θc and θv, in order to bring
back the jet break (the peak) at about 130 days, and to adjust the rising slope of
the light curve. This influences also the early decreasing slope (before the non-
relativistic phase), as a higher θc (wider jet) provides a larger surface area, so the
jet is brighter and the flux is higher. The parameters dL, ϵe, ϵB have mainly the
role of shifting the flux. ϵe and ϵB also controls the positions of the synchrotron
spectrum frequencies νc and νm: the increase in E0 of the GW+AG+C fit has to
be followed by a decrease in these two parameters (see eq.(22)), since the spectral
shape is very well constrained. Moreover, the low values of ϵe and ϵB (especially
for the GW+AG+C fit, in agreement with [198] who use the same model), are
probably due to the high value of E0 ∼ 1054.5 erg, indicating that, with such high
energy, its fraction in the accelerated electrons and magnetic field can be low, and
still give a good light curve fit. The p parameter stays the same in the two fits,
as it is constrained by the spectrum. θW is unconstrained in both fits, however it
is better constrained in the GW+AG fit, mainly because θc is larger, and, being a
Gaussian jet, θw has to be lower than θc.

In other words, the good fit in the GW+AG case is provided by a combined effect
of the high θc (in the decreasing slope right after the peak) and the anticipation of
the non-relativistic phase (in the slope at late times).

4.3.2 Changing the structure of the jet

In the case of a power law jet, the degeneracy between θv and θc is not as strong as
for the Gaussian geometry, the rising phase slope is a function of b, θv and θc (see
Eq.(33) of [197]). This can be seen in the right panel of Fig. 31, where the GW+AG
fit is represented in red contours. The GW+AG and GW+AG+C are written in
the fifth and sixth column of Table 6, while the fits of the afterglow light curve
and centroid motion are in Fig. 32. Also for this jet structure, the GW+AG and
GW+AG+C produce quite different results, and the reasoning in Section 4.3.1 is
still valid. The majority of the parameters from the GW+AG+C and GW+AG fits,
assuming a power law model, are in agreement within 1σ with the Gaussian jet
model, this is probably due to the fact that, at early times, the afterglow light curve
rises, so b has to be large. At the same time, the larger is b, the more the Gaussian
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Figure 32: Same as Fig. 28, but assuming a power law structure for the jet.

and power law structures are similar. For example, in the case of the GW+AG+C
fit, for b = 10.8, the E(θ) of a Gaussian and power law structures are very similar
within ∼ 3θc, after which the decay is shallower for the power law structure.

The GW+AG fit produces a larger θv = 62.7+5.0
−4.3 deg, a smaller θc = 5.57+0.69

−0.62
deg and smaller dL = 23.7+3.8

−3.4 Mpc, than the Gaussian jet, these parameters are,
however, in agreement within 2σ with the latter. The 2D posterior for θv and dL
are represented in Fig. 29, top panel, in green dashed contours. The microphysics
and the energetics are in agreement within 1σ with the Gaussian jet results.

In the GW+AG+C fit, the parameters are in agreement within 1σ with the Gaus-
sian jet model, except for θc = 2.18+0.20

−0.16 deg, which is within 2σ. The θv and θc
2D posteriors for the power law jet are represented in the right panel of Fig. 31,
we can see that at 3σ there are samples with large viewing angles, usually pre-
ferred instead from the GW+AG fits. The results for θv is 19.8+1.3

−1.8 deg and for
dL = 43.0+1.4

−1.4 Mpc. The 2D posterior distributions of θv and dL are in Fig. 29, top
panel, in black dashed contours, almost superimposed to the Gaussian jet results
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(purple and yellow coloured contours). Also in this case there is a small region of
the parameter space at 3σ at large θv and small dL, which gets cancelled when
estimating H0, bottom panel.

The H0 values retrieved in these fits are 70.2+4.6
−4.4 km/s/Mpc for the GW+AG+C

fit, and 127+22
−19 km/s/Mpc (medians, 16th-84th percentiles) for the GW+AG fit,

the H0 posteriors are represented in the central panel of Fig. 30, in blue and red
respectively. For this event, if we use the complete data set (the most robust fit),
the change in jet model does not significantly influence H0, the power law jet
predicts an H0 larger than 1.2 km/s/Mpc, which is a 2% difference, with respect
to a Gaussian jet, but still in agreement within the uncertainties. In the GW+AG
there is a 30% difference, but the two H0s are compatible within 1σ.

In order to assess if the unknown jet structure leads to systematics in the esti-
mation of H0, I simulate an afterglow light curve and centroid movement using
a Gaussian jet, which are then fitted twice, assuming a Gaussian and a power
law structure. To keep this simulation as similar to GW170817 as possible, the
simulated EM dataset is composed of the GW170817 detection times, errors and
frequencies, with fluxes and positions predicted by the model, with a Gaussian
variation. The EM data sets are simulated assuming a Gaussian jet and the param-
eters in Table 6, medians in the fourth column. In this way, we do not include the
excess in the flux at late times, which we are not interested in, as we are focusing
on the influence of the jet structure. These EM data sets are then fitted with GW
two times, one assuming a Gaussian jet, and the other assuming a power law jet.

For both jet structures, the parameters of the GW, the energetics and micro-
physics are in agreeement within 1σ with the median values in Table 6, fourth col-
umn. Focusing on the distance and the geometry of the system, assuming a Gaus-
sian jet, we have θv = 19.3+1.5

−1.7 deg, θc = 3.01+0.28
−0.25 deg and dL = 43.8+1.5

−1.7 Mpc,
while for a power law jet θv = 20.2+1.6

−1.8 deg, θc = 2.40+0.24
−0.21 deg and dL = 43.6+1.5

−1.5
Mpc. As for the case of GW170817, the power law jet tends to give a slightly higher
(lower) viewing angle (jet opening angle), which is in agreement within 2σwith the
simulated values. This, however, does not influence much the luminosity distance.
The H0 posteriors retrieved from these fits are represented in Fig. 33, with purple
(Gaussian jet fit) and green (power law jet fit) colors. It seems that the Hubble con-
stant, as dL, is not influenced by the different structure, resulting in H0 = 68.8+4.5

−4.4
km/s/Mpc for a Gaussian jet and H0 = 69.4+4.5

−4.4 km/s/Mpc for a power law jet
(medians, 16th-84th percentiles). This is a less than 1% difference, which is well
inside the 1σ range, nonetheless is also at the same level of the Planck uncertainty
on H0. For this reason, in the future, with a larger number of events, it could be
important to assess if this, at the moment negligible difference, is just a statistical
fluctuation or a real fluctuation due to the changing jet structure.

4.3.3 Adding a constant component in the flux at late times

In the case of GW170817, the high viewing angle preference mainly arise at late
times, where there is a flux excess. This is either due to some missing emission
at late times in the jet model itself, or due to a new component becoming visible,
like a kilonova afterglow or the emission from a long-lived pulsar, in the former
case we expect to see a rising flux in future observations, in the latter a constant
flux [107, 177, 224]. If a flux additive component is included in the fit, indeed the
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Figure 33: Histogram of the H0 posterior distribution for a simulated event. The GW-only
fit is represented in black (same distribution as Fig. 30), the GW+AG+C assum-
ing a Gaussian jet in the fit is represented in violet, while the GW+AG+C as-
suming a power law jet is represented in green. The vertical dashed lines repre-
sent the 16th and 84th percentiles of each distribution. The magenta and yellow
shaded regions represent the 1σ interval of the Planck and SH0ES measurements
respectively.

jet viewing angle slightly decreases, see for example Balasubramanian et al. [21],
Hajela et al. [108], Ryan et al. [198], Troja et al. [225], and Wang et al. [237].

I fit the same data set in Fig. 28, adding a constant flux component of the type
Fν = Fν,agpy + 10c, where Fν,agpy is the flux predicted by afterglowpy and c is
a parameter in the fit. This is done only at late times and at all frequencies. The
c parameter has three possible values, depending on the frequency: cradio, with a
uniform prior in [-3.5,-2], coptical with a uniform prior in [-5.5, -4.5] and cX-rays, with
uniform prior in [-8, -7].

The results of the GW+AG+C and GW+AG fit are written in Table 6, last two
columns, while the fit of the broad-band afterglow light curve and centroid motion
are in Fig. 34.

This model can well fit the afterglow light curve and centroid motion, in both
cases. The parameters values from the GW+AG+C fit are in agreement within 1σ

with the ones from the simple Gaussian jet model (Table 6, fourth column). In
the GW+AG+C the viewing angle θv = 17.2+1.1

−1.2 deg is lower with respect to the
simple Gaussian jet model, so the distance dL = 44.3+1.4

−1.3 Mpc is slightly larger
(see, for example, Fig. 35, top panel). The viewing angle and the jet opening angle
are better constrained, but the error on the distance is unvaried with respect to the
previous analysis. This fit leads to an H0 of 68.0+4.4

−4.2 km/s/Mpc (see bottom panel
of Fig. 30 and bottom panel of Fig. 35), which is in agreement with the value from
the GW+AG+C fit with a simple Gaussian jet.

The inclusion of a constant component that accounts for the late-time behaviour
does not significantly influence the parameter posteriors with respect to the model
without it, so we can say that the GW+AG+C fit and model are robust.

In the case of the GW+AG fit, the addition of the constant component brings
some improvements in the results. The jet parameters are compatible at most
within 2σ with the GW+AG+C (with constant) fit, except for θc = 5.37+0.97

−0.87 deg
and θv = 35.2+5.7

−6.2 deg, which are within 3σ. Thanks to the inclusion of the con-
stant component at late times, the viewing angle decreases with respect to the
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Figure 34: Same as Fig. 28, but including an additional constant flux component in the
model at late times.
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Figure 35: Same as Fig. 29, but using a Gaussian jet with the addition of a constant flux
component at late times.

GW+AG fit with the simple Gaussian jet model, and the error on the distance is
about 2 times better that the GW fit, cutting part of the tails of the θv−dL degener-
acy, see Fig. 35, top panel. Indeed, the retrieved Hubble constant value is 78.5+7.9

−6.4
km/s/Mpc, see the bottom panels of Fig. 30 and Fig. 35, that is compatible within
1σ with the GW+AG+C fit, including a constant component. Moreover, this result
is compatible within 1σ with Guidorzi et al. [105], Wang and Giannios [236], and
Wang et al. [237].

4.3.4 The degeneracy dL − θv for the jet centroid motion

Unfortunately, also for the afterglow centroid motion there is a dependency on
both the distance and the viewing angle. In fact, the magnitude of jet centroid
motion in the sky can be estimated as

∆θcent = ∆tobs
dθcent

dtobs
(60)

where ∆tobs represents the time period of the observations and dθcent/dtobs the
apparent velocity of the remnant in the sky. The latter can be written as [see also
146]

dθcent

dtobs
=
βappc

dA
(61)

where dA is the angular distance, c is the speed of light and βapp = β sin(θv)/(1−
β cos(θv)), where β =

√
1− 1/Γ2 and Γ is the jet Lorentz factor. We can assume

to observe the jet at the jet break, when the velocity is at its peak [103, 198] and
Γ = 1/θv (this is an overestimation, in reality, the velocity of the jet depends also on
the energy of the jet and the circumburst medium, for example, a denser medium
will produce a more luminous afterglow that moves slower, see [198]). For small
θv, β ∼ 1, so

βapp ≃ 2

θv
(62)

and the afterglow centroid motion in the sky can be written as

∆θcent ≃ ∆tobs
2c

θvdA
. (63)
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Figure 36: Contour plot of the viewing angle and luminosity distance. The contours rep-
resent the 68%, 95%, 99.7% and 99.99% probabilities. The blue contour lines
represent the result from the GW fit, while the dark red lines represent the re-
sult from a fit using GW and centroid alone.

Also in this case, dL (and dA) is a decreasing function of θv. In the case of on-axis
observers (θv < θc), the jet moves along the line of sight, so no displacement is
visible. Because of the reasoning above, the centroid alone is not enough to break
the GW degeneracy, indeed, a fit including only the centroid and the GW leads to
no constraint on θv or dL, see Fig. 36.

4.4 summary and final remarks

Utilizing GW to estimate the Hubble constant H0, commonly referred to as the
standard sirens method, proves to be a potent approach for addressing the Hubble
tension. Nevertheless, a significant challenge lies in the degeneracy between the
viewing angle and the luminosity distance of the event, preventing the achieve-
ment of the precision levels attained by Planck and SH0ES. This chapter employs
the standard sirens method to estimate H0, incorporating additional constraints to
alleviate the aforementioned degeneracy.

With respect to the previous Chapter, here I add to the GW170817 EM data set
the jet centroid motion from VLBI and HST. Thanks to a joint fit of EM and GW
data sets, I estimate the Hubble constant and test its robustness depending on the
data set used, on the assumed structure of the jet and on the presence of a possible
late time flux excess in the afterglow light curve.

A GW-only fit leads to an Hubble constant value of H0 = 77+21
−10 km/s/Mpc

(median, 16th-84th percentiles). The almost 20% error is due to the degeneracy
stated above. The latter can be broken exploiting independent EM messengers, like
the afterglow light curve and centroid motion, at least in the case of GW170817.

In GW+AG analysis, the GW and the afterglow light curve are joined. This fit
reduces the θv−dL degeneracy, but gives H0 = 96+13

−10 km/s/Mpc. This high value
follows from the low value of distance (dL = 31.3+3.0

−3.6 Mpc) and high value of
viewing angle (θv = 50.1+5.1

−5.4deg). This behaviour is caused by a possible late time
excess in the afterglow flux, these data points are well modelled and are driving
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the result of the fit. Therefore, for the specific case of GW170817, using only the
afterglow as EM counterpart is not enough to get a reliable measurement of H0.

The GW+AG+C fit, instead, joining the GW, the afterglow light curve and the
centroid motion, breaks the θv − dL degeneracy and results in H0 = 69.0+4.4

−4.3
km/s/Mpc, which is in agreement with other estimations of this parameter using
GW170817 and is about 3 times more precise than the GW-only H0 measurement.
This is because of the very strong constraint on the viewing angle given by the
afterglow centroid data set. As a consequence, the latter model does not fit well
(even if the residuals are ⩽ 3.5σ) the late time flux data points. The viewing angle
is θv = 18.2+1.2

−1.5deg and the distance is dL = 43.7+1.4
−1.4 Mpc. Thus, in the GW+AG+C

fit a small value of θv, and consequently a highly collimated jet and a large energy
on the jet axis, is preferred. In the GW+AG fit a large θv, with a broader profile
and less energy on the jet axis, is preferred instead.

The possible excess in the afterglow light curve at late times can be explained as
either something missing in the jet model, or as a new emission becoming visible
[107, 177, 224]. In either cases, adding a constant flux component to the GW+AG+C
model at late times leads to posterior probabilities that are in agreement within 1σ
with the fit without this constant component (H0 = 68.0+4.4

−4.2 km/s/Mpc), but helps
in better fit the late times data. This shows that the model and the GW+AG+C re-
sults are robust. Instead, adding this constant flux component to the fit of GW+AG
leads to more acceptable values of viewing angle, luminosity distance and Hubble
constant: θv = 35.2+5.7

−6.2 deg, dL = 38.6+2.5
−3.0 Mpc and H0 = 78.5+7.9

−6.4 km/s/Mpc.
The latter is compatible within 1σ with the GW+AG+C fit.

Finally, it seems that the Hubble constant is not influenced by the assumption
on the structure of the jet (either Gaussian or power law), at the present level of
precision.

It is to be noted that other systematic uncertainties in the Hubble constant es-
timation can arise from the estimation of the peculiar velocity of the host galaxy
[118, 161]. The latter, in this work (see Eq. (59)), is included in the Hubble flow ve-
locity [3]. In this analysis, a shift in the NGC4993 peculiar velocity of ∼ 140 km/s
leads to a shift in H0 of ∼ 4 km/s/Mpc, in agreement with Nicolaou et al. [161].
This is still inside the H0 precision reached in this work, but, for a larger number
of events, will become one of the main sources of uncertainty.

The best H0 precision reached with this method is 4 km/s/Mpc, in the case of
GW+AG+C fit. This is not good enough to prefer either the Planck or the SHoES
H0, yet. More events are needed to reach their level of precision. However, in
the future, we do not expect many events that have coincident detections of GW,
afterglow light curve and centroid motion, see the next Chapter for a detailed
explanation.

In conclusion, the introduction of additional constraints derived from astronom-
ical observations has the potential to introduce systematic biases that may impact
standard sirens measurements [49, 102, 161]. In this Chapter, I demonstrate that
the viewing angle in EM modeling is influenced by the type of data set utilized.
Therefore, it is crucial to incorporate all available messengers in the analysis to
ensure robust results.

Currently, the uncertainty associated with standard sirens methods remains too
large in comparison to early or late-time Universe H0s. However, future efforts
should focus on minimizing biases. For instance, in cases resembling GW170817,

[ March 15, 2024 at 17:59 – classicthesis version BOH ]



84 to cosmology

measurements at very late times could either confirm or qualify the milder de-
crease of flux as a systematic effect. Concerning jet centroid studies, obtaining
measurements at both early and late times is crucial for constraining motion and
viewing angles. To achieve this, highly sensitive instruments such as Athena in the
X-rays [178] or SKA (Square Kilometre Array) in the radio band [39] are necessary.
Looking ahead to the mid-2030s, facilities like the Next Generation VLA (ngVLA)
with mas resolution or lower [25] hold promise for detecting the motion of rela-
tivistic jets.
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5
C O N C L U S I O N S A N D F U T U R E
P R O S P E C T S

The binary neutron star merger GW170817 has significantly paved the path for
multi-messenger astrophysics by emitting radiation throughout various phases of
its existence, with gravitational radiation, a GRB and its afterglow, and a kilo-
nova. Jointly modelling all this information, through Bayesian analysis, leads to
improved characterization of the event, not only for the parameters in common
between the analysed messengers, but also, as a back reaction, in the correlated pa-
rameters. The general agreement from the literature is that the system is at about
40 Mpc distance, and the jet is inclined of ∼20-30 deg from our line of sight. In
this thesis, the joint Bayesian analysis of the GW, the afterglow radio, optical and
X-rays light curve and jet centroid motion of GW170817, is carried out to address
the pressing questions outlined in the Introduction.

The joint bayesian fit of GW and EM, in particular afterglow light curve, domains
is used to tackle a pressing issue in the astrophysics of GRB jets, which is the
energetics and the structure of the jet. In particular, the jet opening angle θc is
particularly relevant for the energy of the explosions, which then affects also the
central engine and the rates of short GRBs. However, θc is correlated with the
viewing angle θv, so it is very difficult to obtain a precise estimation of them
singularly. In Chapter 3 it is shown that, in the case of GW170817, a joint analysis
of the two messengers can ease the degeneracy, but does not completely break it.
In particular, assuming a Gaussian structure for the jet and fixing the luminosity
distance to 41 Mpc, the angles are already very well constrained in the EM-only
fit, with θv = 38+2

−2 deg and θc = 7.0+0.4
−0.5 deg, thanks to the well sampled light

curve, both at early and late times in the X-rays and radio band. Therefore, the GW
domain eases the degeneracy at 5σ, but leaves the 1σ errors unvaried, leading to
θv = 34+2

−2 deg and θc = 6.2+0.4
−0.5 deg, just shifting the median value of the posterior

distributions. The jet opening angle is fundamental to evaluate the beaming factor
< (1− cosθc)

−1 >, which is the fraction of GRBs that points toward Earth. The
latter, in turn, affects the calculations of the burst true energetics. The θc ∼6 deg is
in agreement with the average opening angle estimated in population studies and
simulations (between 3 and 6 deg [71, 92]). In this analysis, the isotropic-equivalent
kinetic energy is E0 ∼ 1052 erg (this is an approximation, since in the case of a
structured jet the integral over the energy distribution should be done), while the
beaming corrected kinetic energy is ∼ 7 × 1049 erg. This energetics is, again, in
agreement with population studies of short GRBs [71, 81], with median values of
∼ 1049 erg. The jet opening angle also influence the estimation of the true event
rate. In fact, the emission from the jet is visible only for observers within the jet
cone. Therefore, the true event rate should be larger by a factor 1/(1− cosθc), with
respect to the observed one. We will expand the discussion on GRB rates in the
following Sections.

85
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The structure of the jet determines the properties of the emission for different
observers, therefore influencing also the detectability of these source and, in partic-
ular, the rate of low luminosity off-axis events. GW170817 was the first GRB seen
off axis, as the light curve with an early rising phase shows. This mild rising phase
is the proof of the presence of a structured jet. Infact, in the case of a uniform jet,
the rising slope would have been steeper. While the Top-Hat jet can be discarded
when analysing GW170817 afterglow light curve, the Gaussian and power law jets
give both a good fit and we cannot prefer one of the two. The power law jet seems
to better fit only the first X-ray data point at ∼ 8 days. However, the kind of power
law jet preferred in the fit (with the power law index of ∼10) is similar to a Gaus-
sian structure, as the wings are quite steep. This uncertainty is probably due to
the lack of early detections in both radio and X-ray bands. Indeed, the difference
between the two structures is expected mainly at early times, since, after the jet
break, the whole jet is visible and the emission is dominated by the most energetic
core.

The high value of viewing angle (above 30 deg) aforementioned is mainly due
to a marginal late time flux excess in the X-rays and radio bands. This is due to the
fact that, not placing any external constraint on the viewing angle, the fit is free
to account and model this possible late time flux excess combining the choice of a
high θc, therefore a higher flux, and the anticipation of the non-relativistic phase.
Fortunately, in the case of GW170817, there is another data set, the relativistic jet
motion, captured in the radio images from VLBI and optical images by HST. The
latter, assuming a Gaussian jet, strongly constraints the viewing angle to θv =

18.2+1.2
−1.5 deg, and the jet opening angle to 2.85+0.24

−0.20 deg. Even accounting for a
new emission at late times including an additive constant flux, leads to the same
results. In general, the inclusion of the centroid motion in the analysis moves the
preference of the fit to a highly collimated jet with high energy on the jet axis,
with respect to a fit that includes only GW and afterglow light curve. Indeed, in
this case, the isotropic kinetic energy is E0 = 1054 erg, which gives ∼ 1051 erg
corrected for the beaming factor, a quite high value, near to the high end of the
kinetic energy distribution of short GRBs [71, 81].

A still unexplained issue in the astrophysics of GW170817 is what in this thesis
is found to be a marginal flux excess at late times, in the radio and optical bands,
mentioned also above. The latter strongly influence the GW170817 features, lead-
ing to biases in the viewing angle, and consequently on θc and the energetics. This
flux excess is probably not due to the jet structure modelling, as at this late times,
we are looking at the whole jet (since we are after the jet break). In this phase the
emission is dominated by the core, which is the most energetic part. A more likely,
and more exciting hypothesis, is that a new emission is becoming visible, from
the remnant of the merger, or from the kilonova. The former could be a long-lived
NS. Despite simulations show that long-lived NSs, as merger remnants, are able
to produce a jet, its Lorentz factor would be much smaller than the GRB case [53],
thus pointing in favour of a BH remnant. On the other hand, the emission from
the kilonova at late times is called kilonova afterglow. In this case, the material
that undergoes radioactive heating and produce the kilonova, then continues to
expand into the circumburst medium. This ejecta can sweep up ambient material
(as the GRB jet does) and drive a synchrotron-producing forward shock wave: the
kilonova afterglow [157]. However, at the moment, the flux is only slightly above
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to the sensitivity of the available instruments, like Chandra in the X-rays or VLA in
the radio band, so the detection of this counterpart is going to be difficult.

The pressing issue in cosmology that is introduced at the beginning of this thesis
is the Hubble tension between the late and early time Universe. In Chapter 4, the
luminosity distance is left free, in order to estimate the very Hubble constant. A
GW-only analysis leads to a poor precision, because of the degeneracy between
the luminosity distance and the inclination. This, coupled with the afterglow light
curve at late times, which seems to suggest an excess in the flux with respect
to a simple Gaussian jet model, is strongly influencing the results of the joint
analysis of the GW and afterglow light curve. Therefore, either we account for this
excess in the analysis, or another data set is needed to break both the GW dL − θv
and the EM θv − θc degeneracies. In the first case, including a constant additive
flux component in the fit of the afterglow light curve in the GW and afterglow
analysis, brings H0 = 78.5+7.9

−6.4 km/s/Mpc, which is compatible within 1σ with
Planck and 2σ with SH0ES measurements, but does not have the precision needed
to prefer one of the two. In the second case, the jet centroid motion is included
in the fit, with the GW and the afterglow light curve. This constraints precisely
H0 to 69.0+4.4

−4.3 km/s/Mpc, which is about 3 times more precise than the GW-only
H0 measurement. This is thanks to the fact that both the GW dL − θv and the EM
θv − θc degeneracies are broken. In this fit, the viewing angle has a 10 times more
precise estimation, and the luminosity distance a 5 times more precise estimation
with respect to a GW-only analysis. This H0 measurement is in agreement with
other estimations of this parameter using GW170817 and is in agreement within
1σ with both Planck and SH0ES. Moreover, it is found in this thesis that the Hubble
constant is not influenced by the assumption on the structure of the jet (either
Gaussian or power law), at the present level of precision. This is a very powerful
tool to help in the Hubble tension, however, we need better precision to reach the
Planck or SH0ES level.

5.1 future perspectives

More binary NS events, with the associated GW, GRB and its afterglow, and kilo-
nova, are necessary to improve our understanding of GRB’s jets, particularly the
off-axis events, for which the jet structure plays a fundamental role, but also to
improve the precision on the Hubble constant. At the moment, the GW Observing
run O4 is running (started in May 2023 and will last 20 calendar months, up to
early 2025), while O5 is due after 2027.

The issue of the geometry, and in particular the estimation of the jet opening
angle, and the structure identification could be very challenging to explore for dis-
tant events, which are much more likely than GW170817. In particular, in Chapter
3 we extend the same methodology applied to GW170817 to two GW170817-like
events situated at greater distances (70 and 136.5 Mpc) and occurring during the
O4 observing run. In the EM-only fit the further is the event, the worse is this
degeneracy, leaving at 136.5 Mpc the two angles unconstrained above 1σ. This is
simply due to the fact that the flux decreases with distance, so the rise of the af-
terglow drops below the sensitivity of all instruments: this part is what places the
most stringent constraints on the structure of the jet, depending on its steepness.
Moreover, it also constraints the ratio of θv and θc, assuming a Gaussian structure.
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Even including the GW domain acts only on θv, so at large distance, θc is still
unconstrained above 1σ. This causes a large uncertainty on θc, which is 7+15

−2 deg,
and consequently on the beaming factor. The latter leads to a beaming corrected
kinetic energy between ∼ 5× 1049 erg and ∼ 6× 1050 erg, which is almost an order
of magnitude range (1σ range), taking the median value of the isotropic kinetic
energy of ∼ 1052 erg. These results assume the mock event inclination to be the
same as GW170817, however, the higher the distance, the higher is the probability
to get a more aligned event. In such cases, the flux is higher, and the light curve
would be better sampled, probably leading to a more precise estimation of the jet
core angle and viewing angle (thanks to the detection of the jet break in the light
curve). At 70 Mpc, instead, the EM dataset can constrain better these angles. There
is still a strong degeneracy, which is, however, broken by the GW domain, giving
results comparable to the ones of GW170817. Therefore, up to this distance, we are
still able to constraint the jet opening angle, if we include the GW information on
the viewing angle. However, the expected number of events below this distance
is below 0.1 yr−1, see Fig.39 for both O4 and O5, taking the VLA sensitivity as a
reference. Therefore, the need for more sensitive instruments is clear.

As time goes by, there is the exciting possibility to detect the kilonova afterglow
for GW170817, and therefore explain the possible late time excess in the afterglow
light curve. The kilonova afterglow has never been detected, but it is indeed pre-
dicted by the modelling on binary NS mergers. However, the GW170817 flux is
now near the sensitivity level of the available instruments, like for example Chan-
dra, therefore it could be difficult to actually detect such an emission. For further
events, new instruments with high sensitivity will be fundamental, like Athena in
the X-rays. With such an instrument, in a GW170817-like case, it would be very
easy to routinely detect and study the kilonova afterglow, see Fig.9. Some exam-
ples of expected light curves are in Fig. 37, for different ejecta masses Mej and
velocities β. The kilonova afterglows of shock waves with velocities higher than 0.2
should be detectable with Athena. These correspond to the afterglow of the "blue"
kilonova observed in GW170817. While the "red" (slower) kilonova should be in a
high density environment to be detected. The kilonova afterglow emission offers
an independent way of estimating the mass of the ejecta, which is fundamental
also to reconstruct the heavy elements formation.

With more of such events also the Hubble tension could be addressed. For exam-
ple, in order to reach the Planck or the SH0ES H0 level of precision, if we assume
an error on H0 of 4 km/s/Mpc, we would need ∼ 60 events and ∼ 10 events re-
spectively. However, realistically, it is unlikely to see even just another one centroid
motion measurement during O4 and O5, as it will be shown in the following Sec-
tion. For this reason, the achievable precision on H0 can be of about 7 km/s/Mpc,
assuming a well sampled afterglow light curve like GW170817. This means that
∼ 200 events and ∼ 30 events are needed to reach the Planck or the SH0ES level
respectively.

5.1.1 Prospects for jet centroid observations

The best precision on the Hubble constant in this thesis is given by the joint fit of
GW, afterglow light curve and centroid motion. In this Section, we estimate the
likelihood that a new GW event, followed by the detection of the afterglow light
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Figure 37: Light curves of a kilonova afterglow at the same distance of GW170817 at differ-
ent characteristic ejecta velocities and ejecta masses. See Piro et al. [178] for the
parameters values of the kilonova modelling. The fiducial Athena sensitivity is
3× 10−17ergs−1cm−2 in 0.5-2 keV band [178].

curve and the measurement of the afterglow centroid motion, is seen in the next
GW Observing runs O4 and O5.

These estimations are based on GW population synthesis simulations by Petrov
et al. [173]. In the latter, a sample of simulated compact binaries is drawn with a
realistic astrophysical distributions of masses, spins, distances, and sky locations.
Then their GW signals are simulated and Gaussian noise is added. A cut based
on the threshold for detection of S/N > 8 for BNSs is applied. This results into a
GW rate for binary NS mergers of 34+78

−25yr
−1 in O4 and 190+410

−130yr
−1 in O5 [173].

From these GW simulations, I generate the EM counterparts of 1482 and 2307

binary NS events detectable in O4 [213] and in O5 [214] respectively, assuming a
Gaussian jet. Each GW event is characterized by an inclination and a luminosity
distance, which I use to generate their afterglow light curve and centroid motion.
For inclinations larger than 90 deg, they are converted in EM viewing angles as
explained in Section 3.2.1. We assume all the other parameters to be the same as
GW170817 (see Table 6, fourth column). Moreover, we assume that all the events
are well localized and easy to be followed up by the radio telescopes. This will
lead to optimistic rates. We adopt VLBI as the reference radio facility, both for O4

and O5, so we assume a sensitivity in the radio band of 24µJy (the observations
of GW170817 afterglow centroid motion reached an RMS of about 8µJy), and a
resolution of 1.5 mas [93]. These performances can be achieved also, for example,
with the European VLBI Network (EVN)1.

The centroid data set is composed of the same detection times of GW170817,
but we adopt fluxes and positions predicted by the model. We assume that the
afterglow centroid motion is visible if the offset between two data points is above
the assumed resolution and its flux is above the sensitivity. This strategy is fixed
for all events. In general the best strategy to detect the centroid motion would be

1 EVN website
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to have two (or more) observations separated by a long period of time, however, as
the time goes by, the flux decreases, risking a non detection at late times. Therefore,
in general, it is probably best to observe the event as often as possible, maybe even
have closer observations with respect to the GW170817 strategy.

In the case of O4, the GW rate of events is 34+78
−25 yr−1 [173]. Regarding jet

centroid observations, we find that only 0.13% of events has a detectable afterglow
flux and centroid, see red dots in Fig. 38, in agreement with Mastrogiovanni et al.
[146]. This translate into a rate of 0.05+0.11

−0.03 yr−1, therefore it is very unlikely that
the jet centroid will be measured again during O4. In the case of the O5 run, the
predicted GW rate is 190+410

−130 yr−1. The jet centroid motion is visible in 0.09% of
the cases leading to a rate of 0.17+0.36

−0.12 yr−1. This rate is slightly larger than O4,
despite the same number of GW events at distances lower than 100 Mpc (∼ 1 yr−1

both for O4 and O5). For this reason, we can say that the rate fluctuation is just due
to the small number of events. As is shown in Fig. 38, at large distances we mainly
see on-axis or almost on-axis events (with a small θv), these events will not have a
visible jet motion, as the observer is within (or just outside) the jet’s opening angle.
This results in a small or null offset, which is hardly detected with sensitivities of
the order of the mas. However, if the jet has a large viewing angle, the peak of the
afterglow will be at low fluxes, not reaching the VLBI sensitivity. Indeed, for the
O4 run, the events that have a coincident detectable GW, afterglow light curve and
centroid motion are very similar to GW170817 (at small distances and with θv ∼ 20

deg, red dots in Fig. 38).
Focusing instead only on afterglow detections during O4 and O5, we require

that the light curve is sampled with at least 3 or 4 data points in the rising phase.
We take VLA as the reference instrument: it can achieve an RMS of 2µJy (see
Chapter 3), therefore we assume a 3σ sensitivity of 6µJy. We take as condition for
the detection, that the afterglow flux is above 24 µJy. An example of observing
strategy is presented in Fig.25. In O4, we find that 7% of the total have detectable
flux, resulting in a rate of 2.4+5.5

−1.8 yr−1 (for the whole sky). In O5, instead, we find
6%, resulting in a rate of 11+25

−8 yr−1. The slightly lower event fraction of O5 with
respect to O4 is due to the fact that O5 will probe larger distances. In particular the
median achievable luminosity distance in O4 is 350 Mpc, while in O5 is 600 Mpc.
Looking at Fig.39, we can see that the rates up to ∼400 Mpc (average distance of
O4) are similar for both O4 and O5, and this explains the small difference.

Therefore, in the future, we expect no centroid detections, but about 2 and 10

events per year in O4 and O5 respectively, which should both last ∼2 years.

5.2 prospects for einstein probe detection of a gw counter-
part

Einstein Probe (EP) is a mission of the Chinese Academy of Sciences (CAS), in
collaboration with the European Space Agency (ESA) and the Max Planck Insti-
tute for extraterrestrial Physics (MPE), Germany, dedicated to time-domain high-
energy astrophysics. Its primary goals are to discover high-energy transients and
monitor variable objects. It has two telescopes on board: the Wide-field X-ray Tele-
scope (WXT), which has a very large instantaneous field-of-view (3600 square de-
grees) achieved by using established technology of lobster-eye optics. Unprecedent-
edly high sensitivity with respect to previous and existing X-ray all-sky monitors
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Figure 38: The dots represent GW events simulated by [173], in the case of the O4 run
[213]. Depending on their θv and dL, we highlight in blue the ones that have
a detectable afterglow counterpart in the radio band and in red the ones that
have also a detectable afterglow centroid motion.

Figure 39: The expected rates of binary NS mergers with a radio counterpart detectable by
VLA, depending on the luminosity distance.
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(eROSITA and XMM-Newton). The bandpass is 0.5-4.0 keV [251]; the Follow-up
X-ray Telescope (FXT), which is an X-ray focusing telescope (Wolter-I optics) with
a larger effective area to perform follow-up characterization. It has a narrow field
of view (60 arcmin in diameter) and a source localization error of 5-15 arcsec (90%
c.l.) depending on the source strength. The bandpass is 0.5-10 keV [251, 255]. EP
was successfully launched the 9th of January, 2024, the expected lifetime is 3 years,
overlapping with the GW observing run O4.

I present here the expected rates for the number of NS binary mergers to be
detected as multi-messenger sources during the GW O4 run by Einstein Probe.
These expectations are, again, based on GW population synthesis simulations by
Petrov et al. [173]. For each GW event, I generate the EM counterparts, in particular
the prompt emission of a GRB and its afterglow, for both a Gaussian jet is assumed.
Regarding the afterglow, the energetics and the microphysics are fixed to the ones
of GW170817, as also the jet opening angle. For it to be detectable, the maximum
of the light curve, at early times if the object is on axis, or at some days/months
if the jet is off-axis, must be above the sensitivity of FXT or WXT. Regarding the
prompt emission, we assume the same energetics and duration of GW170817 in
the Fermi-GBM detector (10-1000 keV [96]), and the unabsorbed flux (the absorbed
one is just a factor 0.1 lower) is extrapolated to the 0.5-4 keV band of WXT.

These are optimistic rates, since we assume that all the mergers result in a suc-
cessful jet (in Colombo et al. [54] half does).

5.2.1 GRBs prompt emission

The observation scenario considered for the detection of the prompt phase of a
GRB is the following: WXT carries out survey observations of X-ray transients
of few seconds and detects a source simultaneously with GW and within the
GW sky region. Considering the 1s sensitivity2 of WXT (0.5 - 4 keV, 5σ, ∼ 9 ×
10−9erg/cm2/s), we expect about 0.04 yr−1sr−1 events with an EM counterpart
in the WXT FOV, all on axis events, see Fig.40. Therefore, in the EP lifetime, we do
not expect to see any prompt emission as counterpart of a GW event.

5.2.2 X-ray afterglow

EP-WXT is programmed to carry out fast observations of GW counterparts. In
particular, in the cases where a rough localization is given by high energy satellites,
like Fermi-GBM, where the mean 90% credible region area is ∼ 200 deg2 [97], or
by GW detectors, the predicted 90% credible area for O4

3 is ∼ 1800 deg2, the best
instrument to point is WXT. Infact, these areas are easily covered by the wide WXT
FOV (3600 deg2, 1 sr) in one pointing. In this case, assuming that EP can be on
source after some minutes from the GW trigger (the typical on source time of WXT
[251]), we expect about 3 yr−1 events detectable by WXT, see Fig.41, blue lines. All
the detectable counterparts are from on-axis or close to on axis events (dotted and
dashed lines in Fig. 41). This is assuming the typical exposure time of 1000s for
WXT [251], see vertical purple line in the Figure.

2 https://ep.bao.ac.cn/ep/cms/article/view?id=38

3 https://emfollow.docs.ligo.org/userguide/capabilities.html#detection-rate-and-localization-accuracy
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Figure 40: Rate of O4 GW events with a detectable prompt counterpart, on the x axis the
flux in the WXT 0.5 - 4 keV band. The blue and orange lines represent the
whole population of binaries and the binaries with a viewing angle lower than
20 deg respectively. The vertical black line represents the WXT sensitivity in a
1 s exposure. The sensitivity for 1000s exposure is represented with a vertical
dotted line for reference. The blue shaded region represent the uncertainty given
by the GW-only rates, reported in [173]. The GW170817 extrapolated flux in the
band 0.5 - 4 keV is 2× 10−10 erg/cm2/s, which is below the sensitivity of WXT.
The rates are normalized per 3 yr−1 sr−1.

Once the X-ray afterglow has been identified with WXT, FXT (having a higher
sensitivity, green vertical line in Fig.41) can follow up the source in the following
hours and days. We expect also that FXT will carry out follow up observations of
bona fide counterparts in other wavelengths. In this case, the identification of an
optical counterpart, a kilonova, has a timescale of some days, so the instrument
cannot be on source earlier, while the waiting time for the refined localization
from high energy satellites can take some hours. In this cases, after some hours
we expect about 5 yr−1 events with an FXT detectable afterglow (only about 0.1
yr−1 events detectable by WXT), mainly on axis or close to on axis events, see
Fig.41, light green curves. This is because the light curves of the detectable events
are mainly decreasing, since we are on axis or close to on axis. After some days,
instead, we expect 3 yr−1 events to be detectable by FXT, see Fig.41, lime curves.

It is to be noted that the FXT rates for observations starting at 4 hours and 2

days (Fig.41) after the merger are similar. This is because also the light curves are
alike, as the simulated events are clustered aroud the median distance of 350 Mpc
for the GW O4 simulations. Moreover, all the jet parameters, except the viewing
angle and the distance are fixed. Indeed, 65% of the light curves detectable at 4 hrs
still detectable at 2 days.

Therefore, during O4, we expect about 5 events per year with an X-ray afterglow
detectable by EP.
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Figure 41: Rates of O4 GW events with a detectable X-ray afterglow counterpart, on the x
axis the flux density in mJy at 1 keV. The colors represent different on source
times: blue for 5 minutes, light green for 4 hours and lime for 2 days. The solid
and dotted lines represent the whole population of binaries and the on axis
binaries (viewing angle lower than 6 deg) respectively, while the dashed line
represents the close to on axis case and the dot-dashed line represents the off-
axis one. The vertical shaded lines represents the FXT sensitivity in a 1500 s
exposure and the WXT sensitivity in a 1000 s exposure.

5.3 concluding remarks

As demonstrated in this thesis, GW170817 represents an event extremely rich in
information, encompassing a broad spectrum from astrophysics to gravitation and
cosmology. However, the ones presented in this work are not the only fields en-
riched by the study of binary NS mergers. Indeed, another possible field of astro-
physics in which binary neutron star mergers can be useful is the NS equation of
state, where new tighter constraints on the masses can be placed thanks to the joint
fit of the kilonova emission and the GW. Many studies exploited Bayesian methods
to combine GW and the associated kilonova AT2017gfo, this provides improved es-
timates on the mass ratio and tidal deformability [40, 47, 55, 56, 62, 160, 181, 182,
184, 185]. The kilonova emission modelling depends on several other parameters,
for example the asymmetry (or symmetry) of the ejecta. This can influence the kilo-
nova emission [42, 246], leading also to constraints on the inclination of the system.
Therefore, in the absence of the centroid motion (which is the best at constraining
the inclination), kilonova emission could help in constraining the degeneracy be-
tween the inclination and the jet opening angle, proper of the afterglow modelling.
This, as a consequence, would also lead to a constraint on the distance thanks to
the GW modelling. Indeed, the future step for this work is the inclusion of the
kilonova emission in the joint fit. Moreover, also the prompt emission of the GRB
can be included, the latter (but also the kilonova) shares the inclination parameter
with the other models. The final goal is to apply the complete analysis to a future
binary NS event with EM counterparts, to be detected in O4 and/or O5.

From the rates presented in the previous Sections, we see that in O4 the expected
number of binary NS mergers with EM counterparts is less than 10 (either in the X-
rays or radio band). In O5, assuming a duration of about 2 years, we expect about
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20 events with a radio counterpart. Moreover, the EP mission is formally approved
for 3 years, but will probably continue operations for longer, maybe superimposing
with O5. With a sample of ∼20 events, population studies can be done, allowing
to study the light curves and the relativistic jet features. In particular, these will
enrich our knowledge about the typical jet opening angles and about the ener-
getics. The off-axis events will offer a unique position to study the structure of
the jet, maybe helping in understand which type of structure better describe the
jet. The Hubble constant precision, with such number of events, would reach ∼1.6
km/s/Mpc, which is very near to the SH0ES precision of 1.4 km/s/Mpc.

Moreover, in the further future, not only facilities like Athena in the X-rays, will
be fundamental, but also new GW detectors, like KAGRA and LIGO India, which
will play a major role in constraining the localization of the GW event, helping the
search for EM counterparts. A break trough will be Einstein Telescope (ET, con-
struction is expected to start in 2030s), it will have an order of magnitude better
sensitivity and a wider accessible frequency band with respect to LIGO and Virgo
detectors. ET will be a ground-based GW interferometer, the arm length will be
increased with respect to LIGO and Virgo and it will be composed of either two
L-shaped detectors, or one triangular shape detector, with three nested interfer-
ometers [38]. ET will detect tens of thousand of binary NS mergers [38], giving
actually the reverse problem, which is how to chose the events to be followed up
by EM facilities. For example, since the GW inclination is better constrained when
the source is edge-on, the priority in the follow up of these events should go to the
face-on events (so with an on-axis jet), where the EM constraints on the inclination
are solid [195].

The future is gravitationally and electromagnetically bright, if we have patience.
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