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ABSTRACT 

 

The main focus of this thesis is to provide a comprehensive assessment of default risk modelling: 

the relevant literature, the empirical implementations and the levers driving improvements in 

prediction’s accuracy. The research begins with an overview of the main features of such models 

and the analysis of the relevant theoretical framework through a systematic literature review. The 

first chapter’s contribution to the research field provides an updated comprehensive assessment of 

the existing literature and identifies best practices and choices to optimize model accuracy. The 

following chapter lays the ground for the empirical implementation of the models to validate the 

applicability of the results of the systematic literature review and select the base model with the 

highest accuracy. In the third chapter, different enhancements are tested on the base model to build 

a new integrated model. The enhancements leverage on complementary research fields (i.e. 

behavioral finance) and aim to feed the model additional layers of soft information, complementing 

the core evidence derived from accounting and financial data. 

 

INTRODUCTION 

 

The analysis of default risk has been a key regulatory focus in recent years, especially in EU 

peripheral countries, due to particularly high levels of defaulted – non-performing – exposures 

within the main financial institutions. As of the end of 2023, non-performing loans (NPL) ratios 

have materially improved across the EU, dropping on average below 2% of total loans. The 

improvement has been mainly driven by decisive and targeted action plans executed in southern 

countries, for example Italy and Greece, where NPL ratios were in the double-digits area. Despite 

the mentioned developments, the impact of the deteriorated macroeconomic environment, in 

particular due to the post-pandemic and high inflation related effects, is still uncertain on the 

economies. All these factors drive the relevance of the research topic in the present economic and 

financial environment.   

Moreover, COVID-19 wide stimulus packages, supported both at the national and EU level have 

potentially resulted in skewed economic and financial performance indicators. This can result in 

material modelling errors in default prediction since accounting ratios represent the core of the input 

information for the analysis. In the thesis, the applicability of additional theoretical structures –  i.e. 
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borrowing from the behavioral finance literature –   is presented and tested, with the goal of 

offsetting potential shortfalls of accounting and financial ratios, in order to reduce the information 

lag and allow for a more accurate valuation of the company’s performance.  

In the first chapter, the key inputs and features of a default-prediction model are presented and will 

be mapped as part of the systematic literature review. The models are generally built on the basis of 

a set of economic and financial information of companies throughout several years. Therefore, the 

first key decision of a scholar approaching the subject is the limitation of the scope of the research. 

For example, this can be related to the type of companies in the database, i.e. listed firms or SME, 

or to a specific geographic location. The next step is to decide how to select the relevant sample to 

achieve the best prediction results, i.e. the accuracy of the model to predict whether a company will 

default or not. Sample selection can be defined as matching, i.e. when the input data fed to the 

model is split equally between defaulted and non-defaulted companies, or random, i.e. when the 

database reflects the true default rate of the selected companies.  

The remaining key inputs of the model are related to the inclusion, or not, of external indicators and 

the definition of defaults. The former is extremely important, for example, to feed the model 

relevant information on the broader economic cycle or qualitative information that can be relevant 

and indicative of financial distress. These can provide some offset to the inherent lags of economic 

and financial information, that are usually published yearly or quarterly at best. For what concerns 

the definition of defaults, representing the dependent variable in the model, this can range from an 

early situation of financial distress to the various judicial definitions, i.e. bankruptcy. Finally, the 

main modelling techniques are presented and compared, from the early regression methods to most 

recent approaches, highlighting the main differences and related upsides and downsides in 

performance and/or in the interpretation of the results.  

The variables and definitions presented in the previous paragraph are the core of the systematic 

literature review that is performed in the first chapter. Herein, 97 empirical studies have been 

selected from published journal articles on the basis of a common research string across EBSCO, 

Science Direct and Google Scholar portals, and the key features of each one have been mapped and 

compared based on the final accuracy rates: type I, i.e. the ability to correctly identify defaulted 

firms, and type II, i.e. correct identification of healthy companies. The aim of the analysis is to 

identify the main levers and combination of inputs that drive the performance of the models and 

whether any common pattern can be found among the different studies. Results point to statistical 

significance for the sample selection technique in the overall accuracy of the models and to a broad 

consensus on the benefits from the inclusion of external indicators and the limitation in scope to 
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only listed firms. Similarly, conditional probability models are the preferred choice among authors 

due to the upsides connected to the shape of the output and clear interpretation of the impact of each 

input variable. 

In the second chapter, the empirical application of the models is presented, comparing results from 

conditional probability models, i.e. logit, and neural networks, and a base model with the highest 

prediction accuracy is identified. The training and testing have been performed on the sample of 

existing companies from the AIDA dataset. This includes 61,675 Italian firms with accounting and 

financial information related to the 2009-2018 decade, providing a total of 528,474 observations. 

The Italian landscape is non-homogeneous due to differences in the economic development in the 

country, i.e. north compared to the south, while at the same time containing a material portion of 

small and medium-size enterprises (SME). These can be the ideal conditions to test the reliability of 

prediction models in forecasting defaults of companies of different sizes and in different 

environments of economic development. Moreover, the chosen observation window from 2009-

2018 incorporates many stages of the economic cycle in Italy, from the impact post the financial 

and European crisis to the following path to recovery. Therefore, this gives the possibility to test the 

solidity of the model under different macroeconomic contexts. The results are in line with the 

literature consensus for what concerns the chosen theoretical framework as well as the very solid 

foundation of the models on the predictive ability of financial ratios calibrated through conditional 

probability models, i.e. logit regression, which provided the overall higher accuracy rates. The logit 

model of chapter 2 will constitute the base model on top of which the enhancements of chapter 3 

will be tested. 

In the third chapter, further model iterations are run on a set of additional input variables to test 

whether these are significant and can increase model accuracy. Three sets of layers of soft 

information are added to the logit model presented in chapter 2: event data, personal risk 

propensities and closeness to the center of the local communities. These result in a new integrated 

model whose performance is tested in the chapter. For event data, we refer to all the qualitative 

information connected to published news on the company that can be interpreted as an early-

warning sign of financial distress. Thanks to a series of routines on online search portals, articles are 

scraped as simple text and then compared against a set of sensitive keywords generally pointing to a 

situation of financial distress. The second and third layers are applied to a sub-sample of small and 

medium-size enterprises (SME) and relate to: (i) additional data linking the information available 

on the age of the entrepreneur and the firm to potentially higher or lower risk propensities and (ii) to 

the closeness to the center of the local communities. For the purpose of our research, we have 
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identified those as the closer religious institution. These two layers can represent a way to enrich the 

original database of input data with relevant information specific to the company and the nearest 

local economic center. These represent an original contribution of the present work, with a 

theoretical background imported from the behavioral finance and political economy literature that 

the present study demonstrates to be also relevant in bankruptcy prediction and enabling 

improvements in prediction accuracy. Finally, significance has been found for the three layers with 

positive impact on model’s performance. The integrated model results in higher accuracy in the 

correct identification of defaulted and non-defaulted firms, compared to the base model, specifically 

improving the classification accuracy in SMEs, which, as stated, constitutes a relevant portion of 

the sample. 
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1. SYSTEMATIC LITERATURE REVIEW TO OPTMISE DECISIONAL STEPS IN 

BUILDING A BANKRUPTCY PREDICTION MODEL 

 

1.1 INTRODUCTION 

Default risk modelling has always been widely covered by researchers in consideration of the 

relevance of the topic both in the academic and in the business world. 

From Beaver (Beaver, 1966) and Altman (Altman, 1968) at the end of the 1960s, the scope of 

research on bankruptcy prediction models has covered not only listed and big corporations, but also 

small and medium sized enterprises (SME) and retail consumers requesting a form of financing. For 

enterprises, the importance of financial ratios has been recognized as one of the key factors in the 

prediction of future financial distress. Most of the studies also highlighted the need for different 

model’s calibrations, for example, when SME are in scope. Listed companies usually have a higher 

quantity and quality of information due to being public, state regulation, mandatory audit and public 

scrutiny. Moreover, in the analysis of the default probability, data quality and enhancement through 

non accounting or financial information have been demonstrated to be a way of increasing the 

accuracy of the model. Throughout the thesis, we will refer to accuracy of the model as the ability 

to correctly identify both defaulted and healthy companies. Some studies also showed 

improvements in model accuracy from the inclusion of macro-economic variables because the 

importance of the surrounding economic environment can be a key factor in bankruptcy prediction. 

There is a considerable body of literature on this theme with great variety of frameworks, from the 

calibration methodology to the sampling distribution and selection, making it difficult to identify a 

better overall calibration process. In this thesis we are performing a systematic review of the 

existing literature to justify the choices made. A quantitative methodology is deployed to select the 

relevant papers and map the relevant variables to present a comprehensive and standardized view of 

the different assumptions and techniques from each research and provide the basis for a framework 

for the development of new models.  

The present chapter builds on top of various systematic reviews contributions (Laitinen et al., 2023; 

Almeida, 2023; Veganzones and Severin, 2021; Calli and Coşkun, 2021; Kim et al., 2020; Farooq 

and Qamar, 2019; Scherger et al., 2019; Shi and Li, 2019; Agarwal and Patni, 2019; Alaka et al., 

2017) and presents the existing literature with the aim of (i) providing an updated contribution to 

the field, (ii) building a solid foundation of the present research which will be leveraged for the 

empirical tests in the next chapters, and (iii) proposing an assessment of statistical significance 
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between the chosen input variables and the performance metrics, i.e. type I and type II error rates, 

of the models.  

The chapter is structured with preliminary considerations regarding the existing systematic 

literature review, which is followed by the overview of the key inputs, and related theoretical 

backgrounds, needed to build the model. Then, the process of the systematic literature review 

performed in the thesis is presented, starting with the description of the research string used to 

select the relevant papers. The key inputs described in paragraph 1.3 will constitute the variables 

mapped as part of the systematic review. As a final step, all the collected data will be analyzed with 

the aim of identifying best practices and main performance levers to optimize the model’s accuracy. 

 

1.2 PRELIMINARY CONSIDERATIONS 

The listed contributions to the systematic literature review all aim to assess whether a specific 

combination of input data and modelling technique can result in a better overall prediction ability of 

the model. The task is not straightforward as different structural impediments are encountered by 

researchers in the comparison across studies.  

In one of the most recent contribution (Laitinen et al., 2023), the authors have tracked all these 

systematic reviews for a period comprising the last 40 years of research. The identified limitations 

for the comparison mainly concern to the inherent heterogeneity in the base assumptions used to 

build the prediction models and can be related, in particular, to the lack of failure theory and 

empirical limitations of failure studies.  

The lack of a standardized failure theory across studies is the main constraint when comparing 

accuracy results across studies, this is mainly due to the heterogeneity of the default concept itself. 

Differently than other research fields, where the independent variable can be objectively identified, 

i.e. in the medical fields where a patient has – or not – a certain condition, in bankruptcy prediction 

there is a degree of subjectivity for what concerns the definition of default. As better described in 

the next paragraph, this can range from mild stages of distress, i.e. late payments, to the 

judicialization procedures activated by the creditors. Understandably, the more severe the stage of 

distress, the easier it is to correctly predict the default. Moreover, additional challenges in the 

comparison of studies stem from the empirical nature of the modelling exercise, leading to the 

selection of predictors which can be sample specific, hence resulting in a model which is also 

specific to that sample. Finally, different modelling techniques can be coded with different 

functional forms, adding to the overall complexity of the comparison.  
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For what concerns the empirical development of the prediction model, the core of the information 

lays in the financial and accounting data. While some drawbacks may arise from (i) the assumptions 

regarding the accuracy of the information, especially relevant for smaller companies without 

audited statements, and (ii) the inherent lag of the information, published annually, these can be 

partially remediated by feeding additional qualitative information.  

In light of the above, the systematic literature review has been performed to track all the relevant 

variables with the aim of facilitating the comparison across studies. Consequently, the information 

collected also include data on the key assumptions and decisions made – and disclosed – in each 

research. For example, these can be related to the choices made for the selection of the sample, the 

modelling technique, and the type of variables used as input of the model.  

 

1.3 KEY INPUTS OF THE MODEL AND THEORETICAL BACKGROUND  

In the calibration process of a default prediction model there are key decisions to be made, starting 

from the selection of the explanatory variables and their distribution in the training sample to the 

regression technique. In Figure 1, an overview of the key decision steps necessary for the 

calibration is presented: from the preparation of the training sample, including the selection of the 

firms in scope, the relevant variables, and the distribution of defaults to the choice of the regression 

technique and analysis of the results. 

FIGURE 1 Default prediction modelling – Calibration process and key decisions 
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Scope definition and sample selection 

In the complete population of active firms, the defaulted or bankrupt ones represent a small 

percentage of the overall population. When only bankrupt firms are taken into consideration, the 

probability of the event is rarely exceeding 1% (Gruszczynski, 2019). This increases if a wider 

definition of default, that extends to a situation of financial distress, is chosen in the research. 

The a-priori distribution in the training sample is one of key choices of the research as this will be 

impacting the regressors of the chosen modelling technique. The literature is divided between the 

sample matching technique and the use of an initial sample of random firms. In the former, every 

one of the selected failing enterprise is matched with a similar healthy company, this structures has 

been chosen in the first work by Altman (Altman, 1968) among others.  

We define 𝜋(𝑡), 0 < 𝜋(𝑡) < 1   as the failed proportion of failed firms in the complete population 

in year t, and 𝑝𝑡
𝜋 as the unbiased probability of default in the estimation sample. Both are calculated 

as a function of a set of explanatory variables X. For abbreviation purposes in the following 

equations, t will be omitted in the calculations. Hence, applying the Bayes theorem (Skogsvik and 

Skogsvik, 2013): 

(1) 𝑝𝑡
𝜋 = 𝑝(𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑 | [𝑋])𝜋 =  

𝜋 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋

𝜋 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋 + (1 − 𝜋) ∗ 𝑝([𝑋] | 𝑛𝑜𝑛𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)
𝜋

= [
𝜋 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋 + (1 − 𝜋) ∗ 𝑝([𝑋] | 𝑛𝑜𝑛_𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋

𝜋 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋
]

−1

= [
𝜋 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋

𝜋 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋
+

(1 − 𝜋) ∗ 𝑝([𝑋] | 𝑛𝑜𝑛_𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋

𝜋 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋
]

−1

= [1 +
(1 − 𝜋)

𝜋
[
𝑝([𝑋] | 𝑛𝑜𝑛_𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋

𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋
]]

−1

 

 

The in-sample probability can be defined with, 𝜃(𝑡), 0 < 𝜃 < 1 and represents the a-priori 

distribution in the selected sample: 

(2) 𝑝𝑡
𝜃 = 𝑝(𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑 |[𝑋])𝜃 =  

𝜃 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜃

𝜃 ∗ 𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜃 + (1 − 𝜃) ∗ 𝑝([𝑋] | 𝑛𝑜𝑛_𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜃

= [1 +
(1 − 𝜃)

𝜃
[
𝑝([𝑋] | 𝑛𝑜𝑛_𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜃

𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜃
]]

−1

 

 

Then, we can define the ratio of defaulting population from Equation 1, assuming that the chosen 

sample has been randomly drawn from the sub-population of defaulted and non-defaulted firms: 
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(3) 

𝑝([𝑋] | 𝑛𝑜𝑛_𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋

𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜋
=

𝜋

(1 − 𝜋)
[

1

𝑝(𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑 | [𝑋])𝜋
− 1] =

𝑝([𝑋] | 𝑛𝑜𝑛_𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜃

𝑝([𝑋] | 𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑)𝜃
 

 

And, substituting (2) in (3), we obtain: 

(4) 
{

𝑝𝑡
𝜃 = [1 +

𝜋

(1 − 𝜋)
∗

(1 − 𝜃)

𝜃
[
1 − 𝑝𝑡

𝜋

𝑝𝑡
𝜋 ]]

−1

, 𝑖𝑛 𝑐𝑎𝑠𝑒 𝑜𝑓: 𝜋 = 𝜃, 𝑡ℎ𝑖𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑠 𝑡𝑜 𝑝𝑡
𝜃 = 𝑝𝑡

𝜋 

𝑝(𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑 | [𝑋])𝜋 = 𝑝𝑡
𝜋 𝐴𝑁𝐷 𝑝(𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑 |[𝑋])𝜃 = 𝑝𝑡

𝜃

 

 

As shown in Equation 4, the in-sample ratio of defaulted firms can be presented as a function of the 

true probability of default in the complete population. When the drawn sample is truly 

representative of the population, Equation 4 reduces to the equality  𝑝𝑡
𝜃 = 𝑝𝑡

𝜋. In case of 𝜋 < 𝜃, the 

estimations from the model are positively biased and calibrated coefficients are likely to be higher 

than unbiased regressors. 

We now shift our focus on the determination of the cut-off point, under the assumption of using a 

Conditional Probability Model (CPM), logit belongs to this family of models, in the calibration 

process. The calibration of the cut-off point is a trade-off process that involves an estimate of 

misclassification costs. For example, this can be optimized in relation to the overall accuracy of the 

model or be more sensitive to type I or type II error rates. The former tests the rate of 

misclassification of failed firms (type I error rate), the latter the rate of misclassification of non-

failed firms (type II error rate). We define the error rates as: 

(5) 
{

(𝑒̅) = [(𝑒𝑡𝑦𝑝𝑒𝐼
) + (𝑒𝑡𝑦𝑝𝑒𝐼𝐼

)]/2

{(𝑒̅)}𝜋 = 𝜋 ∗ (𝑒𝑡𝑦𝑝𝑒𝐼
) + (1 − 𝜋) ∗ (𝑒𝑡𝑦𝑝𝑒𝐼𝐼

)

{(𝑒̅)}𝜃 = 𝜃 ∗ (𝑒𝑡𝑦𝑝𝑒𝐼
) + (1 − 𝜃) ∗ (𝑒𝑡𝑦𝑝𝑒𝐼𝐼

)

 

 

From Equation 5, the misclassification cost is: 

(6) 
𝑚𝑖𝑠𝑐(𝑒̅) = 𝑤1 ∗ 𝑚𝑖𝑠𝑐(𝑒1) + 𝑤2 ∗ 𝑚𝑖𝑠𝑐(𝑒2) = 𝜋 ∗ (𝑒𝑡𝑦𝑝𝑒𝐼

) ∗ 𝑚𝑖𝑠𝑐(𝑒1) + 

+ (1 − 𝜋) ∗ (𝑒𝑡𝑦𝑝𝑒𝐼𝐼
) ∗ 𝑚𝑖𝑠𝑐(𝑒2)  

And the optimal cut-off point is then estimated as: 

(7) 
𝐼𝐹  𝑝(𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑 | [𝑋])𝜋 ∗ 𝑚𝑖𝑠𝑐(𝑒1) > (1 − 𝑝(𝑑𝑒𝑓𝑎𝑢𝑙𝑡𝑒𝑑 | [𝑋])𝜋) ∗ 𝑚𝑖𝑠𝑐(𝑒2), THEN firm is 

classified as defaulted  

(8) 𝑜𝑝𝑡𝑐𝑢𝑡 = 1/ [1 +
𝑚𝑖𝑠𝑐(𝑒1)

𝑚𝑖𝑠𝑐(𝑒2)
] 

From Equations 1 to 4, it is shown how the bias in the initial sample selection is transmitted to the 

final default prediction of the model. In the case of unweighted misclassification cost function – the 

cost of misclassified defaulted firm is assumed to be the same as misclassified non-defaulted firm – 

there is a high chance of higher regression coefficients and a higher cut-off point, resulting in over-
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classification of defaulted firms (Zmijewski, 1984). More specifically the type I error rate is 

expected to be more conservative while the type II error rate less precise.  

 

Variable selection 

The main issue related to the inclusion of a high number of variables in the model is the presence of 

multicollinearity in the independent variables. The information and the explanatory power 

contained in one of the regressor overlaps with one or an entire set of variables. In this case, it 

becomes more difficult to break down between the unbiased estimate from the model and what is 

instead the results from a priori inter-relationships between financial or economic ratios.  

We consider a linear regression model and define the variance-covariance matrix for the 𝛽 

regressors as: 

(9) 𝑉(𝛽̂) = 𝜎2(𝑋′𝑋)−1 =
𝜎2

∑(𝑥𝑖𝑗 − 𝑥̅𝑗)2
∗

1

1 − 𝑅𝑗
2 

In Equation 9, 𝑅𝑗
2 is squared correlation factor from the regressor from the variable 𝑥𝑗 with the other 

variables. Therefore, a higher of 𝑅𝑗
2 increases 𝑉(𝛽̂). The ratio 

1

1−𝑅𝑗
2 is also called variance-inflation 

factor (VIF) and reflects the degree to which the variance of the regressor increases as consequence 

of correlation in the regression coefficients – in case of variables with zero correlation among 

themselves, VIF reaches the maximum value of 1.  

In Tinoco and Wilson (Tinoco and Wilson, 2013) to gauge the degree of multicollinearity, VIF tests 

are computed. Even though there is not a formal criterion to establish a threshold for the tests, a 

low-test result level is a strong indication of absence of multicollinearity in the model and therefore 

more stable coefficients. 

The variability of the regressor has an impact also on the statistical tests related to the explanatory 

power of the model and its predictive ability. In bankruptcy prediction modelling, trying to improve 

the model by adding additional variables, without running any form of collinearity diagnostic 

process can lead to biased estimators. One way that has been proposed in many of the selected 

studies in our sample is to move to external indicators, related to the macroeconomic cycle or 

qualitative traits of the specific firm (audited or not), in order to increase the accuracy of the 

estimations.  
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Calibration techniques 

The first Altman’s model (Altman, 1968) as well as more from others in the following decades were 

developed using the multi discriminant analysis, MDA, technique. The methodology aims to 

classify objects into categories based on their observed characteristics, the weights of the 

discriminant function can be interpreted as the relative importance of each characteristic in the 

classification process.  

In Altman (Altman, 1968) the sample was constructed with 66 corporations, half of which filed 

bankruptcy, mean asset size was $6.4m (corresponding to approximately $52,4m in 2020 assuming 

an average annual inflation rate of 3.7%). Five financial ratios are selected covering different 

categories of a firm’s health state: liquidity, profitability, leverage and solvency – this first version 

of the model, presented in Table 1, is only applicable to listed enterprises because of the market 

capitalization component.  

TABLE 1 Z-Score – Altman (1968) 

(1) 𝑍 = 0.012𝑋1 + 0.014𝑋2 + 0.033𝑋3 + 0.006𝑋4 + 0.999𝑋5 

 

𝑋1: Working capital/Total assets 

𝑋2: Retained earnings/Total assets 

𝑋3: Earnings before interest and taxes/Total assets 

𝑋4: Market value equity/Book value of total debt 

𝑋5: Sales/Total assets 

There are a set of assumptions needed for this type of calibration: independent variables need to be 

multivariate normal, the covariance matrices of the class of failed and non-failed companies need to 

be equivalent, prior probabilities of failure are to be taken under consideration and there should not 

be any degree of multicollinearity. Multicollinearity, as will be discussed later, can be defined as the 

degree of linear dependency in a multivariate model between the independent variables, the issue is 

relevant to bankruptcy prediction modelling as some financial ratios might be influenced by similar 

factors or trends.  

The discriminant analysis function is implemented to create a boundary to divide defaulted and 

healthy firms from the selected sample as a linear combination of the explanatory variables. The 

final score will be derived from:  

 (10) 𝑧𝑖 =  ∑ 𝛽𝑘𝑥𝑖,𝑘

𝑁

𝑘=1

= 𝛽′𝑥 𝑤ℎ𝑒𝑟𝑒 𝛽 = 𝑉−1(𝑥1 − 𝑥2) 𝑎𝑛𝑑 𝑘 = 1,2 
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In Equation (10) V represent the variances and covariances matrix of the selected independent 

variables while 𝑥1and 𝑥2 are the means of the defaulted and non-defaulted sub-samples (centroids). 

The 𝛽 coefficient aims to maximize the group separation – or distance – between the means.  

(11) 
max

𝛽
⬚ =

|𝑧𝑛𝑑 − 𝑧𝑑|

𝜎𝑧
 𝑤ℎ𝑖𝑐ℎ 𝑏𝑒𝑐𝑜𝑚𝑒𝑠 

(𝛽′𝑥𝑛𝑑 − 𝛽′𝑥𝑑)2

𝜎𝑧
2

=
(𝛽′𝑥𝑛𝑑 − 𝛽′𝑥𝑑)(𝛽′𝑥𝑛𝑑 − 𝛽′𝑥𝑑)

𝛽′𝑉𝛽

= 𝑓(𝛽) 

In Equation 11, we consider the square of the expression to avoid working with absolute values and 

compute the gradient of 𝑓(𝛽). 

(12) 
𝜕𝑓

𝜕𝛽
=

2(𝛽′𝑥𝑛𝑑 − 𝛽′𝑥𝑑)(𝑥𝑛𝑑 − 𝑥𝑑)𝛽′𝑉𝛽 − 2𝑉𝛽(𝛽′𝑥𝑛𝑑 − 𝛽′𝑥𝑑)2

(𝛽′𝑉𝛽)2
= 0 

Solving Equation 12 we obtain Equation 10. Under the assumption of multivariate normal 

distribution, the z-value from Equation 10 can be transformed into a probability of default using the 

below equation. In Equation 13, we have defined 𝜋 as the prior probability of default and c as the 

chosen cut-off point. 

(13) 𝑝(𝑑𝑒𝑓𝑎𝑢𝑙𝑡 |𝑥𝑖) = (1 +
1 − 𝜋

𝜋
𝑒𝑧𝑖−𝑐)

−1

 

CPM are an alternative to the MDA technique because of less stringent assumptions and easier 

output interpretation mainly because of the binary output of the function, defaulted or not defaulted, 

ranging from 0 to 1. Even though both models are based on the resemblance principle, as firms are 

categorized to either one of the failed or non-failed group according to which one they are closer to, 

in CPM no assumption is needed regarding prior distribution of defaults, even though an accurate 

calibration of the cut-off point will then be necessary, and distribution of the selected variables. 

CPM models share with MDA a material sensitivity to extreme non-normality (McLeay and Omar, 

2000) and multicollinearity. Mathematically, the linear relationship is adjusted through an 

exponential transformation, the domain of the function is now [0,1]. 

(14) 𝑧𝑖 = (1 + 𝑒−𝑐−∑ 𝛽𝑘𝑥𝑘
𝑁
𝑘=1 )

−1
+ 𝜀𝑖 

Moreover, neural networks (NN) technique is also starting to be adopted with as good results as the 

more traditional models. Calibration techniques that leverage neural networks are based on an 

iterative mechanism. The network consists of nodes (the neurons), distributed in layers, that are 

connected to each other by a simple relation (synapses). The first layer of the system receives the 

initial information, made of the set of explanatory variables selected in the study, and processes this 
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with a linear or non-linear function. Results are transmitted to the next layer. In the example 

described in Figure 2, the information received by the first layer is then processed by a second layer 

in the network and a final output is obtained providing the indication of defaulted or non-defaulted 

firm. Neural networks are often classified as inductive models as results are obtained by simulating 

the learning process of humans. In the case of default prediction modelling this is the process of 

identifying the correct weights to be applied at the initial set of inputs and to the intermediate inputs 

transmitted by the hidden layer. The particular structure of the network has the downside of a more 

difficult interpretation of the relationship between the final output and the initial set of explanatory 

variables. In Charitou et al. (Charitou et al., 2004) a NN model was implemented on listed UK 

enterprises with sample matching technique, and showed ex-ante good results, better than CPM, in 

the identification of non-failed enterprises (type II error rate). 

 

FIGURE 2 Example of Neural Network 
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Prediction Accuracy 

The performance of a model is generally evaluated with the classification accuracy of the two main 

status, defaulted or not. Results can be visualized using a confusion matrix, with size 𝑅 𝑥 𝑅. An 

example commonly found in the literature is presented in Table 2 below. 

TABLE 2 Confusion Matrix and ROC curve 

    

 Defaulted Non-Defaulted 

 

Defaulted 1 − (
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
)  

Non-Defaulted  1 − (
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
) 

Overall accuracy 1 − (
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
) 

  

 

 

The formulas in the table are a way of computing type I, type II and overall error rates, the variables 

are defined as follows: 

• TP (true positive ratio) is defined as the proportion of defaulted firms correctly classified as 

defaulted. 

• TN (true negative ratio) is defined as the proportion of non-defaulted firms correctly 

classified as non-defaulted. 

• FP (false positive ratio) and FN (false negative ratio) are defined as the proportion of 

incorrectly classified firms. 

The ROC (receiver operating characteristic) curve provides a useful visualization tool to compare 

model’s outputs with different decision thresholds. 

 

1.4 LITERATURE SELECTION AND RELEVANT VARIABLES 

Research-string to select the relevant studies 

The process of identifying the studies to be collected for the literature review begins with the choice 

of the database sources containing the appropriate articles, the definition of the research string 

(Kuizinienė et al., 2022; Shi and Li, 2019)  and the extraction of the data and the subsequent 

cleaning of the acquired database. 
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The articles were selected among three main sources: EBSCO, Science Direct and Google Scholar, 

filtered for journal articles while excluding conference papers. The research string was calibrated 

using the Boolean expression presented in Table 3 and, in consideration of access availability, the 

time horizon was set from 1995 to 2023. 

TABLE 3 Research string 

Description String 

scope 
("bankruptcy" OR "failure" OR "default" OR "financial distress") AND 

("score" OR "prediction" OR "rating") AND 

target ("companies" OR "company" OR "firms" OR "listed" OR "corporation" OR "corporations") AND 

techniques ("MDA" OR "Logit" OR "neural network" OR "regression") AND 

statistics ("classification accuracy") AND ("Lachenbruch" OR "validation test") 

The string can be broken down in four main sections: 

• scope: this is the first filter added to the query to delimitate the perimeter of the analysis to 

bankruptcy or financial distress default prediction models, 

• target: this filter is used to select the scope of the papers, 

• techniques: the filter for regression technique has been designed to capture the three main 

calibration approaches for this type of research: multi discriminant analysis (MDA), 

conditional probability models (CPM) and neural networks (NN), and a catch-all name – 

“regression” in the string – to keep and analyze papers where neither one of the most 

popular regression techniques were used, 

• statistics: the filter is used to only extract papers that present a form of statistical validation, 

in-sample or out of sample, to compare the research frameworks on a common quantitative 

basis. 

The output from the research string has then been analyzed to: (i) remove duplicates, mainly due to 

same research papers selected from both the three sources, (ii) filter out the studies not relevant to 

the research subject, i.e. medical journals (those were included, in most of the cases, because of the 

word combination of failure-prediction) and (iii) remove the studies that did not present any 

quantitative statistical benchmark. The final sample also include relevant studies that were cross-

referenced in one or more papers from the quantitative selection process and accuracy results from 

the models are captured in their standalone form (Alaka et al., 2017). 
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Coding of the relevant variables and assumptions 

The selection of coded variables matches the main themes and assumptions in the calibration 

process of a bankruptcy prediction model, as described in Figure 1: (i) the enterprises in scope of 

the analysis and the bankruptcy definition, (ii) the modelling technique, (iii) sample and variable 

selection and (iv) model validation techniques. The four listed buckets have an additional level of 

granularity as presented in Table 4 below. 

TABLE 4 Coded fields across the selected sample of papers 

Reference Sample Variables Model 
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Scope of work: Firm’s type 

The mapped variables include the type of firm, the country where the analysis was performed and 

the a priori distribution of failed firm in the sample.  

The literature on listed firm is the most prominent in the selected research sample, from Altman 

(Altman, 1968) to Charitou (Charitou et al., 2004) among others. There are some arguments in 

favor of selecting listed corporations as target of the study. The main ones are related to data 

availability and trustworthiness as accounting and financial ratios are public information that is 

usually controlled and audited regularly. This is not the case when the scope of the work is shifted 

towards SMEs, therefore the need to include additional types of variables to improve the 

performance of the model. For instance, in Altman, Sabato and Wilson (Altman et al., 2010) the 

database consisted of approximately 5.8m SMEs non defaulted in the 2000-2007 period and about 

66,8k failed enterprises. One feature of the defaulted prediction model was the analysis of non-

financial and non-accounting information: the “event data”. This information is related to the 

defaulting on credit agreements or credit payments, the enterprises being late to file their financial 

statements, or the company being audited or not. While the first indicator might be linked to a level 
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of financial distress, not audited information is assumed to be less reliable and auditors are 

supposed to prevent a technically insolvent firm from continuing its operations as normal.  

The country of risk has been mapped as well in the selected sample of articles: most of the works 

have been published on American corporations, but also papers where firms were from the United 

Kingdom, Europe and Asia have been included. 

Variable selection, sampling and bankruptcy definition 

There is no consensus on the appropriate number of variables to be selected as well as on the 

accounting ratio category (i.e. liquidity, profitability or coverage) which can be demonstrated to be 

a better predictor. In Charitou (Charitou et al., 2004), Altman and Sabato (Altman and Sabato, 

2007) among others, a stepwise regression is performed to select with an iterative process the 

variables that give the model the highest accuracy. In other articles, for example Pindado (Pindado 

and Rodriguez, 2004) and Balcaen (Balcaen and Ooghe, 2006) among others, it is stated that, in 

consideration of the high correlation among accounting variables, some even share the same 

denominator, it is possible to get good results even when less ratios are used mainly because the 

predictive power of the additional predictors has already been accounted for by the existing inputs 

of the model (Hand, 2004). 

The accuracy of the model can be improved thanks to the inclusion of non-accounting information, 

as mentioned in Sabato (Altman and Sabato, 2007), and macroeconomic data in the model 

calibration phase. In Liou and Smith (Liou and Smith, 2007), the authors showed how the general 

context in which the company operates can be a major factor in establishing the probability of 

default. In this research, six indicators were tested: the GDP, the Industrial Production Index (IPI), 

the UK base rate, the Producer Price Index (PPI – used as a proxy for inflation), the Retail Price 

Index (RPI – as proxy for the cost of living) and FTSE All share (to gauge the overall economic 

trend). Results indicate that the use of macroeconomic variables as a second stage filter can help in 

the reduction of type II error rate.  

Regarding the representation of the defaulted population in the training sample, there is almost 

equal distribution between matching and random sampling in the selected group of articles. On the 

modelling technique side, CPM is the most popular choice among the extracted papers, the upsides 

of using this calibration type have been presented in the previous section. 

On the definition of bankruptcy there is not uniformity across the selected sample of articles. In 

Laitinen (Laitinen, 2010), the author is using a definition of financial distress as the inability of the 
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enterprise to meet its financial obligations when they became due. An argument in favor of this 

choice is that default prediction models are often implemented with the goal of building an early 

warning system that still enables the bank/creditor to act at an earlier stage of distress of the client. 

On the other hand, in Charitou (Charitou et al., 2004), the juridical definition of bankruptcy is 

preferred as it provided an objective criterion for the classification of firms.  

The breakdown of the described results of the literature selected as part of the process are presented 

in Table 5. 

TABLE 5 Literature selection – Summary 

        
 Summary  Modelling Technique  Training  Validation 

 Avg (*) Median std dev  MDA CPM NN Other  Type I Type II  Type I Type II 

Sample Size (n) 225,430  284  1.06E+06  579     447,511     159,311    29,626        

Sampling technique (b)               

matching sampling* 53     12  17  22  2   87% 85%  86% 80% 

random sampling* 44     6  21  9  8   81% 85%  78% 82% 

Type of firm (b)               

Listed* 39     9  15  11  4   88% 88%  88% 83% 

Other* 58     9  23  20  6   82% 83%  79% 80% 

Number of variables (n) 19  15  13   18  17  21  27        

External indicators (b)               

included* 49     10  18  15  6   83% 83%  81% 82% 

not included* 48     8  20  16  4   86% 88%  83% 80% 

Modelling technique 

(m) 
              

MDA* 18          84% 83%  83% 75% 

CPM* 38          80% 83%  77% 81% 

NN* 31          88% 88%  88% 84% 

Other* 10                   

* if average is not applicable, in-sample presence is reported          
 

(b) = binary variable, (n) = actual number from coded variable, (m) = value base on mapping 

 

1.5 FINDINGS FROM THE SYSTEMATIC LITERATURE REVIEW  

The relevant assumptions and outputs from each research have been consolidated for the purpose of 

integrating the findings. One of the methods to gauge the impact of variables is the ordinary least 

squares multiple regression model. We assume the dependent variable vector to be the measure of 

accuracy in the bankruptcy prediction models and the matrix of explanatory variable to contain each 

study characteristics.  

The output of two types of regression models is analyzed: for the first model, tests are performed on 

the type I error rate, on type II error rate for the second model. The structures of the models and 

results are presented in Table 6 and Table 7.  
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The input variables that are considered have been selected as they are deemed the most relevant in 

the determination of the final accuracy of the model:  

(i) the sample size – used as control variable,  

(ii) the sampling technique – input as binary variable, 1 if the bankrupt percentage of the 

population is half of the sample, 0 if a random sample population is selected,  

(iii) the type of firm – mapped as binary variable, 1 if listed enterprises are in scope and 0 

otherwise,  

(iv) the total numbers of variables selected in the calibration process of the model – used as 

control variable,  

(v) the presence of external variables included in the calibration process – binary variable, 1 

if only accounting ratios have been selected, 0 otherwise,  

(vi) the modelling technique – variables has been mapped 0 for univariate models, 1 for 

MDA, 2 for CPM, 3 for NN and 4 for others. 

TABLE 6 Regression models’ structure 

(I) 𝑌𝑡𝑦𝑝𝑒 𝐼 = 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽5𝑋5 + 𝛽6𝑋6 + 𝜀 

(II) 𝑌𝑡𝑦𝑝𝑒 𝐼𝐼 = 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽5𝑋5 + 𝛽6𝑋6 + 𝜀 

 

𝑋1: Sample size (control variable) 

𝑋2: Sampling technique (binary variable) 

𝑋3: Type of firm 

𝑋4: Number of variables (control variable) 

𝑋5: External indicators (binary variable) 

𝑋6: Modelling technique  
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TABLE 7 Regression models’ results on training and validation samples 

  Model I (Type I error rate)  Model II (Type II error rate) 

Variable  Coefficients Standard Error t Stat  Coefficients Standard Error t Stat 

Sampling technique (b)  0.09** 0.04 2.47  -0.08** 0.03 -2.38 
  (0.08)*** (0.02) (3.23)  (-0.003) (0.03) (-0.1) 
         

Type of firm (b)  0.11*** 0.04 3.15  0.02 0.03 0.66 
  (0.08)*** (0.03) (2.99)  (0.03) (0.03) (1.26) 
         

External indicators (b)  0.01 0.03 0.18  0.06* 0.03 1.95 
  (-0.01) (0.02) (-0.28)  (-0.05)* (0.03) (-1.94) 
         

Modelling technique (m)  0.03 0.02 1.50  0.05*** 0.02 2.87 
  (0.03)*** (0.01) (2.3)  (0.03)** (0.01) (2.2) 

 

 

(b) = binary variable, (n) = actual number from coded variable, (m) = value base on mapping 

Training accuracy rate in parentheses. ∗ 𝑝 < 0.10; ∗∗ 𝑝 < 0.05; ∗∗∗ 𝑝 < 0.01 

 

Analysis of the results 

Statistical significance has been observed in the regressor coefficient for sampling technique under 

Model I and Model II: the initial assumption on the sample selection is statistically relevant in the 

articles’ population. As described in the previous section, the matching-sample technique, each 

failed firm is matched with a similar non-failed enterprise, can lead to an increase in type II error 

rate. Results are therefore consistent with the findings in Balcaen and Ooghe (Balcaen and Ooghe, 

2006) among others and the theoretical background presented, of more biased parameters when the 

estimation sample is non-random and that such assumption might result in a more accurate 

classification of failed firms, but a higher error rate for non-failed firms. 

The modelling technique has been cross tested separately to verify whether a particular calibration 

process can be found to perform better than the others. The sample of papers includes 

approximately more than two-thirds of entries under CPM and NN, while MDA and other 

techniques (hazard model and univariate) are only a residual part of the sample. The majority of 

presence of CPM models might indicate a form of preference for this type of calibration technique, 

which is also justified by the less stringent assumptions and easier interpretation of the result output 

compared to the other alternatives. Even if different model accuracy rates have been coded, for 

example when in a selected research two or more calibration techniques were compared, there 

might also be an implicit bias in the regressor itself. Research papers where a given modelling 

technique accuracy rates were not deemed satisfactory would not have reached the publication 

phase. 

Additionally, type of firm regressors have been found significant in Model I. When listed firms are 

in scope of the research, accuracy rates are higher in our sample. As mentioned in the previous 
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sections, the quality and availability of data for listed enterprises is generally better than SMEs 

mainly due to higher requirements in reporting standards.  

The external indicator variable is borderline statistically significant in the tests even if the type of 

variables represents a key choice in the framework definition. The accounting variables flag is 

coded as “1” if, in the calibration process, authors have included market ratios, macroeconomic 

indicators or other variables. In the selected sample of articles there is, though, a broad consensus 

on the benefits from the addition of external indicator’s due to their predictive ability of financial 

distress. External indicators have also the advantage of showing limited collinearity with financial 

and accounting ratios allowing to incorporate additional information in the model while keeping 

low the probability of additional bias in the regressors. 

TABLE 8 Hypothesis and final results 

 

Variable  Hypothesis 
Statistical 

significance 

Broad 

consensus in 

selected sample 

Not consistent 

evidence of from 

the analysis 

Sampling technique (b)  
The chosen sampling technique has a direct impact 

on the regression coefficients, impacting model 

accuracy  

[x]   

Type of firm (b)  

The type of firm has a direct impact on model 
accuracy, information for Listed Corporation is 

subject to regular audit, reducing data quality issue in 

the calibration 

 [x]  

Inclusion of external 

indicators (b) 
 The inclusion of external indicators increases model 

accuracy 
 [x]  

Modelling technique (m)  
CPM modelling technique, given less stringent 

assumptions and easier output interpretation, is the 
preferred choice compared to the other alternatives 

 [x]  

 

 

(b) = binary variable, (n) = actual number from coded variable, (m) = value base on mapping 

 

 

1.6 CONCLUSIONS 

The literature on bankruptcy prediction models is very diverse in scope, assumptions and 

presentation of results. Using a quantitative approach for both the selection of the sample of studies 

and analysis of the research findings, we aim to better structure the whole process. There are many 

key steps for building up a solid model. Starting from the scope definition, the sample and variable 

selection and the calibration technique. All the steps are obviously relevant and impacting the 

prediction accuracy of the model. With a systematic review approach, we presented a statistical 

background that provides the reader with transparency on the framework definition process. 

Similarly as other studies on the topic, this chapter has some limitations. The results from the 
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selected literature have not been reperformed, this is mainly due to inherent challenges of the 

subject, i.e. availability on the database used for testing. 

Nonetheless, research findings from the quantitative process are consistent with the relevant 

theoretical background, especially on sample matching and unweighted cut off point resulting in an 

overall less accuracy in identifying non-defaulted firms. On the other hand, when listed firms are 

the scope of the research, accuracy rates are higher on average. Regarding the inclusion of external 

indicators as independent variables, statistical significance has not been found in the regressors, but 

there is wide consensus in the literature on upsides of these variables: those feed additional 

information with limited risk of multicollinearity with firm’s internal accounting ratios. 
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2. FRAMEWORK VALIDATION 

 

2.1 INTRODUCTION AND RELEVANT LITERATURE 

While, historically, the first models have been developed using the multi-discriminant analysis 

technique, MDA, i.e. Altman (Altman, 1968), most recent contributions have been leveraging on 

conditional probability models, CPM (i.e. logit) and neural network models. Consequently, the 

models tested in the thesis will belong to these two families. Logit models represent a step forward 

from MDA with (i) less stringent assumptions in connection to independent variables’ distribution 

and (ii) equal defaulted / non defaulted dispersion matrices (McLeay and Omar, 2000). Moreover, 

the coefficients of the regressions and their significance can be interpreted as the marginal 

contribution of each factor to the overall default prediction. At the same time, the function domain 

ranging from 0 to 1, is particularly useful when estimating a probability of default. Neural network 

is the other modelling technique tested as performance-wise very similar to CPM model. The main 

downside of using such models is mostly related to the limited ability of the researcher to trace back 

the first order variable impact to the overall default probability. Due to these reasons, our tests will 

aim to assess whether logit model can fit the purpose of providing adequate prediction accuracies 

on the sample of Italian firms, compared to the other alternative represented by neural network 

models. 

Secondly, the analysis aims to assess the adequateness of the financial and accounting data in 

providing information of the degree of financial distress for the Italian landscape. Since the very 

first literature contributions (Beaver, 1966) the scope of indicators has included profitability 

indicators (i.e., net profits to assets and debt to assets) and liquidity, or financial, ratios (i.e., current 

ratio, operating cash flows to debt and net working capital). These areas have then evolved to also 

include indicators flagging the company’s leverage. While accounting ratios generally represent the 

common ground in most of the literature, other authors have also proposed the inclusion of 

macroeconomic indicators, for example connected to the national or regional gross domestic 

product. Considering the sample of Italian companies and the national industry mostly composed of 

SME companies, the selection of financial variables related to the three mentioned macro areas 

(financial, leverage and profitability) is strongly supported in the wide bankruptcy modelling 

literature, leveraging on the analysis prepared in Ciampi et al (Ciampi et al., 2021; Altman et al., 

2020; Baixauli and Modica-Miko, 2010; Calabrese et al., 2016; Castillo et al., 2018; Ciampi and 

Gordini, 2013; Gupta et al., 2014; Yazdanfar, 2011). 
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The present study is structured with the first section describing the database and its peculiarities, 

especially those related to the sample composition and the underlying driving factors as well as the 

definition of bankruptcy being used in this research. Then, different model’s calibration techniques 

will be tested: logit, stepwise logit and neural network. The model with the highest overall accuracy 

will be the base model used for the analysis of chapter 3. 

 

2.2 DATASET 

Geographical distribution 

The database consists of ~53.000 Italian firms that submitted accounts information in the 2009-

2018 decade, with a total of ~528.000 observations. Of those, defaulted companies represent on 

average 5% of the population throughout the observation window, the geographical distribution of 

the dataset is presented in Figure 3. The accounting and financial data as well as the status of the 

company have been sourced from AIDA. 

The non-homogeneity of the sample across the different Italian Regions is mainly explained by 

historically different level and dynamism of economic development. Northern Regions are therefore 

more represented compared to the Center and the South and present a structurally lower default rate. 

Historically, the north-south divide can be traced back to the second half of the 19th century, when 

the Kingdom of Italy was proclaimed (1861). During these years, the dynamic of the Italian 

industrialization process concentrated in the north – in the “industrial triangle” specifically – with 

southern regions lagging on the back of lower education levels, life expectancy and infrastructure 

development alongside an economic activity mainly focused on extensive agriculture. In the early 

twenties of the 20th century, up until the war, the gap continued to increase – with GDP average 

growth of 0.5%, compared to almost 2% in the North.  

In the reconstruction years, also known as the Italian golden age, the trend briefly inverted toward a 

convergence due to the strong investments from the government. The GDP average growth was at 

5.8% in the South, 1.5% higher than the North, and was strongly linked to the initiatives backed by 

Cassa del Mezzogiorno which benefited from the international economic environment as well as the 

support from the World Bank and other international organizations.  

This did not last long as following events up to more recent years – from Bretton Woods and the oil 

crisis in the seventies to the more recent globalization trends and financial crisis – restored the 

divergence trend between the two areas. The latest economic downturns, during the 2008 financial 
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crisis and 2011 European crisis, negatively impacted both areas, but Northern GDP drop was only 

half of the South which was also affected by the international globalization trends that led to a 

substantial resizing of its manufacturing structure. 

FIGURE 3 Geographical distribution of the observations for the complete population, defaulted companies 

and default rate 

 

 
 

 

Definition of default 

In the Italian regulatory and judiciary system, different degrees of severity are identified in 

connection with company financial distress. The first warning signals begin as soon as the debtor 

does not meet the agreed repayment timeline or if there is a reasonable concern about future 

soundness of the economic and financial business plan.  

There are three main buckets provided by the Italian law for the economic reasons that may lead to 

insolvency proceedings: 

• state of crisis: this is defined as “the state of economic and financial difficulty which makes 

the debtor’s insolvency probable, and which, for companies, is demonstrated by the 

inadequacy of the prospective cash flows to regularly meet the planned obligations1”. 

• state of insolvency, this is triggered when a company defaults on its debt or any other 

external factor or event prove that the debtor is no longer able to fulfill its obligations. The 

mentioned state is the first requirement to start a bankruptcy proceeding. 

• over-indebtedness, which is the state of crisis or insolvency for consumers and any other 

entrepreneurs not subject to judicial liquidation. 

Therefore, the situation of financial distress represents a wide definition of default which contains 

the judicial definition of bankruptcy. Bankruptcy is a procedure to liquidate the insolvent 

 
1 Art. 2 Corporate Crisis Code and Legislative Decree 12th January 2019. 
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company’s assets with consequent distribution of its proceeding to the creditors, under the 

supervision of the Court. Alongside bankruptcy, “concordato preventivo” is also a court-supervised 

judicial procedure in which the debtor can submit a plan of restructuring or discharge of debt in 

order to avoid bankruptcy. In this case, the debtor must usually meet law requirements of granting 

fulfillment of at least 20% of the unsecured exposures. Moreover, for a debt restructuring 

arrangement to be valid this (i) must be agreed by at least 60% of the creditors owning the nominal 

value of the debt and (ii) must be validated and approved by an independent expert to gauge 

reasonableness, feasibility and suitability of the restructuring plan. 

In this thesis the definition of default being applied includes (i) entry into administration, (ii) entry 

into liquidation, (iii) dissolution of the company, (iv) entry into debt restructuring agreement, a 

more detailed list of all the status that led to the default classification is presented in Table 9.  
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TABLE 9 Company status: in-sample classification distribution 

 

Non-defaulted    502,167  

Attiva    454,365  

Altre cause             23  

Cancellazione dal registro delle imprese             33  

Cessata d’ufficio perché già iscritta nel registro ditte e non transitata nel registro imprese             77  

Cessazione d’ufficio             20  

Cessazione d’ufficio su segnalazione registro imprese della sede legale               4  

Chiusura del fallimento               3  

Chiusura dell’unità locale           223  

Conferimento               8  

Fusione mediante costituzione di nuova società           737  

Fusione mediante incorporazione in altra società      37,355  

Liquidazione volontaria           745  

Motivo non precisato             10  

Ordinanza presidenziale               3  

Provvedimento di cancellazione dal registro delle imprese             14  

Scissione           673  

Sequestro conservativo di quote             10  

Trasferimento in altra provincia        7,345  

Trasferimento sede all’estero           401  

Trasformazione di natura giuridica             17  

Trasformazione in sede legale           101  

Defaulted      26,307  

Accordo di ristrutturazione dei debiti           459  

Altre cause             20  

Amministrazione giudiziaria             57  

Amministrazione straordinaria           657  

Cancellata d’ufficio ai sensi art. 2490 c.c.           137  

Cancellata d’ufficio ai sensi dpr 23/7/2004 n.247             13  

Cancellazione dal registro delle imprese        2,929  

Cancellazione d’ufficio a seguito istituzione cciaa di Monza             80  

Cessazione delle attività nella provincia             50  

Cessazione di ogni attività             50  

Cessazione d’ufficio             52  

Chiusura del fallimento        1,750  

Chiusura della liquidazione           784  

Chiusura per fallimento             13  

Chiusura per fallimento o liquidazione             12  

Chiusura per liquidazione             10  

Concordato fallimentare           155  

Concordato preventivo        1,034  

Decreto cancellazione tribunale               9  

Fallimento      14,634  

Liquidazione           238  

Liquidazione coatta amministrativa           224  

Liquidazione giudiziaria             38  

Liquidazione volontaria           172  

Mancata ricostituzione della pluralità dei soci               4  

Provvedimento di cancellazione dal registro delle imprese           781  

Scioglimento           200  

Scioglimento e liquidazione           981  

Scioglimento e messa in liquidazione               2  

Scioglimento per atto dell’autorità             24  

Scissione               8  

Stato di insolvenza           600  

Trasferimento in altra provincia (Stato di insolvenza, fallita, in liquidazione)           130  

Total observations    528,474  
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Accounting and financial ratios 

Accounting ratios are the founding pillar of the bankruptcy prediction model and have been 

collected to provide indication of health of three main areas: liquidity, profitability and leverage – 

Table 10. 

Liquidity (“quick”) and current ratios are both included in the input dataset, those gauge the ability 

of the company to pay-off short term liabilities using short term assets, the two indicators differ for 

the more conservative approach being followed for the quick ratio. Lack of liquid asset is often the 

main cause of financial distress therefore it is expected that the defaulted population would present 

lower levels of the ratios. 

Moreover, level of coverage of medium and longer term liabilities are included as well as indicators 

of the cumulative profitability of the company. 

The distribution of each ratio in the sample and in the defaulted population is presented in Table 11, 

in most of the indicators the normalized distribution is coherent with the assumption of strong 

relationship between key accounting and financial indicators and company ability to meet its debt 

obligations. 
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TABLE 10 Selected accounting and financial indicators 

 

Area Indicator Calculation Description 

Financial liquidity ratio 
(cash + cash equivalents + current receivables + 

short term investments) / current liabilities 

level of coverage of short-term liabilities 

with very liquid assets (<90 days liquidity 

horizon) 

Financial current ratio current assets / current liabilities 
level of coverage of current short-term 
liabilities using short term assets (<1y 

liquidity horizon) 

Financial 
fixed-asset (tangible) coverage 

ratio 
((Assets – Intangible Assets) – (Current 

Liabilities – Short-term Debt)) / Total Debt 
level of coverage of total debt with 

tangible assets 

Financial depreciation accumulated depreciation / fixed asset 
measure of age, value and remaining 

usefulness of fixed assets 

Financial 
fixed-asset (financial) coverage 

ratio 
((Assets (Financials) – (Current Liabilities – 

Short-term Debt)) / Total Debt 
level of coverage of total debt with 

financial assets 

Financial bank debt/revenues ratio bank debt / revenues ratio - 

Financial cost of credit - - 

Financial net financial position - 
level of coverage of current interest 

payment with available earnings 

Leverage short-term debt ratio short term debt / total debt 
level of coverage of current interest 

payment with revenues 

Leverage long-term debt ratio long term debt / total debt 
sum of bank borrowings, short, medium 
and long-term borrowings, net of cash 

held in hand and at bank. 

Leverage debt ratio total debt / total asset - 

Leverage equity ratio total equity / total asset - 

Leverage 
equity ratio (from external 

stakeholders) 
- leverage used by the company 

Leverage debt/equity ratio total liabilities / total shareholders’ equity leverage used by the company 

Leverage debt/EBITDA ratio debt / EBITDA - 

Profitability interest coverage ratio EBIT / interest expense leverage used by the company 

Profitability interest/revenues ratio interest expense / revenues - 

Profitability EBITDA - - 

Profitability EBITDA/Sales ratio - - 

Profitability ROA net income / total assets earnings generated from invested capital 

Profitability ROI EBITDA / total assets - 

Profitability ROS EBITDA / revenues - 

Profitability ROE net income / average shareholder equity - 

Profitability non-core losses/gains - - 
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TABLE 11 Accounting ratios – in-sample distribution (normalized), defaulted population in red 

 

 
 

 

Macroeconomic environment and indicators 

The historical window covers the years from 2009 to 2018. In this time frame the Italian economy 

received two major shocks: from the US financial crisis of 2008 and the closer and stronger impact 

of the EU crisis of 2011. 

Before 2008, in the early stages of the crisis, Italy had been very marginally impacted, but the 

bankruptcy of Lehman Brothers in September 2008 shifted the focus from the sub-prime bonds and 
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housing market, where Italian banks did not have material exposures, to the interbank loan market. 

The unexpected increase of interbank rates as well as the increased uncertainty of the financial 

environment and solidity of the counterparties, resulted in a reduced willingness to grant loans, and 

at the same time raising collateral requirements, to preserve liquidity. At this point the effects of the 

financial crisis reached the real economy. The pessimistic outlook induced the population to reduce 

spending, with a negative impact on real estate and consumer discretionary sectors. Businesses 

reacted to the reduced profit margins by cutting costs, via reduced full-time contract and not 

renewing temporary working arrangements. 

Most affected parts of the economy had been younger and low-salary workers, and small and 

medium size enterprises. The former had minor guarantees protecting their job while SMEs were 

particularly impacted by the tendency of larger firms to internalize parts of the production processes 

that led to less business for sub-contractors, in most cases SMEs. At the same time, existing 

contracts were renegotiated to lower prices and payments to suppliers were delayed. The 

government response was to support banks and large companies to induce them to retain most of the 

workforce while cutting public spending, rather than increase taxes. 

The origination of the 2011 crisis was instead driven by investors losing confidence in Italy’s ability 

to repay its debt. As Italian government bonds yields increased above the 7% threshold, the 

servicing cost of debt was deemed to high compared to internal growth and investors started to 

close their exposures, driving a further increase of the yields. This escalation was partially mitigated 

by the ECB intervention as the Central Bank began to buy Italian bonds, succeeding in lowering the 

cost of debt. Moreover, given the persisting volatility in the markets and not so good forward-

looking outlook, rating agencies also downgraded Italy sovereign debt by two notches to BBB+. 

The crisis de-escalated only after a change in the lead of the government and with austerity 

measures in place. 

Afterwards the economy started its path to recovery, with GDP growth returning to positive, even if 

still low, with production levels and default rates normalizing – Table 12. 
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TABLE 12 In-sample default rate evolution and macroeconomic indicators in Italy 
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2.3 MODEL CALIBRATION 

Three calibration techniques have been tested: logit regression on all the available variables, 

backward stepwise regression logit and neural network; results are presented in Table 13.  

Accuracy results have been obtained with a repetitive cycle of training and testing of the model 

across the available historical data. The overall accuracy of ~70% for both type I and type II 

classification rates represents the average of model performances across the 2009–2018 time 

window, with different forecast horizons ranging from one to three years. In the second calibration 

cycle, macroeconomic data, more specifically the regional GDP per capita, GDP growth and GDP 

volatility were included as input in the regression. This affected marginally overall results in the 

logit and neural network model, and improved type II in-training classification accuracy in the 

stepwise-logit model. Out of sample testing had not been materially impacted; results are presented 

in Table 14. 

Overall accuracy of the model is broadly aligned with similar research papers, with high number of 

firms and observations being used for calibration and where SME are well represented in the 

sample, as in Altman, Sabato and Wilson (Altman et al., 2010).  

TABLE 13 Base Model – Accuracy 

 

 Logit Model Logit and stepwise regression Neural Network 
 Training Testing Training Testing Training Testing 
 Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec. 

Lag (t+1) 69% 73% 68% 73% 70% 72% 69% 73% 63% 49% 70% 42% 

Lag (t+2) 69% 73% 67% 74% 70% 71% 67% 74% 70% 40% 66% 46% 

Lag (t+3) 69% 72% 68% 72% 70% 71% 69% 71% 63% 46% 74% 39% 
             

Average 69% 73% 68% 73% 70% 71% 68% 73% 65% 45% 70% 42% 
 

 

TABLE 14 Model with Macroeconomic indicators – Accuracy 

 

 Logit Model Logit and stepwise regression Neural Network 
 Training Testing Training Testing Training Testing 
 Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec. 

Lag (t+1) 69% 73% 69% 73% 68% 74% 69% 73% 74% 37% 74% 37% 

Lag (t+2) 69% 73% 69% 72% 68% 74% 70% 71% 60% 51% 68% 45% 

Lag (t+3) 69% 73% 68% 71% 67% 74% 69% 71% 59% 53% 77% 37% 

             
Average 69% 73% 69% 72% 68% 74% 69% 72% 65% 47% 73% 40% 
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Analysis of the results 

Results are now analyzed at a more granular level, focusing on magnitude of the error and sub-

buckets accuracies for defaulting firms. There is broad consensus in literature of asymmetric 

misclassification costs: the cost of starting a business relationship or lending a given amount of 

money with a client that might default on its debt is higher than not borrowing to a healthy firm. 

Therefore, we now focus our attention on the error rate of misclassification of defaulting firm: 

▪ Magnitude of the error: the optimal cut-off point is calibrated with the aim of maximizing 

the accuracy for both sensitivity and specificity under the assumption that a certain amount 

of risk taking must be taken and that it would not be ideal for the lender to be either 

extremely conservative or to lend unconditionally. Error in the model’s output is above a 

tolerance level of 5% for more than 90% of the incorrectly classified population and 

identifies all the situation where the accounting and financial ratios do not anticipate a 

situation of distress for the company. In Figure 4, the output from the model has been 

plotted and colored blue in case of estimation error. 

 

FIGURE 4  Example of model output – 1 Year Lag, Defaulted population, cut-off point at 0.05 and type I 

accuracy at 70% 

 

 
 

 

▪ Bucket accuracy: the model has been trained on a wide range of degrees of financial 

distress, as described in the previous section; error rates for each status bucket are presented 

in Table 15. The model performs relatively well for both early signs of distress (‘stato di 

insolvenza’) and more severe ones (‘fallimento’). 
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TABLE 15 Example of model output for buckets with more than 20 observations – 1 Year Lag, defaulted 

population, cut-off point at 0.05 and type I accuracy at 70% 

 

Status details True False Total Error Accuracy 

Accordo di ristrutturazione dei debiti 50 67 117 57% 43% 

Amministrazione straordinaria 90 20 110 18% 82% 

Cancellata d’ufficio ai sensi art. 2490 c.c. 35 10 45 22% 78% 

Cancellazione dal registro delle imprese 431 415 846 49% 51% 

Cessazione delle attività nella provincia 10 15 25 60% 40% 

Chiusura del fallimento 417 161 578 28% 72% 

Chiusura della liquidazione 86 111 197 56% 44% 

Concordato fallimentare 37 5 42 12% 88% 

Concordato preventivo 137 106 243 44% 56% 

Fallimento 2321 737 3058 24% 76% 

Liquidazione 4 20 24 83% 17% 

Liquidazione coatta amministrativa 44 6 50 12% 88% 

Liquidazione volontaria 32 9 41 22% 78% 

Provvedimento di cancellazione dal registro delle 

imprese 
124 68 192 35% 65% 

Scioglimento 20 22 42 52% 48% 

Scioglimento e liquidazione 124 102 226 45% 55% 

Stato di insolvenza 98 31 129 24% 76% 

Trasferimento in altra provincia 25 16 41 39% 61% 

Defaulted – Total 4127 1955 6082     
 

 

 

  



 
 

39 

 

Financial ratios selection with Entropy Method 

The entropy method is an alternative procedure to gauge indicators’ predictive strength in the 

model. The underlying information theory states that lower degree of system’s disorder can be 

linked to a small entropy value and, as the entropy increases, the associated explanatory power of 

the variable tends to reduce. This is used to estimate the discriminating ability for each attribute and 

select the more relevant ones for the purpose of bankruptcy prediction. 

The database is a matrix containing m columns, corresponding to the financial ratios variables, and 

n rows containing the information for the n-th firm. Ratios are normalized to remove the impact 

from the average magnitude of the variables to calculate comprehensive entropy indicators when 

measurement units are not uniform. 

(1) 𝑥_𝑛𝑜𝑟𝑚𝑛𝑚 =  
𝑥𝑛𝑚 − 𝑥𝑛𝑚

𝑚𝑖𝑛

𝑥𝑛𝑚
𝑚𝑎𝑥 − 𝑥𝑛𝑚

𝑚𝑖𝑛
 𝑤𝑖𝑡ℎ 𝑛 = 1, 2, … 𝑁 𝑎𝑛𝑑 𝑚 = 1,2, … , 𝑀 

 

The proportion for each observation is calculated as: 

(2) 𝑝𝑥(𝑛,𝑚) =  
𝑥𝑛𝑚

∑ 𝑥𝑛𝑚𝑁
𝑛=1

 

 

(3) 𝑒𝑛𝑡𝑟𝑜𝑝𝑦𝑚 =  −𝑘 ∑ 𝑝𝑥(𝑛,𝑚) ∗ ln (

𝑀

𝑚=1

𝑝𝑥(𝑛,𝑚)) 

 

Finally, the weight of each indicator is calculated as presented below, with 𝑑𝑗 being information 

entropy redundancy. 

(4) 𝑤𝑥 =  
𝑑𝑚

∑ 𝑑𝑀
𝑚=1

 𝑤𝑖𝑡ℎ 𝑑𝑗 = 1 − 𝑒𝑛𝑡𝑟𝑜𝑝𝑦𝑚  𝑎𝑛𝑑 𝑚 = 1, 2, … , 𝑀 

 

To test the appropriateness of the methodology, each one of the observations is ranked based on the 

distance from the ideal combination. This is set as the optimal value of every attribute from the 

weighted matrix calculated via entropy method. Results, presented in Table 16, show good 

differentiation in the average rank of the two classes of defaulted and non-defaulted, as the average 

position in the total sample for the former is higher than the latter. 
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Table 16 Ranking of observations based on TOPSIS technique (Technique for Order Preference by 

Similarity to Ideal Solution). Values range from 0.22 to 0.49, the smaller the closer to the ideal solution. 

 

Class / Year 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 

Non-defaulted 0.3212 0.3214 0.3219 0.3215 0.3221 0.3224 0.3223 0.3229 0.3237 0.3243 

Defaulted 0.3296 0.3278 0.3283 0.3265 0.3257 0.3245 0.3245 0.3255 0.3270 0.3320 
 

 

 

2.4 CONCLUSIONS 

The analysis performed on a sample of Italian firms active in the years from 2009 to 2018 needs to 

take into account the material presence of SME in the Italian landscape. The original assumptions of 

selecting indicators related to the three main accounting areas (financial, leverage and profitability) 

has been backed up by (i) the wide literature proposing similar solutions in default prediction 

modelling and (ii) by the model calibration performed on the sample used in this research. The 

results show a higher accuracy of conditional probability models, logit and stepwise logit, compared 

to neural network calibration. CPM models’ accuracy is broadly aligned with the relevant literature. 

Lower levels of performance for the neural network calibration can be traced back to the heavy 

computational power required to run the calibration, as the routines are usually run on smaller 

samples, and hence the need to reduce the number of nodes during the cycles of training, which is 

likely to impact results. Satisfactory results of logit models constitute a solid basis on which the 

additional proposed enhancements, i.e. related to the inclusion of non-financial information and 

risk-taking propensities, can be implemented and more easily tested. This is mainly due to the 

upside of using CPM models allowing a clear understanding of the significance and contribution of 

each one of the selected variables to the default prediction.  
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3. DATASET ENHANCEMENTS 

3.1 INTRODUCTION 

In the chapter, three enhancements will be proposed to increase the base model’s performances and 

build a new integrated model which can leverage on additional data points of soft information to 

complement the evidence derived from accounting, financial and macroeconomic data.  

The first enhancement is related to the addition of event data from online available information, the 

second is focused on analyzing the relationship with entrepreneurs’ and firms’ age, proposing a link 

with personal risk propensity’s frameworks, and bankruptcy prediction. The latter can result 

specifically useful for industries where SME’s presence represents a material portion of the 

population due to a more direct relationship between the entrepreneur’s risk propensity and firm’s 

performance. Finally, we will investigate the relationship between companies’ default rates and the 

closeness to the local communities, where we have identified the central node in the local religious 

institutions. 

3.2 EVENT DATA 

In the previous section, the model has been calibrated with a wide range of accounting and financial 

indicators covering the different areas of each company balance sheet and P/L statement. In the 

second calibration cycle, macroeconomic data has been included with the aim of feeding 

information on the economic cycle and its impact on the default rates in the population.  Both these 

explanatory variables, even though certainly related to the overall performance of the company, are 

lagging indicators, driven by the periodical, and not continuous, publication of the financial 

accounts and the macroeconomic data. This limitation can be overcome with the current dataset 

being enhanced with event data. Since all the available information from the AIDA database has 

been used, additional information can be sourced from public data and news available online.  

For each company, the implemented model performs an online search with the legal name of the 

firm and consolidates all the information in text format to be analyzed. The addition of text analysis 

in default prediction modelling has also been proposed in other works (Stevenson et al., 2021). In 

this case, the author investigated the information available from the reports prepared by the loan 

officer in the initial credit assessment process, verifying whether the statements produced at 

origination can be predictive of default. 



 
 

42 

 

Generally, words’ processing can be done following three main approaches: (1) thesaurus-based 

approach, (2) count-based approach and (3) inference-based approach calibrated with deep learning 

algorithms. For this research, a combination of (1) and (2) has been used, alternative (3) is more 

suited for direct impacts from news publication, for example stock prices going up or down. In the 

case of financial distress, the training of the algorithm would be slower as information published 

can be checked against annual information and not a continuous flow of prices. Therefore, the 

decision to code the model to analyze the text data against a list of sensitive keywords, generally 

used in news articles describing a situation of distress for the firm. 

Code’s description 

TABLE 17 Web-searching function 

 

 
 

The code has been developed in R language and it is structured with a function to extract the 

information from the web pages and with the related script to elaborate the information. More 

precisely, the function’s scope is to dynamically extract relevant search results for each one of the 

companies while the accompanying script elaborates the blocks of text provided by the function. 
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Target web pages are developed in HTML (hypertext markup language) which, as the name 

suggests, is not a programming language but rather a mark-up language used to build and structure 

the web page. Such pages are organized with tags, within “<>” brackets, that delimitate each 

section of the page. Each tag is accompanied by a similar one to indicate the beginning and the end 

of the section, for example a text paragraph would be identified by <p> at the beginning of the 

paragraph and by </p> at the end. Identifying the opening and closing tags is important to 

understand the structure of the web page as tags can also be nested in a tree-like structure and 

consequent hierarchy will be key to breakdown the page’s content. 

The first input needed by the function is the link to the webpage containing the information we are 

looking for. For this purpose, there was the need of a dynamic link because we are looking 

iteratively for news data for different companies. This is achieved by examining how the link 

changes after each research. The first part is usually the main domain, in the case presented in Table 

17 “search_engine.com/”. This is followed by the section we want to analyze. To increase the 

information being looked up by the function, two routines are run: the first one on the standard 

search results page, the second iteration limited to the news page only. The next part of the link 

contains the dynamic part of the vector, the company’s name, that is fed to the string. The final part 

is kept fixed as contains mostly formatting information. 

After enabling the dynamic change of link by the function, the next step involves taking the relevant 

info from the webpage. This is achieved by extracting all the text paragraph in the search result 

page, which is, in this case, identified by the same tag, allowing a clean extraction just with one 

input in the function. The search algorithm already presents in this page the instances where the 

keywords we have specified in the research string appear in the result, therefore we can leverage 

this without going through every result’s link. The remaining part of the function has been built to 

clean the output format of the extraction to be more easily analyzed by the next block of code that 

searches and counts how many times the bankruptcy keywords defined in the previous section 

appear in the extracted block of text. 

Results from enhanced dataset with event data 

The new model has been trained and calibrated on a reduced sample of 50 firms, half of which 

defaulted to test classification accuracy of the keywords2, and has then been deployed on the whole 

misclassified testing set of defaulted companies presented in Table 15. New implementation 

 
2 List of keywords coded in the model are: 'bankruptcy', 'bankrupt', 'default', 'bancarotta', 'liquidazione', 'concordato', 

'crisi', 'fallimento'. 
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improved classification results, up to 5% for some of the sub-buckets, detailed results are presented 

in Table 18. 

TABLE 18 Testing of the enhanced model 

 

Status details True False Total Error Accuracy 
New 

Accuracy 
%-change 

Accordo di ristrutturazione dei debiti 50 67 117 57% 43% 43% 0% 

Amministrazione straordinaria 90 20 110 18% 82% 84% 2% 

Cancellata d'ufficio ai sensi art. 2490 c.c. 35 10 45 22% 78% 82% 4% 

Cancellazione dal registro delle imprese 431 415 846 49% 51% 52% 1% 

Cessazione delle attività nella provincia 10 15 25 60% 40% 40% 0% 

Chiusura del fallimento 417 161 578 28% 72% 73% 1% 

Chiusura della liquidazione 86 111 197 56% 44% 46% 2% 

Concordato fallimentare 37 5 42 12% 88% 88% 0% 

Concordato preventivo 137 106 243 44% 56% 60% 4% 

Fallimento 2321 737 3058 24% 76% 77% 1% 

Liquidazione 4 20 24 83% 17% 17% 0% 

Liquidazione coatta amministrativa 44 6 50 12% 88% 88% 0% 

Liquidazione volontaria 32 9 41 22% 78% 80% 2% 

Provvedimento di cancellazione dal registro 

delle imprese 
124 68 192 35% 65% 65% 0% 

Scioglimento 20 22 42 52% 48% 50% 2% 

Scioglimento e liquidazione 124 102 226 45% 55% 56% 1% 

Stato di insolvenza 98 31 129 24% 76% 81% 5% 

Trasferimento in altra provincia 25 16 41 39% 61% 66% 5% 

Defaulted - Total 4127 1955 6082         
 

 

 

Overall, the model automatically reported 153 cases, out of the ~2000 firms, of text containing one 

or more mentions of the keywords. For what concerns the correct company identification and 

accurate negative news classification, out of the ~2000 firms, downloaded results pointing to the 

correct company in the testing database represents 73% of the total; negative news identification 

rules present 62% accuracy rate. 

Comparison with findings from the systematic literature review 

In chapter 1, a systematic literature review was performed to identify key features and downsides 

across the relevant literature. From this, the work from Altman, Sabato and Wilson (Altman et al., 

2010) is specifically called out in this paragraph due to the similarities with the present study driven 

by the calibration technique being used, sample size and characteristics.  

For comparability with the other studies the results have been presented aggregated and in different 

breakdowns. In Table 19, results are shown by region: the model returns broadly stable accuracy 

rates across north, center and south. The weighted average accuracy is slightly higher for the north 

driven by +2/4% in Type II accuracy compared to the other regions. This might be explained, albeit 

difference with the other regions is very small, by a lower overall default rate marginally impacting 
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the calibration of the regressor coefficients during training. The underlying historical factors for this 

have been discussed in the first section of this work. Regarding the Type I error rate this is also 

broadly stable across regions, with accuracy rates also benefiting from the enhanced database with 

event data. The comparison with the systematic literature review’s findings shows lower 

sensitivities (Type I accuracy) and specificities (Type II accuracy). The comparison with Altman, 

Sabato and Wilson (Altman et al., 2010) shows though a slightly higher specificity compared to the 

published results. 

To better understand the differences in type and type II error rates, in Table 20, results are instead 

presented by Tier, ranging from 1 to 3 depending on the severity of the company financial distress. 

One key difference between the presented results and most of the other papers is the default 

definition. While this is usually overlapping with the judicial definition of bankruptcy, in this 

research the scope is wider as it includes also earlier stages of financial distress. Under Tier 1 only 

the most severe stages are included: (i) amministrazione straordinaria, (ii) concordato fallimentare, 

(iii) fallimento, (iv) liquidazione and (v) liquidazione coatta amministrativa. In Tier 2, company’s 

classifications being included are (i) accordo di ristrutturazione dei debiti, (ii) chiusura del 

fallimento, (iii) chiusura della liquidazione, (iv) concordato preventivo, (v) liquidazione volontaria, 

(vi) scioglimento e liquidazione and (vi) stato di insolvenza. These are less severe stages compared 

to Tier I, but all are indeed flagging a situation of liquidity shortage, but with a slightly higher 

recovery probability. In Tier 3 all the remaining stages are bucketed, the full list of in-sample 

classification has been presented earlier in the thesis.  

The model can better classify more consolidated stages of distress, mostly aligned with the 

international definition of bankruptcy. Reasons can be mainly driven by the usage of financial ratios 

as the main input in the model. These are, by definition, lagging indicators; therefore, a very early 

situation of reduced liquidity buffer can be harder to identify. In Table 20, it is shown how 

comparable results from the quantitative literature review are aligned to the ones from our model. 

The results exceed expectations compared to the relevant literature analyzed in the first chapter 

because of (i) mixed and (ii) nonmatching random training sample, (iii) high heterogeneity in the 

Italian enterprises landscape. Among the main objectives, the model should be applicable to all 

firms, and this is indeed the case as no carve-outs have been done to the training sample: both listed 

and SME are included and results prove that both sensitivity and specificity wise the model 

performs in line with published results. Secondly, the sample corresponds to a random sample 

extracted from all the available information in the market which can then be assumed to correctly 

represent the actual population. It should be expected that smaller samples would be easier to 
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manage to delimitate the scope and better define the specific targets, restricting the research to a 

specific industry or firm’s type. It is believed that the chosen sample is more in line with modern 

needs of classification and initial due diligence that require higher flexibility of scope and that can 

also flag early situation of distress that can impact future projection of recovery on granted loans. 

Finally, on in-sample heterogeneity, this is the case for the Italian landscape, the model performs 

accurately across buckets, regions and firm’s structures. The model is specifically suited where an 

accurate and relative quick and automated analysis need to be performed, where the information on 

the distance from safe benchmarks can be easily calculated; for example, when a bank is deciding 

whether or not to grant smaller to mid-size loans, which is often the case in the Italian market. 

Moreover, extracting information from the public sources online, as described in the previous 

section, can bridge the gap derived from accounting and financial ratios and their inherent lag. This 

can, of course, drive better decisions upfront, i.e. on whether or not to grant a loan, but can also 

accelerate the recovery process by providing an easy to use and automatic tool in the monitoring 

phase of the credit cycle. 

Final consideration on the calibration methodology. Results show lower accuracy under NN 

compared to the other conditional probability models (CPM) alternatives. One driver may be that 

NN implementation generally performs better with smaller samples than the one used in this 

research. Despite a slightly lower accuracy discovered in the mentioned quantitative literature 

review, we believe that the CPM implementation can be a more useful tool because of the 

explanatory power and easier output interpretation of the technique itself compared to the black-box 

structure of neural networks. This allows to breakdown more granularly where the weaknesses of 

the firm are compared to the sample’s benchmarks, allowing a closer specific monitoring or fine-

tuned solutions, i.e. longer loan maturity or smaller overall ticket, to account for these. 
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TABLE 19 Results comparison with systematic literature review 

 

    Literature review Altman, Sabato, Wilson 2010 

Model Type I 

Type I 

(Enhanced database 

with event data*) 

Type II Type I Type II Type I Type II 

L 68% 70% 73% 77% 81% 77% 73% 

North 68% 69% 74%     

Center 65% 67% 72%     

South 68% 70% 70%     

L+M 69% 71% 73%     

SWL 69% 70% 73% 77% 81% 77% 73% 

North 68% 69% 74%     

Center 65% 67% 72%     

South 69% 70% 69%     

SWL+M 69% 71% 73%     

NN 70% 71% 42%     

NN+M 74% 76% 37% 88% 84%   

e 68% 70% 66% 77% 81%   
        

*Estimated improvement based on iteration on 6082 observations 

(L = Logit, SWL = Stepwise Logit Regression, NN = Neural Network, M = addition of macroeconomic data, e = 

entropy method to select relevant indicators) 
 

 

 

TABLE 20 Results comparison with literature review – Type I error rate by sub-bucketing 

 

   Literature review Altman, Sabato, Wilson 2010 

Model Type I 

Type I 

(Enhanced 

database with 

event data) 

Type I Type II Type I Type II 

L 68% 70% 77% 81% 77% 73% 

Tier 1 76% 77%     

Tier 2 62% 63%     

Tier 3 54% 55%     
 

 

 

  



 
 

48 

 

3.3 ENTERPRENEUR’S AGE 

As with some other research fields, the risk associated with a particular firm is also dependent on a 

series of qualitative factors strongly linked with personal propensities and attitudes. In the field of 

corporates’ bankruptcy prediction, a direct relationship between the actions of each individual and 

the influence on either the final output or the performance of the firm can be sometimes hard to 

identify. Especially in large corporations, where different agents are operating at the same time, it 

can be difficult to identify the driving forces, breaking them down to the individual level. Moreover, 

a structural oversight, both vertically, i.e. the internal collaboration within the teams with directors 

and employees, and horizontally across different departments, for example Risk or Compliance, can 

have a mitigating effect on personal drivers and behavioral biases. 

Due to the mentioned factors, small enterprises represent a more feasible target of the study as it can 

be assumed that, given the smaller management group, smaller enterprises are in most cases family 

owned, the performance and amount of risk taking have a more direct link to the individual 

propensities of the entrepreneur. The sample used in this section has been restricted to ~4800 firms’ 

observations from Italy presenting a physical person fiscal code (“codice fiscale”) from where the 

entrepreneur’s attributes have been estimated. 

The first factor included in the analysis is the age of the entrepreneur. Across the literature, the 

definition for risk propensity can vary and can also depend on the local culture and, more widely, 

socially accepted behaviors. For example, in the studies of young generations and adolescents, risk 

taking can be defined as engaging in actions or activities that might compromise the wellbeing, or 

health, of another individual, or group of people. A downside of this definition, in this case causing 

specific harm, is that it cannot be easily extended across societies and cultures. For example, 

conducting a Western style of living can be perceived as normal in some countries and considered 

risky in other Regions of the world (Duell et al., 2018). Moreover, this definition can be hardly 

linked to firm’s performance and considered accurate predictor of financial distress. Therefore, the 

characterization that will be used in this research is wider and defined as the inherent propensity of 

risk taking or the personal inclination to take risks.  

The underlying personality traits are usually connected with biological factors and influenced from 

the surrounding environment: risk taking serves as a fitting role in the society (Mata et al., 2016). 

Among the main theoretical structures where this can be framed, there is the life-history theory: 

individuals are inherently driven to maximize their fitness in the society and allocate their time and 

energy for this purpose. This is strongly linked with the sensation seeking framework, that focuses 
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on the analysis of personal needs of feeling of excitement or novelty, variety seeking or any other 

stimulus to maintain an optimal level of activation. More precisely, this has been defined 

(Zuckerman, 2007) as a “trait defined by the seeking of varied, novel, complex, and intense 

sensations and experiences, and the willingness to take physical, social, legal, and financial risks for 

the sake of such experience”. 

The two variables chosen within the scope of this analysis are age and surrounding environment. 

Starting with the latter, this traces back to the life-history theory. A worse state of economy and 

macroeconomic conditions can lead individuals to take more risks at an earlier stage of life 

compared to other societies. On one side, life expectancy needs to be accounted for, on the other 

side the need to adapt, or fit in, can be accelerated by a harsher environment. At the same time this 

can be offset by life-events happening at an earlier stage. For example, in some societies starting 

parenting or employment comes on average at an early stage of life and may leave an imprinting of 

personality maturation that can reduce innate risk propensity and skew the comparison simply by 

age group across regions. 

On the age of the individual, there is ample evidence in literature of an inverted U-shaped pattern 

with greater risk taking in the first part of life, reducing as the individual grows older (Duell et al., 

2018). The shape of the curve raises some questions on the complete adaptability of the life-theory 

framework, in particular the monotonic declining trend after the peak. It should be expected that 

older individuals, with a higher mortality rate compared to the younger generations, would be 

willing to take on more risks in the hope of more immediate achievements. In practice, this is not 

always the case as studies have confirmed lower levels of risk taking across older individuals, 

within the life-history theory this can be justified by the possibility of transfer of the life-built 

resources to the close family or future generations.  

The status of the firm, defaulted or not, and the total revenues are taken into account in order to test 

the applicability of the framework on the selected group of micro, small and medium enterprises. 

From a higher risk propensity of the company higher returns can be expected, but also a higher 

default rate. This is indeed the case in the sample, as shown in Figure 5. The default rate is inversely 

correlated with the age variable, reaching the peak for less than 30 years old category, and then 

following a declining trend. Moreover, looking at the distribution of revenues across the performing 

companies of the sample, it is also found a high upside potential in the first bucket, entrepreneurs 

aged 30 or less, which is broadly aligned to those of the older generations. These ones though, have 

a higher in-sample average. This is in line with expectations as risk taking is usually correlated with 

lower performances, in this case lower revenues, in smaller enterprises. This is because of 
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assumptions of less structured internal and external monitoring and risk management of risk-taking 

strategies. These are usually based on the intuition of a small number of people, sometimes the 

founding family or entrepreneur, without deep systemic analysis or external feedback as well as less 

external pressure, i.e. auditors or other stakeholders, to motivate or justify the chosen strategy.  

FIGURE 5 Default distribution by age of the entrepreneur 

 

 
 

 

FIGURE 6 Revenues distribution by age bucket 
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3.4 FIRM’S AGE 

The risk-taking propensity of the entrepreneur can also be studied from the angle of the propensity 

to innovate and proactiveness (De Massis et al., 2014). As mentioned before, the sample of analysis 

includes only micro, small and medium enterprises. This is an important point to stress since the 

first distinction found in the relevant literature is between family-owned companies and non-family 

owned. Family firms are less inclined to take risks compared to the other types of companies. There 

are various factors contributing to this tendency. Among those, agency theory demonstrates an 

inverse correlation between equity ownership and risk-taking propensity. Secondly, since most of 

the family wealth is usually invested in the company, strategic or investment decisions can be more 

difficult to go through. Moreover, additional influence comes from concerns on the ability to 

preserve the social wellbeing of the closer future generation as well as the good reputation of the 

family name. 

There are many variables identified with a higher risk tendency, but all of them are correlated to the 

two main categories of innovativeness and proactiveness. The first is mainly related to output 

innovation, i.e. releasing new products or services, the latter as being pioneers in the industry where 

the firm operates. Both are key factors of one company’s longevity. If the investment is successful, 

the enterprises can gain a big advantage over competitors and can also have a driving force in 

shaping the external environment. When management is reduced to a small number of people, with 

family involvement or friendships among founding members, literature is divided on whether 

proactiveness and innovativeness are encouraged or not. This is because of the alternative 

assumptions leading to agency or stewardship behaviors.  

On one side, the agency theory assumes that, especially for larger families, business goals are not 

aligned to family objectives. This means that management is driven by self-interest and the main 

force would be to preserve the individual’s wealth rather than to invest on the firm longevity and 

future. Consequently, expectation under this theory would be that firms focus on inflated 

management compensations at the expense of research and pursuing of new opportunities. On the 

other side, the stewardship theory proposes converging alignment between family and company 

goals. Family relationships are usually driven by altruism, affection and trust and this is mirrored to 

the commitment to the wellbeing of the enterprises. This means that the company represents an 

extension of the family, long-term survival and reputation are key priorities because those become 

attributes and characterizations of the family itself, therefore innovativeness and proactiveness 

represent a strong commitment under this assumption. Given the complexity of human nature the 
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two theories can be both valid at different stages of the company’s life. In Figure 7, the trend on this 

relationship is presented (De Massis et al., 2014).  

This framework describes the propensity as driven by the life cycle of the enterprises. During the 

founding phase there is high alignment of goals and collaboration within management, everyone has 

high ambitions and expectations for the newly created company. Altruism and informality are key 

factors of this first phase: there is good faith in everybody’s intentions of having the well-being and 

development of the company as key priority, aiming to minimize everything that may subtract 

resources to the firm.  

In the next phase, the firm has now successfully passed the initial stage. This consolidates the 

positive feelings mentioned among founding members adding on top also feelings of pride and 

prestige due to having established a working business. As the number of members that rely on the 

company grows though, management goals can get increasingly fragmented and each member’s 

goal can diverge from what would be in the best interest of the company as a whole. More formal 

agreements start to be needed as trust among members starts to decline. This has a negative impact 

on firm’s ability to innovate as management gradually turns from stewards to agents more eager to 

further pursue conservative policies and strategies with special attention to efficiency rather than 

innovation. 

The firm loses that competitive advantage that characterized its founding phase while the goals of 

each member of management begins to diverge from the optimal strategy of the company, leading 

to reduced performance overall. This is the driving force of the following realignment among each 

individual’s goal to what would be best for the company. As the monetary contribution distributed 

reduces, a new shifting focus towards innovation and proactiveness can find more consensus. 

Objectives begin to converge again with the reemerge of altruism and trust as the agent behavior is 

abandoned to returns to a stewardship attitude among founding members.  

After this phase, the firm has now been operating for a long time and it is also reasonable to assume 

to have a well-established position in the competitive landscape. The trends at this stage are usually 

to open management to external components, with stronger internal controls and monitoring. As 

new standard corporate’s routines and policies take increasing weight in strategic decisions, family 

ability to drive and lead change within the company becomes weaker. In this stage, founding 

members main concern is ownership and a more conservative behavior, with another shift from 

stewardship to agent propensity, arises again reducing the innovativeness push, which is now on a 

declining trend inversely related to firm’s age. 
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FIGURE 7 Proactiveness trend (A. De Massis et al – 2014) 

 

 
 

Testing the described framework on the selected sample of enterprises, we found consistency with 

the mentioned attributes as presented in Figure 8. This is also consistent with what was presented in 

the previous section on entrepreneur’s age as would be expected considering that newly born firms 

will belong to younger founders.  
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FIGURE 8 Default rate distribution by firm’s age 

 

 
 

The assumptions presented above and tested on a reduced sample are now applied to the wider 

population referenced in the previous chapters. Given the aligned trend for the entrepreneur and 

firm age and due to information availability constraints, only the latter has been considered in the 

following simulations. As mentioned, the correlation among the variables can be explained because 

younger firms are usually started by younger entrepreneurs and vice-versa for older firm’s and their 

leadership. Improvements are mainly impacting model’s specificity as can be seen in Table 21. 

TABLE 21 Model accuracy for micro and small enterprises with less than 50 employees and revenues below 

€10M, with and without age variable 

 

 Stepwise Logit Model (with age variable) Stepwise Logit Model (w/o age variable) 
 Training Testing Training Testing 
 Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec. 

Lag (t+1) 64% 69% 60% 73% 63% 69% 60% 71% 

Lag (t+2) 65% 69% 61% 69% 64% 69% 61% 68% 

Lag (t+3) 65% 69% 59% 69% 64% 69% 59% 68% 
         

Average 65% 69% 60% 70% 64% 69% 60% 69% 
 

 

As a second step, to further test the applicability of the framework, another analysis is performed in 

order to study the significance of the age value while changing the firm’s dimension. This is 

achieved by running the model on different partitions on the sample obtained by changing the 

number of people employed and the total revenues. The first one above the EU definition of small 

and medium enterprises (SME), with a threshold of more than 250 employees and revenues above 

€50M, the second one below the mentioned thresholds. The age variable is significant only below 

the SME threshold, in line with the theoretical assumptions. 
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TABLE 22 Summary statistics – logit regression  

 

Less than 250 employees and below €50M of revenues   More than 250 employees and above €50M of revenues 

 Estimate Std. Error z value Pr(>|z|)    Estimate Std. Error z value Pr(>|z|)  

(Intercept) 14.260 1.17E+02 0.122 0.90297   (Intercept) -3.858 4.71E-01 -8.2 2.41E-16 *** 

liquidity ratio 0.081 3.51E-02 2.317 0.02049 *  liquidity ratio -0.203 1.47E-01 -1.387 0.165433  

short-term debt ratio -15.890 1.17E+02 -0.136 0.89192   short-term debt ratio 1.592 4.33E-01 3.677 0.000236 *** 

debt ratio 0.000 9.05E-05 0.976 0.32899   debt ratio -0.002 8.60E-04 -1.903 0.056998 ^ 

fixed-asset (financial) 

coverage ratio 
0.000 4.15E-04 0.961 0.33639   fixed-asset (financial) 

coverage ratio 
0.003 1.20E-03 2.093 0.036381 * 

bank debt/revenues 

ratio 
0.002 1.29E-03 1.467 0.14228   bank debt/revenues 

ratio 
0.016 3.61E-03 4.413 1.02E-05 *** 

cost of credit 0.051 5.40E-03 9.426 < 2e-16 ***  cost of credit 0.094 1.44E-02 6.515 7.28E-11 *** 

interest coverage ratio -0.001 5.63E-04 -0.976 0.32897   interest coverage 

ratio 
-0.007 3.08E-03 -2.226 0.026002 * 

interest/revenues ratio 0.021 4.18E-03 5.134 2.83E-07 ***  interest/revenues 

ratio 
0.132 2.30E-02 5.727 1.02E-08 *** 

equity ratio -0.032 1.69E-03 -18.683 < 2e-16 ***  equity ratio -0.033 5.23E-03 -6.394 1.61E-10 *** 

equity ratio (from 

external stakeholders) 
0.030 5.33E-03 5.66 1.51E-08 ***  equity ratio (from 

external stakeholders) 
0.025 3.70E-02 0.679 0.497357  

net financial position 0.000 1.67E-09 4.421 9.81E-06 ***  net financial position 0.000 9.94E-10 -2.372 0.017699 * 

debt/equity ratio -0.001 4.80E-04 -1.91 0.05614 ^  debt/equity ratio 0.002 4.69E-03 0.486 0.62669  

debt/EBITDA ratio 0.000 6.27E-04 -0.131 0.89564   debt/EBITDA ratio 0.002 1.76E-03 0.9 0.367862  

EBITDA 0.000 1.31E-05 -4.972 6.64E-07 ***  EBITDA 0.000 3.16E-06 -2.37 0.017783 * 

EBITDA/Sales ratio -0.003 8.69E-04 -3.275 0.00106 **  EBITDA/Sales ratio 0.001 3.67E-03 0.149 0.881274  

ROA 0.006 2.79E-03 1.975 0.04822 *  ROA 0.036 1.17E-02 3.05 0.002291 ** 

ROI -0.027 2.88E-03 -9.436 < 2e-16 ***  ROI -0.026 8.64E-03 -3.025 0.002489 ** 

ROS -0.002 4.08E-03 -0.395 0.6927   ROS -0.036 1.35E-02 -2.679 0.007392 ** 

ROE 0.000 8.72E-04 -0.23 0.81841   ROE -0.002 2.51E-03 -0.993 0.320896  

non-core losses/gains -0.003 3.89E-04 -8.313 < 2e-16 ***  non-core losses/gains -0.002 8.28E-04 -2.537 0.011168 * 

age -0.003 1.54E-03 1.652 0.09858 ^  age 0.004 3.45E-03 1.274 0.202709  
 

  

 ^ 𝑝 < 0.10; ∗ 𝑝 < 0.05; ∗∗ 𝑝 < 0.01; ∗∗∗ 𝑝 < 0,001 
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3.5 CLOSENESS TO LOCAL COMMUNITIES  

We propose a framework to leverage and explore the links between the companies’ performance 

and the closeness to the local communities. For this purpose, religious institutions have been 

identified as the central point of societies and we investigate whether the distance from this central 

node can have any effect on performance and default. As for the previous section, the link and the 

impacts on economic and financial variables is assumed to be better identifiable for small and 

medium enterprises due to stronger economic ties with local communities than in larger enterprises. 

Many papers have already investigated the influence of the local religious presence in affecting 

institutional and political change (Belloc et al., 2016), economic growth (Barro and McCleary, 

2003) and enhancing social networks and group cohesion (Wald et al., 1990). Building on the latter, 

we propose a framework that leverages on the distribution of local churches to estimate the positive 

spillover effect of the closeness to the center of the community, as mentioned above, identified in 

the local church. In Italy, the proposed framework also benefits from the limited religious plurality 

due to historical factors (Barro and McCleary, 2003), hence making acceptable the use of only 

catholic reference points. Therefore, we proceed to test our hypothesis that the closeness of the 

enterprises to the local community, identified in the closest religious institution, impacts company’s 

performance and the default rate.  

We have compiled a local database with the list of all the available institutions – with this term we 

refer to the Italian terms abbazia, diocesi and arcidiocesi3 – with public available information as of 

the date of this study. As presented in the figure below, the distribution is capillary across the 

country.  

 

 

 

 

 

 

 

 

 
3 Data has been extracted from https://www.chiesacattolica.it/annuario-cei/ricerca-parrocchie/ 
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FIGURE 9 Distribution of religious institutions in Italy (Sample size: ~17,000) 

 

 
  

From a computational point of view, the religious institutions and the companies addresses have 

been converted to the correspondent latitude and longitude coordinates. Then, we have matched 

each enterprise with the closest church, being the point of minimum distance between the 

enterprises and any religious location in the database. Distance has been computed with the 

geosphere R-package, methodology assumes a spherical earth, not taking into account any 

ellipsoidal effects. A sensitivity analysis of the default rate of the Tier 1 bucket4 has been performed 

by comparing the default rates with the estimated distance to the local church. Three analyses are 

presented with revenue levels of €10 million, €25 million and € 50 million, and number of 

company’s employees ranging from 10 to 35. Due to sample constraints, results are presented only 

if the available number of enterprises for the identified cluster is greater than 1000. Results, 

presented below, appear to support our assumption that, for firms with revenues below €50 million 

and with number of employees below 35, to a higher distance from the local religious institution 

corresponds an average higher default rate.  

 

 
4 As described in the previous chapter of the study, the tier 1 bucket includes only the most severe stages of defaults: (i) 

amministrazione straordinaria, (ii) concordato fallimentare, (iii) fallimento, (iv) liquidazione and (v) liquidazione 

coatta amministrativa 
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FIGURE 10 Sensitivity analysis of Tier 1 default rate distribution across difference distances, on number of 

employees (x-axis) and revenues (y-axis); results have been presented only if available sample is greater than 

1000 companies 

 

  
  

We then proceed to feed the new variable to the classification model described earlier to check for 

significance and enhancements to the model’s performance. Model’s accuracy with the inclusion of 

the distance variable is higher on average, considering both type I and type II error rate, hence 

presenting more balanced results. The results presented below represent the average accuracy of the 

model throughout the running cycle. 

TABLE 23 Model accuracy for micro and small enterprises with less than 50 employees and revenues below 

€10M, with and without distance variable 

 

 Stepwise Logit Model (with distance variable) Stepwise Logit Model (w/o distance variable) 

 Training Testing Training Testing 
 Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec. 

Lag (t+1) 69% 65% 64% 64% 67% 63% 70% 56% 

Lag (t+2) 69% 66% 66% 57% 68% 63% 63% 60% 

Lag (t+3) 69% 66% 68% 52% 68% 63% 73% 45% 
         

Average 69% 66% 66% 58% 68% 63% 69% 54% 
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TABLE 24 Summary statistics – logit regression 

 
 Estimate Std. Error z value Pr(>|z|) Significance 

(Intercept) -3.940e+00 9.802e-01 -4.020 5.82e-05 *** 

liquidity_ratio -1.519e-01 3.579e-02 -4.243 2.20e-05 *** 

debt_ratio_short 2.465e-01 9.806e-01 0.251 0.801509  

debt_ratio_long 5.413e-01 9.880e-01 0.548 0.583809  

depreciation -1.262e-01 1.943e-02 -6.495 8.29e-11 *** 

debt_ratio 1.824e-04 1.204e-04 1.514 0.129904  

coverage_assets_financials -1.208e-03 6.661e-04 -1.814 0.069676 . 

bank_debt_revenues_ratio -1.757e-02 1.802e-03 -9.749 < 2e-16 *** 

cost_of_credit -2.661e-02 7.199e-03 -3.696 0.000219 *** 

negative_interest_coverage -1.853e-03 5.550e-04 -3.339 0.000840 *** 

borrowing_costs_revenues -2.056e-02 6.671e-03 -3.082 0.002055 ** 

financial_independence 1.758e-03 1.481e-03 1.187 0.235120  

degree_ind_third_parties 8.888e-03 6.071e-03 1.464 0.143186  

net_cash_position 1.131e-08 1.712e-09 6.606 3.96e-11 *** 

debt_equity_ratio 1.189e-04 7.665e-04 0.155 0.876779  

debt_EBITDA_ratio -2.493e-03 5.743e-04 -4.341 1.42e-05 *** 

EBITDA -9.420e-05 2.353e-05 -4.004 6.23e-05 *** 

EBITDA_sales -2.890e-03 6.200e-04 -4.661 3.14e-06 *** 

ROA -6.564e-03 3.234e-03 -2.030 0.042403 * 

ROI -3.051e-02 3.164e-03 -9.642 < 2e-16 *** 

ROS 8.566e-03 4.705e-03 1.821 0.068644 . 

ROE 4.806e-03 1.154e-03 4.166 3.09e-05 *** 

interest_expense_income_ratio -2.338e-03 3.850e-04 -6.071 1.27e-09 *** 

distance 1.884e-04 2.295e-05 8.207 2.27e-16 *** 
 

 
^ 𝑝 < 0.10; ∗ 𝑝 < 0.05; ∗∗ 𝑝 < 0.01; ∗∗∗ 𝑝 < 0,001 
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3.6 CONCLUSIONS 

The attempts to further enhance the predictive ability of the model by enriching the dataset have 

been successful in improving the overall accuracy of the classification. The bridge with theoretical 

frameworks mostly belonging within the behavioral finance stream of research can provide new 

points of views other than the consolidated ones. In addition to this, we have leveraged existing 

contribution linking economic development to the closeness to the social centers, in our case local 

churches. Our analysis has also confirmed a degree of statistical significance to this factor, 

providing additional variables that can be fed to the model. 

Finally, we present below the breakdown of the results between the base and the enhanced models, 

noting that: (i) the differences with the tables of comparison presented in chapter 2 are due to the 

sample of analysis being a carve-out of micro and small enterprises and (ii) the analysis presented 

takes into account the testing on the last available year in the sample compared to the average of the 

model’s run presented in Table 23. As presented, the accuracy gains reported by the model running 

on the enhanced dataset are improving the overall performance. This is achieved with a higher 

sensitivity in identifying defaulted firms that more than offset the losses in specificity. 

TABLE 25 Type I and type II accuracy rates for the Base Model and the Integrated Model (Lag 1, hold-out 

sample for testing corresponding to 2018) 

 

 Base Model Integrated Model Difference 

Model Type I Type II Type I 

Type I 

(Enhanced database with 

event data*) 

Type II Delta Type I Delta Type II 

SWL 49% 77% 60% 61% 70% 13% -7% 

North 50% 78% 61% 63% 71% 13% -7% 

Center 47% 74% 56% 58% 66% 11% -8% 

South 47% 73% 60% 61% 66% 14% -7% 

        

        

 Base Model Integrated Model Difference 

Model Type I Type II Type I 

Type I 

(Enhanced database with 

event data*) 

Type II Delta Type I Delta Type II 

SWL 49% 77% 60% 61% 70% 13% -7% 

Tier 1 49%  55% 56%  8%  

Tier 2 49%  68% 69%  20%  

Tier 3 48%  61% 63%  15%  
 

 

*Estimated improvement based on iteration on 6082 observations 
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4. CONCLUSIONS 

The objective of this study was to propose an integrated model for default prediction whose results 

have demonstrated to improve the overall accuracy rates of the base line model, which is mainly 

leveraging on accounting, financial and macroeconomic indicators. 

For the base-line exercise, three models have been calibrated, leveraging on the most common 

techniques – logit, stepwise logit and neural network – with accuracy rates being overall aligned to 

the relevant literature, whose relevant references have been selected through the systematic 

literature review. The models have been tested on a wide range of definitions of default, ranging 

from the most severe ones to lighter degrees of financial distress; as expected, more advanced 

stages of distress are more easily identified. The next steps have been focused on enhancing the 

models’ performances, the objective has been tackled from two different angles: the enhancement 

of the dataset with event data, and by analyzing behavioral dynamics of companies and 

entrepreneurs which specifically impacts micro, and small enterprises, constituting a material 

portion of the research sample. 

The first layer to build the new integrated model is based on elaborating the online publicly 

available information. To extract this data, a routine has been developed on news search engine and 

news websites. From these, the information is downloaded as text which is then analyzed word-by-

word against a vocabulary of relevant keywords. The implementation impacted positively across all 

the sub-buckets of default, with an increase in Type 1 accuracy up to +5% in the sample. Then, the 

attention has been focused on testing the behavioral propensities of entrepreneurs and how this can 

affect their risk-taking attitude and, consequently, the enterprise’s performance. The sample for this 

analysis has been reduced to only include SMEs due to the assumption of stronger relationship 

between personal risk propensities and impact on performances.  

The frameworks related to the entrepreneurs age and firm’s propensity to innovate – adapted as a 

point in time function of the company’s lifecycle – were deemed relevant to the Italian sample 

through backtesting literature assumptions on the in-sample risk-return distribution. Through this 

implementation most of the improvements in accuracy were related to type II error rate in our 

testing. Finally, we have proceeded to investigate the links between the local communities and SME 

on similar assumptions described in the previous paragraph. The center of the local community has 

been identified in the closest religious institutions and the distance from this point has been 

calculated for all the companies selected in the sample. Results with the described distance variable, 

i.e. from the closest church, provide a better overall accuracy of the model. 
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The integrated model, running with all the described additional three layers, results in higher 

accuracy in type I, improving base line performance by 13% on average across the different default 

stages, more than offsetting the rebalancing in overall accuracy due to the reduced specificity. 

The improvements in predictions accuracy have been mainly driven by the inclusion of additional 

layers of soft information in the model. We believe that future research efforts should aim to further 

explore potential benefits from qualitative data, especially when samples include a material portion 

of SME. For example, this can be achieved by extracting information not only from online news 

portals, but also from social media websites. Particularly when looking at personal risk propensities, 

likes to certain groups or posts can be directly related to higher risk tendencies with implicitly 

higher default rate. In addition to this, further research angles may also explore the potential 

presence of systemic risks across the companies in the sample. In this case, the default of one 

company can be a warning sign for the going concern of similar companies in the sample. This can 

be particularly relevant when assessing the likelihood of default of networks of companies exposed 

to similar risks.  
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