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A B S T R A C T

The Incident Management (IM) process is one of the core activities for increasing the overall security level
of organizations and better responding to cyber attacks. Different security frameworks (such as ITIL and
ISO 27035) provide guidelines for designing and properly implementing an effective IM process. Currently,
assessing the compliance of the actual process implemented by an organization with such frameworks is a
complex task. The assessment is mainly manually performed and requires much effort in the analysis and
evaluation. In this paper, we first propose a taxonomy of compliance deviations to classify and prioritize the
impacts of non-compliant causes. We combine trace alignment techniques with a new proposed cost model
for the analysis of process deviations rather than process traces to prioritize interventions. We put these
contributions into use in a system that automatically assesses the IM process compliance with a reference
process model (e.g., the one described in the chosen security framework). It supports the auditor with increased
awareness of process issues to make more focused decisions and improve the process’s effectiveness. We
propose a benchmark validation for the model, and we show the system’s capability through a usage scenario
based on a publicly available dataset of a real IM log. The source code of all components, including the code
used for benchmarking, is publicly available as open source on GitHub.
1. Introduction

Security incidents can happen on a daily basis as attackers are
developing smarter and can leverage an increasing number of vul-
nerabilities to intrude and attack their target systems. According to
ISO 27035 (ISO/IEC 27035:2013 (E), 2013), a security incident is an
unwanted or unexpected set of events with a significant probability of
compromising business operations and threatening security. Managing
incidents is fundamental for every organization to react and promptly
contain the consequences of an attack. Incident Management (IM) is the
process of detecting, reporting, assessing, responding to, and dealing
with security incidents.

However, if not properly managed, the IM process may require
significant time to coordinate internally with the team and analyze
resources (Madigan et al., 2004; Ali et al., 2021). In this scenario, it
is crucial for an organization to perform compliance assessment, which
is the process of evaluating the current state of compliance over-
sight, management, and related risks in a specific area (e.g., IM) (ISO
19600:2014 (E), 2014). Among the possible compliance analyses, pro-
cess compliance assessment involves comparing the actual implementa-
tion of a process with a reference one (e.g., a reference process model
from a standard). When the implemented process differs from the
reference one, then there exist process deviations, which are warnings
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of unexpected process executions since they make the process non-
compliant with the reference one. Such warnings should be controlled
as every process entails costs deriving from resources, production, and
deployment (Dumas et al., 2013; Palma et al., 2024). It increases sig-
nificantly in the case of non-compliant processes since fixing a problem
highlighted as a warning is more expensive than executing it correctly
the first time (Madigan et al., 2004).

Problem Statement. As stated by Siponen and Willison (2009), it is
difficult to manage the compliance of processes with standards as (i)
it is difficult to measure the compliance degree of a process; (ii) there
exist various application scenarios with different constraints (e.g., the
healthcare domain is different from the finance domain) and (iii)
typically the standards are intentionally general to be widely applicable
(e.g., administrative guidelines just elicit what should be done, but not
how). Considering these aspects, evaluating the compliance of an IM
process with the standards through classic manual approaches raises
several issues: subjective bias is possible in each step of the assessment,
and different sensibilities from different auditors to similar situations
may influence the evaluation. In addition, it can be costly, slow, and
cumbersome (Carmona et al., 2018a). Finally, most of the literature
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analyzes the incidents based on their aggregated cost, considering dif-
ferent information such as resources, personnel, and impacts: in these
cases, it is difficult to identify the weak parts of the IM process (Shinde
and Kulkarni, 2021; Kieninger et al., 2013; Glogovac et al., 2019).

Research Methodology. To mitigate these limitations, we introduce
compliance assessment system to automatically estimate the cost of

ncidents based on the causes of non-compliance, intended in terms
f process deviations. In pursuit of this objective, our methodology
egins by formally defining the compliance assessment model designed
o quantitatively assess the cost due to non-compliance with security
tandards. This involves initially establishing a deviation taxonomy
lassifying the process deviations by leveraging trace alignment (Adrian-
yah et al., 2011; De Leoni and Marrella, 2017) to identify the possible
on-compliance issues during the IM process. Then, we introduce a
uantitative compliance assessment model defining the non-compliance
ost associated with each incident. The next step is the design of a
ystem that supports the auditors in assessing the compliance of the
mplemented IM process with a reference process model. It comprises
wo core parts: in the former, we leverage trace alignment to identify
he deviations in the implemented IM process. In the latter, we map the
roposed compliance assessment model into the identified deviations
nd automatically evaluate the non-compliance cost of incidents ac-
ording to three approaches: causal probability, linear regression, and
xtra-tree regression. The granularity of the assessment at the deviation
evel helps to be more effective than the state-of-the-art solutions,
hich analyze compliance at the whole incident level. This supports
n auditor in automatically prioritizing the most impactful and costly
auses of non-compliance and reducing their analyses to a manageable
umber. To validate the effectiveness of the proposed solution, we
erform a validation using five ground truths from the state-of-the-art.
n addition, we present a usage scenario to show the capabilities of
he proposed system. The source code of all components, including the
ode used for benchmarking and usage scenario, is publicly available
s open source on GitHub1

ontributions. In summary, this paper contributes the following:

• the design of a general deviations taxonomy and a cost model to
classify the different issues arising from non-compliance with the
reference process model;

• the design and implementation of a compliance assessment sys-
tem to automatically support the auditor in assessing the causes
of non-compliance;

• a benchmark to validate the proposed taxonomy and cost model
applied to the IM process;

• a usage scenario to show the system’s capabilities for ISO 27035
assessment.

aper Structure. The paper is organized as follows: Section 2 intro-
uces the fundamental concepts of the IM process and its compliance
ssessment. The related work is reported in Section 3, while Section 4
resents an illustrative example of the ISO 27035 process. The model
s described in Section 5, and the compliance assessment system is
etailed in Section 6. Section 7 presents the validation results of
he proposed model, while Section 8 shows a usage scenario of the
ompliance assessment system. Finally, Section 9 summarizes the pa-
er, highlighting limitations and promising research directions, and
ection 10 concludes the paper.

. Background

In this section, we report some foundational notions of the IM
rocess, its assessment, and basic process mining concepts used in the
est of the paper.

1 https://github.com/Ale96Pa/ComplianceAssessmentSystem
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2.1. Incident Management process

The security standards documenting the Incident Management (IM)
process (i.e., ISO/IEC 27035:2013 (E), 2013, ITILv4, 2019, ENISA,
2010, and National Institute of Standards and Technology, 2021) report
five necessary phases to manage incidents correctly. The preliminary
step is planning and preparation, in which the organization establishes
the policies and the competent teams to deal with incidents. In this
phase, the organization decides how to log the incidents and which
information to include. The detection and reporting phase consists of
spotting and logging all the activities that may turn into incidents
(e.g., suspicious accesses). Once a potential incident is detected, an au-
ditor performs the incident assessment which consists of categorizing the
incident based on the impacted IT or business areas and determining
the priority based on impact and urgency. Based on this assessment,
the incident is consequently routed to a technical operator with the
relevant expertise responsible for incident response, i.e., providing mit-
igation actions that the organization must implement to contain the
damages. The final step is incident closure, in which the organization
systematically reviews the risks due to the incident experienced and
acknowledges the impacted users about it.

The security standards also describe the workflow of the IM process,
that is the order in which these phases must be performed. It may
vary among the different standards. For example, while ISO 27035 and
ITIL report the incident response to be executed only after the incident
assessment, NIST provides an iterative loop between assessment and
response, with the results of the two phases informing each other.

2.2. Incident Management process compliance assessment

To put in place a security process, an organization typically refers
to a reference security standard and implements all the documented
guidelines included in it. When referring to a process (as for the IM), the
standards describe how the process must be performed, defining a refer-
ence process model that the organization must comply with. To support
the organizations in implementing the security processes, several IT ser-
vice management systems (ServiceNow, 2023; Solarwind, 2021) exist
that automate the ticketing system (Gohil and Kumar, 2019), which
consists of associating a ticket for any problem that the organization
must solve. In the case of the IM process, a user opens a ticket to
report the detected problem(s) potentially leading to an incident. This
allows tracking the entire process life cycle from opening to closure.
We refer to the information logged through such systems during an IM
process as incident management log. To be effectively used to assess the
process compliance of an organization, the incident management log
must include the incident identifiers, the phases performed for each
incident, their timestamps, the team that performed each phase, and the
actors who detected, opened, resolved, and closed the ticket (Accorsi,
2009). Additional information can be present to enrich further the
analysis, such as Service Level Agreement (SLA) violations, incident
location, category, priority, and mitigation actions that are put in place.

IM process compliance assessment in practice. When an auditor
assesses the compliance of the IM process implemented by an organiza-
tion, s/he typically analyzes the incident management log according to
checklists provided by the reference standard. To do so, it is fundamen-
tal that the auditor is an expert on the used reference process. Examples
of compliance requirements an auditor must check are ISO/TC 9001
(2014), van der Kleij et al. (2022):

• process definition and documentation;
• accountability of process performance and compliance;
• consistency of organization plans and implementation;

• minimization of redundant non-value-adding activities.

https://github.com/Ale96Pa/ComplianceAssessmentSystem
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An auditor determines the compliance level of each requirement
with the reference standard according to predefined scales (e.g., com-
pliant, partially compliant, and not compliant); then, s/he aggregates
the results (e.g., average) for evaluating an organization’s overall com-
pliance. On the one hand, manually performed assessment has some
advantages as the human auditor can handle complex and fine-grained
decision-making tasks. In addition, an organization with an internal
process auditor benefits from having someone continually dedicated
to monitoring the IM process. On the other hand, some drawbacks
derive from manual assessment: it requires more time with respect to
automated approaches, and the probability of errors increases, as, for
example, it is easy for a human to transpose numbers or make other
similar mistakes (e.g., misinterpretation).

2.3. Process mining

Process Mining (Van Der Aalst, 2016) is a family of data analysis
techniques that encompasses several sub-disciplines, such as process
discovery (Augusto et al., 2018), conformance checking (Carmona
et al., 2018a), deviance analysis (Nguyen et al., 2014), and predictive
process monitoring (Márquez-Chamorro et al., 2017).

Process mining concentrates on the actual execution of processes,
as reflected by the footprint of reality logged by an organization’s
information systems. The main input is an event log (e.g., incident
management log), which is analyzed to extract insights and recurrent
patterns about how processes are executed. Event logs consist of traces
(e.g., incidents instances). A trace consists of the sequence of events
(e.g., incidents phases) logged during the execution of an individual
instance of a process. In the context of this paper, we leverage process
mining, in particular trace alignment, to identify process deviations and
assess their severity in the IM process automatically.

3. Related work

The related work is organized following three main areas that
intersect with our contribution: research related to process compliance
assessment, its automation and approaches related to cost models for
compliance analysis.

Process Compliance Assessment. Process Compliance Assessment is
the task of analyzing and evaluating an organization’s process imple-
mentation. The auditor performing this job typically makes interviews
and manual analysis to map evaluation metrics to requirements pro-
vided by the reference model (ISO 19600:2014 (E), 2014; Siponen and
Willison, 2009; ISO 37301:2021 (E), 2021; González-Granadillo et al.,
2021). Manual approaches raise several issues (e.g., auditors’ bias)
during the evaluation. Indeed, van der Kleij et al. (2022) performed
an expert-driven evaluation to determine the decisional tasks of an
auditor during the IM process. They found there is a lack of attention
to the details, while only macro-activities are checked. For this reason,
some works proposed methodologies to support the auditor during the
process assessment (Angelini et al., 2020; El Kharbili, 2012; Angelini
et al., 2022).

Among the most relevant approaches, Ly et al. (2012) propose a
framework to specify general compliance criteria and to check whether
the actual process meets them. They leverage ontologies and formal
rules to check compliance with given constraint specifications. Simi-
larly, Liu et al. (2007) and Arsac et al. (2011) propose methodologies
based on model-checking techniques to formally verify the compliance
of the process adopted by an organization with business requirements,
and the latter also provides a supporting tool. Kabaale et al. (2018)
propose another approach that leverages formal process verification
to process compliance assessment. They extract process requirements
from the standard documents, translate them into logical axioms and
evaluate the compliance of the modeled requirements with an ontology-

based approach. Caron et al. (2012) identify the events that might
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adversely affect the business objectives and estimate the risk severity.
They translate business directives into one or more specific controls,
which map on generic rule patterns (e.g., segregation of duties, activity
existence, and arithmetic derivation patterns). Mouratidis et al. (2023)
introduce a conceptual model for the incident response that integrates
concepts from different domains, such as security requirements, foren-
sics, threat intelligence, critical infrastructures, and incident handling.
Additionally, He et al. (2022) and Naseer et al. (2023) propose two
agile methodologies to replace the classic sequential IM process frame-
work. The former adds feedback activities at the early steps of the
IM process, and the latter introduces the impact of big data analytics
in the response phase. Finally, Alfaadhel et al. (2023) contribute to
a compliance assessment system based on checking the coverage of
security controls.

Contrary to those approaches, we do not consider constraints com-
ing from fixed rules or security controls as they could be complex
to manage manually and not general enough. Instead, we propose
leveraging automatic inference of the actual process issues from an
event log, using a cost model to evaluate their severity and better assess
their impacts.

Automated Process Compliance Assessment. To automate process
compliance assessment, a suitable area to leverage is conformance
checking (Carmona et al., 2018a), a process mining (Van Der Aalst,
2012) discipline to detect anomalies in business processes and assess
the compliance degree with the fitness (Adriansyah et al., 2011; De
Leoni and Marrella, 2017), which measures the number of process
deviations. Indeed, some works use it for auditing and risk assessment
purposes to detect anomalies during the process execution (Silalahi
et al., 2022; Kothandapani, 2023).

Vanden Broucke et al. (2013) describe a framework’s architecture
to assess a process model’s goodness from a quantitative perspective,
leveraging different conformance checking metrics. Although compre-
hensive, standardizing the analysis of deviations over multiple metrics
is a challenging task that they highlight as an open problem. To
mitigate this limitation, we propose a cost model to quantify the impact
of the deviations causing non-compliance. Varela-Vaca et al. (2011)
present a security risk information framework that integrates the asset
value for each process activity in terms of confidentiality, integrity, and
availability, and estimates the risk value as a linear combination of
asset value, activity frequency and threat extent, Although automated,
their work requires the human evaluation of the asset values prior
to the assessment, while our system uses automatic approaches also
to estimate the cost of non-compliance issues considering the process
log. De Leoni et al. (2014) propose a technique to check the confor-
mance of data-aware process models. The innovative idea inspiring
this work is the consideration of the context of the process in addition
to the control-flow perspective. As they state, the work only focuses
on the fitness aspect of conformance, while we consider a novel cost
model to evaluate the non-compliance issues. Bernardi et al. (2018)
provide an assessment methodology using state-of-the-art techniques
based on process mining. They leverage trace alignment to calibrate
and validate the performance scenario, which is assessed through the
notion of fitness, and the costs are simulated based on mean execu-
tion time. Waspada et al. (2022) adapt trace alignment for real-time
environments by leveraging a graph-based approach. This enables early
decision-making about the compliance of the process with a reference
process model. Ghanem et al. (2023) propose an automated security
compliance framework that re-uses the expertise knowledge in similar
scenarios to avoid redundant checks and improve the execution time of
compliance assessment.

Differently from the presented approaches, we propose a solution
that not only evaluates the degree of compliance with the reference pro-
cess model, but it supports a more informed process assessment by pri-
oritizing the non-compliance issues and assigning them an appropriate
cost, representing their impact on the compliance.

Cost Models for Process Assessment. Although several works ad-

dressed the problem of process compliance assessment from different
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Fig. 1. Petri Net of the Incident Management process model from ISO 27035:2013. It starts with the detection of an incident from the organization and reported to the monitoring
team which proceeds with the incident activation (i.e., the opening of a ticket). Then, the incident is either marked as a false alarm or must be assessed twice by the analysis
team. Finally, the response team resolves the incident, and the monitoring team notifies the organization, responsible for closing it.
perspectives, few coped with the formalization of cost models to prior-
itize the mitigation of non-compliance issues. Moura et al. (2006) and
Kieninger et al. (2013) estimate the non-compliance cost considering
the traces as a whole. The former models the cost of service level
agreement violations, in which the cost is estimated as a function of
the duration of each SLA violation. The latter quantifies the negative
impact of incidents through a simulation-based approach: they iden-
tify the business cost components and the process-related metrics and
estimate the incident costs by summing up the costs of the different
business components. Contrary to these works, we associate the costs
with individual deviations so that the auditor has more control over the
mitigation of non-compliance.

Pramanik et al. (2005) propose a general deviation-based strategy
for the synthesis of tolerances. As they state, the exact values for
the features of any part of the model have been an ad-hoc process,
mostly experience-based. Contrary, our model estimates the deviation
parameters through automated approaches, which avoid their manual
assignment to each deviation. Pascual et al. (2009) and Sarkar and
Saren (2016) develop decision support tools to inspect errors and
warranty costs. They evaluate the cost of the different parts of a system
(e.g., electric components, control system, motors) considering failures,
labor cost, production cost, and shutdown actions. These costs are then
linearly summed to prioritize the most critical system components.
Glogovac et al. (2019) leverage the PAF model (i.e., the cost associated
with Preventive, Appraisal, and Failure) to design a cost model to pri-
oritize process improvement opportunities. It is based on mathematical
models in which the main idea is to weigh the previously categorized
costs with the number of non-compliance causes within a given period.
Differently from these solutions, in our cost model, we do not assign a
cost to the activities nor to system components, but we go deeper into
the analysis by considering the type of process deviations.

Beyond these works, other approaches exist that are related to
specific domains, such as software development (Jadhav et al., 2022),
injection molding (Kazmer et al., 2023), healthcare (Vanounou et al.,
2007; Santos et al., 2023), that are difficult to generalize to our
problem as they use features specific of the application domain. To
the best of the authors’ knowledge, this work is the first address-
ing the problem in the IM context as the literature mainly focuses
on trace clustering (De Weerdt et al., 2012; Bertrand et al., 2023),
security performance (Wibawa and Ramantoko, 2022) and financial
damage (Accorsi and Stocker, 2012; Aldasoro et al., 2022). However,
they do not perform IM compliance assessment, nor do they detect,
evaluate, or analyze the process errors, as our approach does.

4. Illustrative example: ISO 27035

In this section, we show an example of the IM process from ISO
27035:2013 to describe the problems an auditor may encounter during
the IM process compliance assessment. The ISO 27035:2013 IM process

is reported in Fig. 1. It is represented as a Petri Net (Petri, 1966), i.e., a
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directed graph composed of two types of nodes: places (represented
as circles) which are states of the process, and transitions (represented
as squares) which are activities of the process. The starting activity
is incident detection, i.e., a user from the organization who observes
suspicious activities and opens a ticket to alert the monitoring team.
Once a ticket is opened, the organization is in a state of emergency, and
the incident is activated. At this point, either the organization needs
a third-party company to address the problem, so it awaits further
analyses monitored by the monitoring team, or an appropriate internal
analysis team is selected to assess the problem and determine the
incident priority. In the former case, once the third-party company
provides details about assessment and mitigation actions to put in
place, the internal analysis team should double-check such information
and either respond to the incident or mark it as a false alarm. In the
latter case, once the internal team assesses the incident, the response
team puts in place mitigation actions that should be double-checked to
mark the incident as resolved or as a false alarm. In case of an extreme
emergency, the double-checking step could be skipped, and the team
immediately responds to the incident. After the incident response, its
resolution is formalized into an appropriate document, the team notifies
all the impacted users about the recovery of the normal state, and the
incident (and corresponding ticket) is closed.

A real implementation of the IM process is reported in a pub-
licly available dataset containing data from the audit system of the
ServiceNowTM (ServiceNow, 2023) platform used by an IT company
(Amaral et al., 2019). The log is anonymized for privacy issues and
contains 24918 incidents and, for each incident, descriptive features
related to the IM process (i.e., for each incident, its identifier, the differ-
ent phases it is composed of, and the timestamp and the identifier of the
people in charge of each phase), incident classification (i.e., incidents
priority, category, and location), and incident diagnosis (i.e., impacted
Service Level Agreements and the number of times the caller rejected
the resolution).

In this example, if an auditor wants to assess the compliance of the
implemented IM process manually, then s/he should consider an ISO-
based checklist (ISO/TC 9001, 2014) and investigate the log that, as
in this case, can be very large. Although different log analysis tools ex-
ist (Vaarandi, 2005), they do not correlate the log data to the reference
process model (i.e., Fig. 1). Thus the auditor must manually extract the
information s/he needs to evaluate, for example, if a different execution
of the process is allowed or not. This task can be very cumbersome,
time-consuming, and errors prone because the following tasks are all
in charge of the auditor:

• Correct interpretation of the IM log attributes: if some attribute
is misunderstood, this may result in an inaccurate estimation
of the compliance level (e.g., the provided log describes that
the incident urgency is related to impact and priority, without

specifying how).
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Fig. 2. (a) A simple example of a process model and its related process deviations: (b) skipping, (c) repetition, and (d) mismatch.
a
i
i
d
m
d
P
𝐶

d
i
t
i
t
i
a

c
l
e
a
a

5

i
i
e
a
t
{

w
𝐸
c
d
d

t
⋃

t
w
s
w

a
P
s
t
t

• Information inference from the IM log: it may happen that some
incidents are not documented (e.g., privacy, missing documenta-
tion), thus the auditor should evaluate if process deviation may be
tolerated for the compliance assessment or not. Without enough
data, the auditor should relate how that deviation impacts the
whole process (i.e., the whole log). If not supported by automatic
systems, this task is time-consuming and hard to perform.

• Evaluation of the impact of non-compliance with the reference
model: typically, incidents have a cost associated with their im-
pact, damages, and resources necessary for responding. Defining
how much of this cost is caused by non-compliance with the
reference model can result in a too coarse-grained estimation if
the correlation is inaccurate, data is missing, or the chosen cost
model does not consider the IM process execution.

n the rest of this paper, we propose a compliance assessment system
o support the auditor during the process compliance assessment, au-
omatically relate the log information to the reference process model,
nd finally quantify the severity of each deviation from the reference
rocess model.

. Compliance assessment model

In this section, we define the compliance assessment model and
e introduce the proposed deviation taxonomy and its related cost
odel. We consider an organization 𝑂 that wants to assess its internal

processes. Each process P comprises a set of activities that must be
xecuted in a specific (potentially partial) order. Thus, we model P =
𝐴,𝐸) as a directed graph, where A is the set of all activities in the
rocess plus the two fictional activities 𝑎𝑠𝑡𝑎𝑟𝑡 and 𝑎𝑒𝑛𝑑 which represent
he beginning and end of the process, and 𝐸 represents the set of
recedence relationships between pairs of activities, i.e., an edge 𝑒𝑖,𝑗 ∈
means that activity 𝑎𝑖 is executed immediately before 𝑎𝑗 .
Every process P can have multiple instances, and we denote the

eneric 𝑖th instance of P as P 𝑖. Given an instance P 𝑖 of a process P
actually implemented by 𝑂) and a reference process P𝑟𝑒𝑓 (e.g., defined
y an external third party or by a standard)2, we say that P 𝑖 is compliant
ith P𝑟𝑒𝑓 if P 𝑖 includes the same set of activities considered by P𝑟𝑒𝑓 and
ctivities are executed following the same order. By extension, we say
hat a process P is compliant with P𝑟𝑒𝑓 if any instance P 𝑖 of P is compliant
ith P𝑟𝑒𝑓 .

efinition 1. Let P 𝑖 = (𝐴𝑖, 𝐸𝑖) and P𝑟𝑒𝑓 = (𝐴𝑟, 𝐸𝑟) be respectively
n instance of a process implemented in 𝑂 and its current reference
rocess. We say that P 𝑖 deviates from P𝑟𝑒𝑓 if: (i) they are not executing
he same set of activities (i.e., 𝐴𝑖 ≠ 𝐴𝑟) or (ii) there exists at least a pair
f activities that is not executed in the correct order (i.e., 𝐸𝑖 ≠ 𝐸𝑟) or
iii) there exists at least an activity 𝑎𝑖 that is executed multiple times.

2 Without loss of generality, we assume that the reference process P𝑟𝑒𝑓 does
ot contain self-loop. This assumption can be easily removed by considering
ny previously mentioned graph as a multi-graph.
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By extension, we say that a process P deviates from P𝑟𝑒𝑓 if there exists
t least one instance P 𝑖 of P that deviates from P𝑟𝑒𝑓 . Let us note that
f P deviates from P𝑟𝑒𝑓 it means that there is at least one difference
n the two graphs representing the processes, i.e., there is at least one
eviation. Our goal is to quantify the deviations of P from P𝑟𝑒𝑓 and
easure their impact in terms of non-compliance cost. To this aim, we
enote as 𝐶𝑁𝐶 (P 𝑖) the non-compliance cost of a specific instance P 𝑖 of
and 𝐶𝑁𝐶 (P ) the non-compliance cost of the overall process, where

𝑁𝐶 (P ) = 𝑓 (𝐶𝑁𝐶 (P1), 𝐶𝑁𝐶 (P2),…𝐶𝑁𝐶 (P𝑘)).
Any instance P 𝑖 is constructed by logging all activities executed

uring the 𝑖th instance of P in the activity log 𝐿. We assume that 𝐿
s a (potentially infinite) execution of P composed of a sequence of
uples 𝑡1, 𝑡2,… where each entry must contain at least the following
nformation (i) the identifier 𝑖 of the current instance of P , (ii) a
imestamp 𝑡𝑠 and (iii) the activity 𝑎 that has been executed. Additional
nformation may also be included in the log to characterize better the
ctivity execution (i.e., 𝑡𝑖 = ⟨𝑖𝑑, 𝑡𝑠, 𝑎,…⟩).

We take the log consistency assumption in which activities are logged
onsistently with the reference process, i.e., the activity names in the
og are the same as the reference process ones. Thus, there does not
xist any activity executed by P and logged in 𝐿 that is not in 𝐴𝑟,
nd we do not consider deviations due to the execution of unknown
ctivities.

.1. Deviation taxonomy

The first contribution of the compliance assessment model is the def-
nition of a deviation taxonomy to classify the different non-compliance
ssues. For the sake of explanation, let us consider the (simple) ref-
rence process P𝑟𝑒𝑓 represented in Fig. 2(a). It is composed of four
ctivities (plus the fictional one for starting and ending the process)
hat need to be executed in sequence (i.e., P𝑟𝑒𝑓 = (𝐴𝑟, 𝐸𝑟) where 𝐴𝑟 =
𝐴,𝐵, 𝐶,𝐷, 𝑎𝑠𝑡𝑎𝑟𝑡, 𝑎𝑒𝑛𝑑} and 𝐸𝑟 = {𝑒𝑠𝑡𝑎𝑟𝑡,𝐴, 𝑒𝐴,𝐵 , 𝑒𝐵,𝐶 , 𝑒𝐶,𝐷, 𝑒𝐷,𝑒𝑛𝑑}.

Given the log consistency assumption, a deviation may occur only
hen there exists at least one instance of P where the set of edges
𝑖 characterizing the actual instance is different from the set of edges

onsidered by the reference process 𝐸𝑟. Thus, in our case, the set of
eviations 𝐷(P 𝑖 ,P𝑟𝑒𝑓 ) is defined as the set of edges that appears in 𝐸𝑖 but
oes not appear in 𝐸𝑟 and vice-versa (i.e., 𝐷(P 𝑖 ,P𝑟𝑒𝑓 ) = 𝐸𝑖 ∧ 𝐸𝑟).

By extension, the set of deviations of the whole process P is
he union of the deviation of every instance of P (i.e., 𝐷(P ,P𝑟𝑒𝑓 ) =
𝑖 𝐷(P 𝑖 ,P𝑟𝑒𝑓 )). Let us observe that the same deviation may occur multiple

imes in the same process (and even in the same instance), and we
ant to preserve this information. Thus, 𝐷 is a multi-set rather than a

imple set with no duplicates. In the following, when not ambiguous,
e simplify the notation by writing 𝐷 instead of 𝐷(P ,P𝑟𝑒𝑓 ).

After these considerations, we can introduce our first contribution:
general taxonomy of process deviations. Given a process instance
𝑖 and the reference process P𝑟𝑒𝑓 , let 𝑝𝑎𝑡ℎ(𝑎𝑗 , 𝑎𝑘) in a process P be a
equence 𝑎𝑗 , 𝑎𝑗+1, 𝑎𝑗+2,… 𝑎𝑘 such that for any pair of adjacent activities
here exists an edge in P . Then, any deviation in 𝐷 must be in one of
he following categories:
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Fig. 3. Compliance Assessment System architecture. The inputs are (a) an event log including incidents cost and features (e.g., personnel involved) and (b) a reference process
model (e.g., modeled as a Petri net). They are processed by a trace alignment module (c) which identifies process deviations and assigns a fitness value to each incident. Once
deviations are computed, the cost model (d) allows to evaluate the non-compliance cost of incidents based on the cost of each deviation which is assigned automatically (e). Based
on the non-compliance cost, deviations (f) and incidents (g) are prioritized based on their severity.
1. skipping deviations 𝐷𝑠𝑘𝑖𝑝 ⊆ 𝐷 (dotted edges in Fig. 2(b)): this
set represents edges belonging to the actual process instance,
not included in the reference process and that would require
to skip/delete an activity in the reference model. More formally
𝐷𝑠𝑘𝑖𝑝 = {𝑒𝑗,𝑘 ∈ 𝐸𝑖 ⧵ 𝐸𝑟 ∣ ∃𝑝𝑎𝑡ℎ(𝑎𝑗 , 𝑎𝑘) ∈ P𝑟𝑒𝑓 }. As an example,
the edge 𝑒𝐴,𝐶 in Fig. 2(b) is a skipping deviation as it does not
exist in 𝐸𝑟, in which we have the path {𝐴,𝐵, 𝐶} (see Fig. 2(a)),
i.e., moving from activity A to C involves skipping activity 𝐵.

2. repetition deviations 𝐷𝑟𝑒𝑝 ⊆ 𝐷 (dotted edges in Fig. 2(c)): this
set represents loops in the execution of the same activity not
foreseen by the reference process. More formally, 𝐷𝑟𝑒𝑝 = {𝑒𝑖,𝑖 ∈
𝐸𝑖 ∣ 𝑒𝑖,𝑖 ∉ 𝐸𝑟}.

3. mismatch deviations 𝐷𝑚𝑖𝑠 ⊆ 𝐷 (dotted edges in Fig. 2(d)): this set
represents the edges that indicate the execution of a given set of
activities in a different order with respect to what is established
from the reference process. More formally, 𝐷𝑚𝑖𝑠 = {𝑒𝑗,𝑘 ∈ 𝐸𝑖⧵𝐸𝑟 ∣
∃𝑝𝑎𝑡ℎ(𝑎𝑘, 𝑎𝑗 ) ∈ P𝑟𝑒𝑓 ∧ ∄𝑝𝑎𝑡ℎ(𝑎𝑗 , 𝑎𝑘) ∈ P𝑟𝑒𝑓 }. For example, 𝑒𝐵,𝐴 in
Fig. 2(d) is a mismatch deviation as in the reference process 𝐴
should be executed before 𝐵.

Let us note that this taxonomy is exhaustive under the log consistency
assumption as it allows classifying any deviation in one of the three
defined categories. As an example, let us consider an activity log 𝐿 =
{⟨𝑖, 5, 𝐵⟩, ⟨𝑖, 7, 𝐵⟩, ⟨𝑖, 8, 𝐷⟩, ⟨𝑖, 10, 𝐶⟩} and the simple reference process
model of Fig. 2(a). Analyzing 𝐿 it is possible to derive the instance
P 𝑖 = (𝐴𝑟𝑒𝑓 , 𝐸𝑖), where 𝐸𝑖 = {𝑒𝑠𝑡𝑎𝑟𝑡,𝐵 , 𝑒𝐵,𝐵 , 𝑒𝐵,𝐷, 𝑒𝐷,𝐶 , 𝑒𝐶,𝑒𝑛𝑑} and we
have the following observed deviations: 𝐷𝑖

𝑠𝑘𝑖𝑝 = {𝑒𝑠𝑡𝑎𝑟𝑡,𝐵 , 𝑒𝐵,𝐷, 𝑒𝐶,𝑒𝑛𝑑}
𝐷𝑖

𝑟𝑒𝑝 = {𝑒𝐵,𝐵} and 𝐷𝑖
𝑚𝑖𝑠 = {𝑒𝐷,𝐶} with 𝐷𝑖 = 𝐷𝑖

𝑠𝑘𝑖𝑝 ∪𝐷𝑖
𝑟𝑒𝑝,∪𝐷

𝑖
𝑚𝑖𝑠.

5.2. Cost model

Knowing only the process deviations could not be enough to pri-
oritize interventions on them. One of the main aspects related to the
incidents is their cost. A cost component that is relevant for the analysis
of the IM process is the one due to the consequences of an incident, as it
is an indicator of the damages caused to an organization (Romanosky,
2016). Very often, this cost may be caused by non-compliance with
security standards (Madigan et al., 2004): in that case, we refer to
such a cost component as non-compliance cost, and a process auditor
may be interested in analyzing how this cost is distributed among the
different non-compliance causes (i.e., process deviations). This analysis
requires a significant effort to map the non-compliance cost to every
non-compliance issue. To this aim, we define a cost model to assign
a cost value to any deviation observed in the actual (instance of the)
process.

Definition 2. Let P 𝑖 = (𝐴𝑖, 𝐸𝑖) be an instance of the actual process
P and let 𝐷𝑖 be the set of deviations observed during the current
instance. We define the cost function 𝑐(𝑒𝑖,𝑗 ) as the function that assigns

a numerical cost to any deviation, 0 otherwise.

6 
Then, we define the non-compliance cost of a given instance P 𝑖 as:

𝐶𝑁𝐶 (P 𝑖) =
∑

𝑒𝑗,𝑘∈𝐷𝑖
𝑠𝑘𝑖𝑝

𝑐(𝑒𝑗,𝑘) +
∑

𝑒𝑗,𝑗∈𝐷𝑖
𝑟𝑒𝑝

𝑐(𝑒𝑗,𝑗 )
𝖼𝗈𝗎𝗇𝗍(𝑒𝑗,𝑗 , 𝐷𝑖

𝑟𝑒𝑝)

|𝐸𝑖
|

+

∑

𝑒𝑗,𝑘∈𝐷𝑖
𝑚𝑖𝑠

𝑐(𝑒𝑗,𝑘)
𝖼𝗈𝗎𝗇𝗍(𝑒𝑗,𝑘, 𝐷𝑖

𝑚𝑖𝑠)
|𝐸𝑖

|

,

(1)

where 𝖼𝗈𝗎𝗇𝗍(𝑒𝑖,𝑖, 𝐷𝑥) is the number of edges 𝑒𝑖,𝑖 ∈ 𝐷𝑥. The cost func-
tion 𝑐(𝑒𝑖,𝑗 ) weights the impact of the different deviations on the non-
compliance cost of the whole incident. Let us note that skipping devia-
tion may appear just once because an activity is either skipped or not.
In contrast, repetition and mismatch deviations may be repeated more
than once in a process instance, and therefore, they need to be counted
to evaluate their impact on the overall instance. In the proposed com-
pliance assessment system, we automatically infer this function through
regression and probabilistic approaches (see Section 6.3), although an
auditor may choose to manually define such a function or fine-tune
the automatic assignment the system proposes. The rationale of Eq. (1)
is that it accumulates the incidence of each skipping, repeated, and
mismatched activity, which is more fine-grained than existing cost
functions which typically assign the cost based on global trace features
(e.g., duration), disregarding its structure.

Let us consider again the example discussed in the previous para-
graph (Fig. 2(a) and log 𝐿) and the following cost function:

𝑐(𝑒𝑖,𝑗 ) =
{

0.5 𝑒𝑖,𝑗 ∈ 𝐷𝑖
𝑠𝑘𝑖𝑝

1 𝑒𝑖,𝑗 ∈ 𝐷𝑖
𝑟𝑒𝑝

3 𝑒𝑖,𝑗 ∈ 𝐷𝑖
𝑚𝑖𝑠

Then, the cost associated to P 𝑖, given the cost function above is:

𝐶𝑁𝐶 (P 𝑖) = 0.5 + 0.5 + 0.5 + (1 × 1
5
) + (3 × 1

5
) = 2.3

6. Compliance assessment system

To make the compliance assessment analysis operative, in this
section, we present our process compliance assessment system to iden-
tify and prioritize deviations between an actual implemented process
P and a reference process P𝑟𝑒𝑓 . The system automatically identifies
process deviations and supports the process auditor in the definition
and estimation of the cost function 𝑐(𝑒𝑖,𝑗 ) by automatically proposing
specific costs to any identified deviation based on the set of additional
information available in the incident management log. The system
architecture is reported in Fig. 3.

6.1. Input and output

The system takes as input a representation of the reference process
P𝑟𝑒𝑓 (in particular, our tool accepts as input a Petri Net (Petri, 1966)).
It is the representation of the IM workflow as provided by security
standards (e.g., ISO/IEC 27035:2013 (E), 2013), typically composed of
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states, describing a specific state of the process, and activities, specifying
he types of action to move among different states. In this way, the
eference process model describes all the possible workflows that the
rganization can perform being compliant with the reference security
tandard. The other input is the incident management log 𝐿 enriched
ith the non-compliance cost 𝐶𝑁𝐶 (P 𝑖) for any given process instance
𝑖. Let us remind that a process instance defines a trace, which is the
equence of events logged during an individual execution of a process.
t must contain the incident IDs, activities for each incident, and
heir timestamp as minimum requirements. Moreover, it may include
otentially additional features (e.g., personnel IDs, resources involved,
ncident priority). In the most general case, the non-compliance cost is
alculated, leveraging state-of-the-art solutions (Kieninger et al., 2013;
umas et al., 2013), as the person-hours of additional work and can
e easily retrieved by the number of people and the duration of extra
ctivities during the incidents. In some cases, it can be estimated simply
s the duration of such extra activities, as it is a key performance indi-
ator for business processes (Van Der Aalst, 2013). In other cases, more
ophisticated non-compliance costs may depend on the log features
e.g., in an IT environment, the downtime service can be considered).
hus, we assume that a rough estimation of the non-compliance cost is
lways possible in any valid log, as the minimum requirement in the
og is the timestamp of each log entry, commonly present. Let us note
hat the required input is usually available to the organization. Indeed,
he incident management log can be collected manually or it can use
utomatic platforms for digital workflows (e.g., ServiceNow, 2023),
hile the reference process can be easily defined using appropriate
otations (e.g., BPMN (White, 2004), WorkFlow net (Salimifard and
right, 2001)) by the process auditor (Sonteya and Seymour, 2012).
Concerning the output, the system produces a statistical report. It

ncludes the following information: (i) Distribution of the non-compliance
ost among the traces: it supports the auditor in the analysis of the
volution of the non-compliance issues among different traces. This
ndicates the overall compliance level of the IM process under analysis.
ii) Prioritization of the deviations based on their costs: the non-compliance
ost associated with each deviation supports the auditor in understand-
ng their severity and prioritizing mitigation actions accordingly. (iii)
rioritization of traces that cause the most significant issues: the non-
ompliance cost associated with each incident supports the auditor
n detecting the most critical incidents. In this way, s/he can per-
orm a deeper investigation only for a manageable number of selected
ncidents.

.2. Trace alignment for deviations identification

The first module of the system is the trace alignment component,
hich identifies deviations that cause non-compliance. An alignment
etween a log trace and a process model is a pairwise matching be-
ween activities recorded in the log and activities allowed by the model.
race alignment automatically detects deviations in each trace and
lassifies them. The trace alignment module can also provide a quantifi-
ation of a trace level of compliance by computing the state-of-the-art
etric fitness (Adriansyah et al., 2011; De Leoni and Marrella, 2017).
he fitness is expressed with a value between 0 (no log activity matches
ith the reference model) and 1 (all log activities match the model)
nd measures the overall number of deviations, without considering
ifferent costs for different types of deviation. The trace alignment
odule automatically produces as output the set of deviations 𝐷𝑖 for

ach process instance P 𝑖, along with the corresponding fitness values.
n our implementation, the trace alignment component is implemented

y leveraging the pm4py library (Berti et al., 2019). o

7 
.3. Automated costs assignment

The goal of this module is the automatic assignment of the in-
ividual non-compliance costs to each deviation. We propose one
robability-based (exploiting two different settings) and two regression-
ased approaches (namely linear regression and tree regression).

robabilistic approach. This approach leverages causal probabil-
ty (Skyrms, 1982) as it characterizes the relationship between cause
nd effect using the probability theory. It represents the probability
hat an action 𝑑 (i.e., a process deviation) leads to the outcome 𝑎
i.e., a process activity) while observing the background 𝐾 (i.e., process
eatures). Formally, let 𝑑 ∈ 𝐷 and 𝑎 ∈ 𝐴 be respectively a specific
ction and outcome, then the causal probability that performing action
results in the outcome 𝑎 is:

𝑑 (𝑎) =
∑

𝑘∈𝐾
𝑃 (𝑘) ⋅ 𝑃 (𝑎|𝑑&𝑘). (2)

We consider two different models: the first only considers the pro-
ess instance non-compliance cost 𝐶𝑁𝐶 (P 𝑖) while the second also con-
iders additional process contextual attributes (i.e., priority, duration,
ersonnel).

In particular, in our case 𝑃𝑑 (𝑎) represents the cost for the deviation
(𝑎) and the different parameters of Eq. (2) are the following:

• 𝑃 (𝑘) is the probability obtained as the number of traces with
feature 𝑘 over the total number of traces. For example, if 𝑘 is the
feature ‘‘SLAs violated’’, then 𝑃 (𝑘) = #𝑡𝑟𝑎𝑐𝑒𝑠_𝑣𝑖𝑜𝑙𝑎𝑡𝑖𝑛𝑔_𝑆𝐿𝐴𝑠

#𝑡𝑟𝑎𝑐𝑒𝑠 .
• 𝑃 (𝑎|𝑑&𝑘) is calculated according to the definition of conditional

probability, that is 𝑃 (𝑎∩𝑑&𝑘)
𝑃 (𝑑&𝑘) . In particular, 𝑃 (𝑎 ∩ 𝑑&𝑘) is the

number of traces with deviation 𝑑 affecting activity 𝑎 and with
features 𝑘 over the total number of traces, and 𝑃 (𝑑&𝑘) is the
number of traces with deviation 𝑑 and features 𝑘 over the total
number of traces.

The assigned costs represent the probabilities of performing certain
eviations based on the causality of the features of the incident log,
hich means the higher the causal probability for a deviation, the more

t is a cause of non-compliance.

inear Regression approach. Statistical regression (Cook and Weis-
erg, 1982) allows estimating the relationships between a dependent
ariable 𝑌 representing an outcome (i.e., non-compliance cost) and
ne or more independent variables 𝑋 representing the observations
i.e., process deviations). This is done by calculating coefficients 𝛽𝑖

of dependent variables (i.e., deviations’ costs). In particular, multi-
ple linear regression models a linear combination of the independent
variables (Bishop and Nasrabadi, 2006). In our case, an observation
is a process instance P 𝑖. 𝑌𝑖 is the given non-compliance cost for P 𝑖.
𝑋𝑖 is the vector of all the deviations occurring in P 𝑖 such that each
element 𝑥𝑗 ∈ 𝑋𝑖 is the number of times the deviation 𝑥𝑗 appears in
he trace P 𝑖. That is, each independent variable (i.e., deviations) is
odeled as the number of times it appears in the log. The principle

ehind this regression design is that redundancy emphasizes the non-
ompliant behavior of the process (Carmona et al., 2018a). Then, the
inear regression model for our problem is:

𝑖 =
∑

𝑖
𝛽𝑖 ⋅ 𝑥𝑖. (3)

The learning task of multiple linear regression is the estimation of
he coefficients 𝛽𝑖. Given the proposed linear regression model, such co-
fficients represent the cost of each deviation 𝑥𝑖 (i.e., the weights 𝑐(𝑒𝑗,𝑘)
n Eq. (1)). They are automatically learned given the non-compliance
rocess instances’ cost (𝑌 ) and the occurrences of each deviation (𝑋).
t is applicable when (i) there exists a linear relationship between

utcome and independent variables, (ii) the independent variables
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are not highly correlated with each other, and (iii) the residuals are
normally distributed.

Trees Regression approach. Extra-trees regression (Geurts et al.,
006) is an ensemble technique consisting of the creation of many
ecision trees, in which each node is a given feature. The extra-
rees algorithm randomly samples the features many times in different
rees. Then, it chooses the optimal path among all the trees, which
inimizes the error expressed in terms of specific metrics as Gini

mpurity (Breiman et al., 2017) or features entropy (Geurts et al.,
006). The costs of the edges of such a path represent the regression
oefficients. For our purposes, each node in the trees represents a
eviation, and the number of children depends on the number of times
he deviation is repeated. The leaf nodes are the different values of the
on-compliance cost. Therefore a path from a root to the leaf node
epresents a trace and collects the coefficients associated with each
eviation to reach the trace cost on the leaf.

The parameters of the extra-trees model are: (i) the number of
enerated trees, that should be increased until the model performance
tabilizes; (ii) the number of features that are randomly sampled for
ach split point; (iii) the number of samples in a node, with the ratio-
ale that a smaller number of samples results in more splits and a more
pecialized tree. This model is more complex than linear regression in
erms of parameters, but more generally applicable due to not being
onstrained by any assumption.

. Validation

To validate the proposed model we set up a quantitative bench-
ark. We need real non-compliance costs associated with IM process

nstances to populate it. However, by deeply analyzing the literature,
e experienced the lack of a standard measure to retrieve such in-

ormation attached to available activity logs. Therefore, we designed
he benchmark using different cost functions taken from the literature,
ach one covering a different aspect of the IM process considered to
ompute the non-compliance cost. In the following, we present the
esign methodology of the benchmark and its implementation and
nalyses applied to the IM scenario.3
Step 1: calculate the cost per trace. The first step of bench-

ark design is the collection of cost functions representing the non-
ompliance cost of each trace under different perspectives. While some
ost functions apply to any log (being domain agnostic), others may
epend on the specific application domain features. We name each cost
unction as a ground truth (GT).
Step 2: estimate non-compliance cost per trace. Although some

orks estimate such a cost in specific contexts, others do not distinguish
etween the portion of costs due to non-compliance and the one caused
y other factors (e.g., resource expenses). In these cases, we designed a
eneral approach to estimate the non-compliance cost, which considers
he cost of non-compliance as part of the trace cost, that is 𝐶𝑁𝐶 (P 𝑖) =
⋅ 𝑡𝑟𝑎𝑐𝑒_𝑐𝑜𝑠𝑡(P 𝑖), with 𝛼 ∈ [0, 1], sampled with steps of 0.1 to cover each
ecile of the process execution cost.
Step 3: run experiments. At this stage, we run experiments us-

ng all the automatic approaches described in Section 6 and consid-
ring each different ground truth. Each approach applied to differ-
nt ground truths results in different individual costs associated with
rocess deviations.
Step 4: evaluation. We consider the following metrics to validate

ow much the trace non-compliance costs estimated with the proposed
odel (Eq. (1)) fit the ones of the ground truths: (i) Mean Absolute
rror (MAE) (Bickel and Doksum, 2015), which measures the average
bsolute difference between estimated values and the actual ones; (ii)
ean Squared Error (MSE) (Bickel and Doksum, 2015), which measures

3 https://github.com/Ale96Pa/ComplianceAssessmentSystem/blob/main/
est/benchmark/
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the average squared difference between the estimated values and the
actual ones; (iii) Median Absolute Deviation (MAD) (Rousseeuw and
Croux, 1993), which measures the variability of a univariate sample
of data. More formally, let 𝑛 be the sample size (i.e., the number
of incidents), 𝐺𝑇 and 𝑁𝐶 the ground truth and the estimated non-
compliance costs respectively. Then, the three error metrics used for
the evaluation are calculated as:

𝑀𝐴𝐸 =
∑𝑛

𝑖=1 |𝐺𝑇𝑖 −𝑁𝐶𝑖|

𝑛

𝑀𝑆𝐸 =
∑𝑛

𝑖=1(𝐺𝑇𝑖 −𝑁𝐶𝑖)2

𝑛
𝑀𝐴𝐷 = |𝑀𝐴𝐷𝐺𝑇 −𝑀𝐴𝐷𝑁𝐶 |,

here 𝑀𝐴𝐷𝑋 = 𝑚𝑒𝑑𝑖𝑎𝑛(|𝑋𝑖 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑋)|). We developed the bench-
ark by using the reference process model in Fig. 1 and a publicly

vailable dataset containing real data of an IM process from the audit
ystem of the ServiceNowTM (ServiceNow, 2023) platform used by an IT
ompany (Amaral et al., 2019). The log contains 24918 incidents and,
or each incident, 33 descriptive features exist related to the IM process
e.g., number of updates during the incidents), incident classification
e.g., categories of the incident and affected services), and incident
iagnosis (e.g., causes and impacts).

.1. Ground truths

The first ground-truth function we consider is based on trace fitness
GT1), as it represents the simplest way to prioritize deviations. Among
he approaches defining cost functions for trace costs reviewed in
ection 3, we identified four main scientific approaches that consider
ifferent aspects of modeling cost functions beyond the fitness-based
ne. Those functions cover the range of approaches existing in related
iterature. Two of them evaluate the cost of non-compliance of the
races (GT2, GT3), while the other two calculate the cost of the entire
M process without distinguishing the cost due to non-compliance (GT4,
T5). Since GT4 and GT5 provide the whole cost of process execution,
e consider ten variants varying 𝛼.
GT1: As the fitness measures the degree of compliance of a trace

ith a reference process model varying from 0 (non-compliance at all)
o 1 (full compliance), we calculate the first ground truth as 1−𝑓𝑖𝑡𝑛𝑒𝑠𝑠.
GT2 (Kieninger et al., 2013): The cost components are based on

osses in revenue, additional expenses, and intangible cost of each
ncident, and then related to process metrics (e.g., penalty payments).
he non-compliance cost is the sum of the additional expenses, that is

𝐶𝑁𝐶 = 𝑡𝑎𝑑𝑑 ∗ 𝑝𝑎𝑑𝑑 , where 𝑡𝑎𝑑𝑑 and 𝑝𝑎𝑑𝑑 are the working duration and
the number of people involved in extra-work for solving the incident.

GT3 (Moura et al., 2006): It estimates the potential loss due to
IT Service Level Agreements (SLAs) violations as a function of the
duration of each violation. It computes the loss as the rate at which it is
instantaneously accumulated at any given time instant, considering the
priority of each process. Formally, 𝐿𝑜𝑠𝑠 =

∑

∀𝑖∣𝐵𝑃𝑖∈𝐵𝑃
∑

𝑗 𝑤𝑖 ∫𝑡∈𝜏𝑖𝑗 𝛽𝑖(𝑡 +

𝑖)𝑑𝑡, where 𝐿𝑜𝑠𝑠 is the cost due to SLAs violation, 𝐵𝑃 is the set of the
usiness processes of the organization (e.g., IM process), 𝑤 is the impact
f the process (e.g., incident priority), and 𝛽 represents the potential
evenue rate (e.g., man-hour revenue).
GT4 (Dumas et al., 2013): It describes the cost associated with

rocess resources as the cost of person-hours employed per process
nstance, thus it is 𝐶(𝑇 ) =

∑

𝑖 𝑡𝑖 ∗ 𝑝𝑖, where 𝑡𝑖 and 𝑝𝑖 are respectively
he time and the number of people involved in the 𝑖th activity of the
ncident 𝑇 .
GT5 (Romanosky, 2016): It models a linear regression problem to

efine the cost in relation to organization revenue (or the number of
mployees), compromised records, concurrency of incidents, and their
mpacts. Specifically, the author finds that the relevant factors are
he number of employees and the number of compromised records.
pecifically, 𝑙𝑜𝑔(𝐶(𝑇 )) = 𝛽0 + 𝛽1 ⋅ 𝑙𝑜𝑔(𝑛𝑢𝑚_𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝑠) + 𝛽2 ⋅ 𝑙𝑜𝑔(𝑟𝑒𝑐𝑜𝑟𝑑𝑠),
here 𝛽0, 𝛽1, 𝛽2 are the regression coefficients and 𝐶(𝑇 ) is the cost of

ncident 𝑇 .

https://github.com/Ale96Pa/ComplianceAssessmentSystem/blob/main/test/benchmark/
https://github.com/Ale96Pa/ComplianceAssessmentSystem/blob/main/test/benchmark/
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Fig. 4. Comparison between the costs assigned to the incidents according to the
different ground truths. The 𝑥-axis represents the trace IDs and the 𝑦-axis the trace
cost.

7.2. Benchmark analysis

We conducted 92 experiments by running the system with each
of the four implemented approaches and the 23 ground truths (GT1,
GT2, GT3, ten variants of GT4, and ten variants of GT5), resulting in
over 2 million observations. The first research question (RQ1) is: Is
the fitness-based cost (i.e., GT1) a good estimator of the non-compliance
cost even considering domain-specific features? Fig. 4 reports the trace
costs calculated with the different ground truths. There is an evident
difference between GT1 and all the others. Beyond the cost values, one
important aspect is the different trend the fitness has compared with the
other ground truths. For example, in the first trace IDs, all the ground
truths show an increasing trend, while the fitness has a decreasing one.
Similarly, from the trace with ID 5000 to the one with ID 15000, the
fitness shows a decreasing trend, while the same is not observed for all
the other ground truths that are overall constant. This is a crucial aspect
because all the ground truths GT2-GT5 use functions that consider the
specific context of the IM process (e.g., incident priority, personnel
involved, incident duration). In contrast, the fitness metric only takes
into account the control-flow aspect (i.e., differences between log traces
and reference model). Its different trend from the other GTs indicates
that the fitness does not have the same representativeness of the IM
process cost functions. Thus, we can conclude with a negative answer
to RQ1. More in detail:

Result 1: The fitness alone cannot fully capture the context of the process
implementation, as its trend differs from all the context-specific ground
truths. Contrarily, the ground truths evaluated through domain-specific
features have all similar trends, highlighting their common capability to
capture the context.

Because fitness cannot properly express the non-compliance cost,
the next research question RQ2 is:Which automatic approach provides the
better estimation for the single ground truths? We consider the estimated
cost trends in Fig. 5 and the error metrics reported in Table 1 (MSE,
MAE, and MAD) for each approach and each ground truth. Results
highlight the advantages of causal probability and extra-trees models
that approximate well the different ground truths. Causal probabil-
ity, considering the cost as a feature, approximates GT2, GT4, and
GT5 better, while extra-trees regression approximates GT3 better. In
particular, the causal probability reaches the minimum errors across
the benchmark when applied with GT2: MSE is 0.068, MAE 0.170,
and MAD 0.078 (bold cell in Table 1). With respect to RQ2, we can
conclude:

Result 2: Extra-trees regression and causal probability considering all
the features are comparable to each other: the former is better for GT3
considering all the metrics, and GT4 considering MAD; the latter is better
for GT2 and GT5 considering all the metrics, and GT4 considering MSE
and MAE. Contrary, linear regression has the highest errors in all the cases
considering MSE and MAE.

Although the previous analysis indicates the error metrics for each
individual ground truth, we also examine their distribution among all
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the experiments to analyze the global best approaches considering all
the experiments (Fig. 6(c)). The resulting research question, RQ3, is:
Which automatic approach provides the better estimation considering all the
ground truths? In this analysis, we also consider the fitness-based cost
against the other ground truths as it represents the main control-flow
metrics used to estimate the degree of non-compliance.

Results are visible in Fig. 6(c). Each box represents the distribution
of MSE (Fig. 6(a)), MAE (Fig. 6(b)), and MAD (Fig. 6(c)) of the different
approaches. A relevant aspect is that both causal probability and extra-
trees regression outperform the prediction of non-compliance cost with
respect to the fitness-based approach. Contrary, linear regression per-
forms worst with higher errors. In addition, all the proposed approaches
have more compact boxes than fitness-based ones, meaning that the
error evaluation is less susceptible to variability. With respect to RQ3
we can conclude:

Result 3: Causal probability performs better overall considering all the
experiments. All the proposed approaches show good performance in terms
of non-compliance cost estimation and better capture the non-compliance
cost with respect to the only control-flow perspective (i.e., fitness). In
addition, our system is more consistent while estimating the non-compliance
cost.

7.3. Accuracy metrics

To investigate the performance of the proposed system further, we
provide the evaluation of the accuracy metrics, which are applied to the
causal probability approach, considering the cost as a causal feature. To
perform this validation, we converted both ground truths and modeled
costs into categorical values based on their distribution. For each cost
value, the traces costs are labeled as ‘‘Low’’ if they are lower or equal
to the median and ‘‘High’’ otherwise. The rationale for choosing the
median as the threshold is to avoid bias due to the possible high
variability of costs. Then, we compare the labels of ground truth and
modeled costs considering the following definitions:

• True Positives (TP) are the observations in which the ground truth
is a high cost and our model predicts the same; i.e., the model
correctly predicts the critical traces.

• False Positives (FP) are the observations in which the ground
truth is a low cost and our model predicts a high cost instead;
i.e., the model identifies critical traces that are non-critical in-
stead.

• False Negatives (FN) are the observations in which the ground
truth is a high cost and our model predicts a low cost instead;
i.e., the model underestimates the criticality of the traces.

• True Negatives (TN) are the observations in which the ground
truth is a low cost and our model predicts the same; i.e., the model
correctly predicts the non-critical traces.

Fig. 7 reports the confusion matrices of these metrics for each ground
truth.

The results in the figure indicate an accuracy of 0.87 for GT2,
0.70 for GT3, 0.67 for GT4, and 0.68 for GT5, resulting in an average
accuracy of 0.73. In particular, we are interested in evaluating the
trade-off between precision and recall (Bishop and Nasrabadi, 2006),
as the former indicates the probability of avoiding false positives and is
calculated as 𝑇𝑃

𝑇𝑃+𝐹𝑃 , and the latter indicates the probability of avoiding
false negatives and is calculated as 𝑇𝑃

𝑇𝑃+𝐹𝑁 . In our case, the precision
values are 0.77, 0.68, 0.64, and 0.62 for GT2, GT3, GT4, and GT5
respectively. Recall values are 0.99, 0.74, 0.73, and 0.75 for GT2,
GT3, GT4, and GT5 respectively. This indicates that, on average, the
proposed model is able to correctly avoid 67.8% of false positives and
80.3% of false negatives. The precision–recall trade-off indicates that
in case of errors the model tends to be conservative, in the sense that
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Fig. 5. Comparison between the costs estimated with the different models, i.e., linear regression (LR), extra-tree regression (ETR), causal probability on cost (CP), and causal
probability on all attributes (CP-all), for each ground truth (GT2 on top left, GT3 on top right, GT4 on bottom left, GT5 on bottom right).
Fig. 6. Distribution of the error metrics (a) mean squared error, (b) mean absolute error, and (c) median absolute deviation for each model (F = fitness-based approach, LR =
Linear Regression, ETR = Extra-Tree Regression, CP = Causal Probability).
.

Table 1
Error metrics of modeled approaches compared with each ground truth. The metrics are mse (mean squared error), mae (mean absolute error), and mad (mean absolute deviation)

GT2 GT3 GT4 GT5

MSE MAE MAD MSE MAE MAD MSE MAE MAD MSE MAE MAD

Linear Regression 0.135 0.292 0.332 0.096 0.247 0.265 0.125 0.282 0.183 0.140 0.295 0.181
Extra-Tree Regression 0.114 0.252 0.262 0.074 0.192 0.337 0.094 0.258 0.222 0.112 0.283 0.247
Causal Prob. (cost) 0.068 0.170 0.078 0.094 0.244 0.334 0.092 0.217 0.171 0.083 0.211 0.181
Causal Prob. (all) 0.092 0.240 0.193 0.094 0.245 0.335 0.100 0.253 0.262 0.103 0.256 0.251
it gives more alerts (overestimated costs) rather than underestimating
potential dangerous traces.

Result 4: The probabilistic model has an average accuracy of 0.73. It
overestimates 32.2% of the trace costs (false positives) and underestimates
19.7% of them (false negatives). In the presence of errors, the model tends
to alert the operator.

In summary, the quantitative validation results confirm that the
proposed model based on causal probability allows for identifying
the causes of non-compliance in terms of process deviations and cor-
rectly estimating their cost. Focusing on single deviations, the proposed
method allows for the characterization of problems from the whole
trace granularity to the single deviation occurrences, allowing for a
more specific and refined way to prioritize and correct them. Finally,
the linear combinations of these deviations, their occurrences, and costs
allow for obtaining a fit estimation of the whole trace non-compliance
cost.
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8. Usage scenario: Incident Management process assessment (ISO
27035)

After discussing the proposed model’s quantitative performances,
in this section, we illustrate a usage scenario to show the capabilities
of the proposed system in a realistic setting. We consider the dataset
log (Amaral et al., 2019) and the ISO 27035:2013 as reference process
model (ISO/IEC 27035:2013 (E), 2013) (Fig. 1), and the targeted
persona is an auditor in charge of assessing the compliance of the IM
process through the analysis of its instances in the log.

Once the process auditor loaded the IM log and the reference pro-
cess model in the system, the first output s/he gets is the analysis of the
non-compliance cost (Fig. 8). Fig. 8(a) reports the non-compliance cost
evaluated through the causal probability approach (blue) compared
with the fitness-based cost (orange) chosen as the simplest way to
prioritize deviations and instances. For the sake of presentation and
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Fig. 7. Confusion matrices of True Positive (TP), False Positive (FP), False Negative
(FN), and True Negative (TN) cost labels.

to allow comparability between fitness and cost model, the traces (x-
axis) are sorted by ascending fitness values.4 In this way, for each trace
in the 𝑥-axis, the two lines show the fitness and non-compliance cost
values. This analysis confirms that our cost model is able to differen-
tiate the non-compliance costs based on the type of deviations. This
is particularly evident in the incidents from ID 18000 to 20000 (area
between red dotted lines in Fig. 8(a)): in that interval, the fitness-based
cost is flat, meaning that the traces have all the same non-compliance
cost and it would not be possible for the auditor to prioritize some
of them. Contrary, our model assigns different costs depending on
the different deviations, showing more diverse dynamics of the trend,
allowing prioritization of instances to solve.

The auditor then looks at the distribution (box plot) of the non-
compliance cost (see Fig. 8(b)). It makes evident that the organization
presents good compliance with ISO 27035 (median cost is 0.1 over 1
and lower than 0.2, meaning the overall non-compliance is not partic-
ularly critical (Carmona et al., 2018a)). Nonetheless, there are quite
a number (4517) of instances covering the remaining non-compliance
costs, that should be further investigated as they are the most critical
ones. They are highlighted by our proposed cost model but are not
visible using standard methods.

The auditor is then interested in exploring the severity distribution
for the single instances, and s/he chooses to investigate them further.
To this aim, the auditor bins the costs according to compliance severity
criteria introducing a discrete scale of five values equally distributed
in the non-compliance cost range: None, Low, Medium, High, and
Critical (see Fig. 9(a)). The bar chart highlights that most of the
process instances (21389, corresponding to 85.83%) are affected by
‘‘Low’’ compliance severity, while the ‘‘High’’ and ‘‘Critical’’ traces are
respectively 8 and 3 (0.06% of the traces). Thus, 86.15% of the traces
present non-compliance issues. However, most of these issues have
a minimal impact on the cost of non-compliance. Interestingly, this
result shows that focusing on a large number of instances with low
non-compliance costs will produce fewer benefits (in terms of non-
compliance) than focusing on the medium, high, and critical instances
(77 instances versus 21389).

Having identified this interesting subset of instances, the auditor is
interested in understanding the causes, so s/he investigates how the
non-compliance cost is related to the cost of deviations present in each
instance. Fig. 9(b) shows the number of occurrences of each deviation,
with their costs estimated through the causal probability approach
shown in Table 2.

The deviations are sorted from the most costly to the least costly,
which makes it evident to the auditor that mismatch closure and res-
olution, mismatch resolution, and skip detection are the most critical

4 Without loss of generality, it is always possible to retrieve the original
trace IDs from the ones sorted by fitness.
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Table 2
Deviations costs automatically assigned with causal probability approach considering
the cost as causal feature.

Deviation Cost

Mismatch closure and Mismatch resolution 0.97
Mismatch resolution 0.91
Skip detection 0.77
Repeat detection 0.59
Skip resolution 0.53
Skip resolution and Skip detection 0.52
Mismatch closure 0.46
Repeat resolution 0.46

deviations, with costs 0.97, 0.91, and 0.77 respectively. The most
critical deviation is the combination of mismatch closure and mismatch
resolution with a cost of 0.97 over 1: it is the case in which, from
the incident closure, the process goes back to the ‘‘Active’’ state. It is
reasonable that it is the most critical one because it indicates that while
the incident response team marked the incident as over, a new threat
appeared, forcing them to put the incident state back to ‘‘Active’’. It is
interesting to note how the cost associated with the deviations is not
directly proportional to their frequency (see Fig. 9(b)). The skipping of
detection and activation, and repetition of detection and activation, are
the most frequent in the log and they have a cost of 0.77, 0.19, 0.59,
and 0.14 respectively.

This analysis produces two insights for the auditor: (i) The devi-
ations affecting the detection activity are more severe than the ones
affecting the activation. This could be explained by the fact that de-
tection is the very first activity in the reference process model and
problems in this phase may result in missing necessary information
to process the incidents correctly; (ii) The deviations affecting the
activation can be easily repaired as they do not have a critical impact
on the IM process. Additionally, this result confirms that the proposed
approach assigns costs depending on the process context rather than
simply on the frequency of issues, like frequency-based approaches.
Thanks to this information, the auditor knows which instances of the
IM process are affected by high non-compliance costs (77) and which
types of deviations affect them more and must be corrected. This strong
reduction allows a more effective intervention and improvement of the
IM process. Additionally, by working on them, the auditor will correct
even a portion of the non-compliance for less-costly instances, getting
a second-level effect on the overall improvement of the IM process
compliance.

Notice that gaining the same information through a manually
performed assessment would have been significantly more time and
resource-consuming (i.e., interviews, questionnaires). For example,
considering only the trace costs without the proposed model, an auditor
would have analyzed the most critical traces (e.g., the worst 10). It
corresponds to the analysis of 310 deviations with an average of 31
deviations per trace. This is because the analysis performed by trace
does not consider common deviations among the traces. Contrarily, the
proposed system prioritizes the deviations, highlighting, in this case,
that fixing the three most critical deviations would reduce 53.5% of
the non-compliance cost.

In conclusion, the system helps the auditor prioritize mitigation
actions. S/he identifies, based on these results, that the most urgent
investment is in the response team training because the high cost of
mismatch closure and resolution highlights the need to better recognize
the closure conditions of an incident. In addition, the high cost of skip
detection deviation highlights the need to train users better to detect
incidents promptly.

9. Discussion and limitations

This paper proposed a novel approach to support the auditor dur-
ing the IM process compliance assessment. We addressed three main
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Fig. 8. (a) Non-compliance cost trend and (b) non-compliance cost distribution. The area between the two dotted lines highlights the flatness of fitness-based cost with respect to
the proposed cost model.
Fig. 9. (a) Deviations analysis per compliance severity and (b) deviations analysis per deviation type (s: skip, r: repetition, m: mismatch). The following notation is used for
the different Incident Management activities (N: detection, A: activation, W: awaiting for third-party information, R: resolution, C: closure). The 𝑦-axis represents the number of
occurrences of the different deviations, also reported at the top of each bar.
Table 3
Comparison of compliance assessment methodologies. The columns denote the presence of quantitative evaluation, automation, and if it is
agnostic to security standards. We further specify the associated compliance metric and the methodology used (ND = Not Defined).

Quantitative
assessment

Automated
approach

Standard
agnostic

Compliance
metric

Methodology

Arsac et al. (2011) × ✓ ✓ ND model checking

Ly et al. (2012) × ✓ ✓ ND rule-based

Sarkar and Saren (2016) ✓ × ✓ manufacturing cost mathematical model

Kabaale et al. (2018) × × × ND ontology

Glogovac et al. (2019) ✓ × ✓ quality cost mathematical model

Angelini et al. (2020) × × ✓ coverage validation attack graph

Shinde and Kulkarni (2021) × × × ND user study

van der Kleij et al. (2022) × × × ND user study

He et al. (2022) × × × ND framework

Alfaadhel et al. (2023) ✓ × × compliance score questionnaires

Mouratidis et al. (2023) × ✓ ✓ ND framework

Ghanem et al. (2023) × × ✓ ND rule-based

Proposed approach ✓ ✓ ✓ non-compliance cost trace alignment
research questions. The goal of the first one is to understand whether
the fitness metric, which represents the current state-of-the-art metric
for process compliance, is adequate for estimating the non-compliance
cost of the IM process. The performed validation showed that the
fitness metric cannot fully capture the context of the IM process im-
plementation because it does not consider specific incident features
(e.g., incident priority). This implies that more advanced methodologies
are necessary to estimate the non-compliance cost. To this aim, the sec-
ond research question analyzes which is the best automatic approach,
among the ones proposed, to estimate non-compliance costs. The results
showed that there is no best approach, but Extra-Tree regression and
Causal Probability have comparable performance. Consequently, the
third research question investigates the overall performance of the au-
tomatic approaches in a benchmark validation, which showed that the
12 
Causal Probability approach outperforms the others when considering
the entire set of experiments, with an average accuracy of 0.7.

We report in Table 3 the comparison of the proposed work with
the current state-of-the-art of IM compliance process assessment. It
shows that most of the literature focuses on qualitative assessments
by contributing frameworks (Mouratidis et al., 2023; He et al., 2022),
rule-based approaches (Ly et al., 2012; Ghanem et al., 2023), and
user studies (Shinde and Kulkarni, 2021; van der Kleij et al., 2022).
This hinders the possibility of measuring compliance through suitable
quantitative metrics (ND labels in Table 3 stand for Not Defined).
In contrast, the few works proposing quantitative assessment either
provide a metric not measuring the IM process compliance but rather
focusing on manufacturing costs (Glogovac et al., 2019; Sarkar and
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Saren, 2016) or require manual effort to analyze checklist-based secu-
rity standards (Angelini et al., 2020; Alfaadhel et al., 2023). Finally,
five works are not standard agnostic and therefore can only be applied
for compliance with a specific security standard (e.g., Alfaadhel et al.,
2023 support only the ECC standard). To the best of the authors’
knowledge, the proposed approach represents the first contribution that
allows for quantitatively assessing, supported by automatic computa-
tion, the compliance of the IM process with a reference process model,
identifying the non-compliance causes in terms of process deviations,
and prioritizing them by assigning costs. Indeed, it is the only one lever-
aging the methodology of trace alignment, a process mining technique,
and extending it through a cost model for better accuracy. Although we
modeled the approach, its quantitative validation, and usage scenario
for the IM process, we believe it can be easily generalized to any other
cybersecurity governance process by suitably formatting a reference
process model and the trace log containing its execution.

Further considerations arise from this work in the form of limita-
tions, reported in the following:

Modeling reference processes. Modeling a process model from the
ecurity standards according to business process modeling notations
e.g., Petri Net (Petri, 1966), BPMN (White, 2004), WorkFlow Net (Sal-
mifard and Wright, 2001)) may still require some effort when not
upported by existing standards. This is because the designer should
ave technical, business, knowledge management, and social compe-
encies (Sonteya and Seymour, 2012).

We consider the reference process model as an input of the system.
herefore the difficulty of its modeling is out of the scope of this
aper. On the other hand, we observe that the processes described in
he security standards are typically general and therefore consist of
simple sequence of activities (e.g., planning, detection, assessment,

esponse, and closure for IM). In such cases, the process modeling is
asier and can be achieved with intuitive tools such as WoPeD5 without

requiring high expertise.

Log quality and requirements. The second element that we consider
as input of the system is the IM process log. We consider the log quality
only from the structural perspective, meaning that any valid log must
contain the trace IDs, the phases in each trace, and the timestamp
of each phase (Van Der Aalst, 2013). In addition, in the proposed
system the log must also contain the non-compliance cost of each
trace. As it is typically an attribute difficult to retrieve in the logs,
we proposed five existing cost functions to estimate them. We do not
consider the quality of the logged data instead (e.g., the presence of
inconsistent values) and how it impacts the assessment. According to
the literature on log data quality (Kherbouche et al., 2016; Bose et al.,
2013), three possible scenarios are possible during the IM process: (i)
missing data (i.e., the operators or the automatic data collection system
do not fill the log entries), (ii) wrong data (i.e., the operators or the
automatic data collection system insert a wrong value for a feature of
the log), and (iii) incomplete data (i.e., the operators or the automatic
data collection system do not fill all the entries/features of the same
incident) (Palma et al., 2024). In the proposed system, missing and
incomplete data results in a smaller training set for the automated cost
assignment approaches. A typical solution for this problem is adding
the constraint of a sufficient number of entries necessary to train the
approaches (e.g., ten). In contrast, wrong data may affect the accuracy
of the automated cost assignment approaches. To address this problem,
a possible solution is to introduce noise in the benchmark to evaluate
how much the approaches are robust to the introduced noise. Then, the
auditor is more informed about the robustness of the system and can
weigh her decision accordingly (e.g., if s/he knows that the log may
contain many wrong values, s/he can discard the result in case of low
robustness). Applying those mitigations can limit the potential effects

5 https://woped.dhbw-karlsruhe.de/
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of log quality on the analysis results. We leave a deeper investigation
of this analysis for future work.

Applicability to different IM logs. The proposed compliance assess-
ment system currently handles only a single IM log for experimental
validation. This is because incident data are typically not shared pub-
licly, making them difficult to obtain. To the best of the authors’
knowledge, this is the only dataset for IM that includes both process
and incident features. However, since this work is public, readers can
download the code and run the system with additional (private) logs.
It is important to note that different datasets only impact the perfor-
mance of the automated cost assignment techniques (i.e., regression
and probabilistic). The selected technique may vary across datasets,
and evaluating the most performant approach for all the datasets is out
of the scope of this paper. A possible solution to address this problem
is the generation of synthetic logs inferred from the real one to study
how the different approaches vary across controlled variations of the
dataset (Palma et al., 2024).

10. Conclusions

This paper addressed the problem of compliance assessment for the
Incident Management process. In doing so, it contributes a novel devi-
ation taxonomy, its related cost model, and a compliance assessment
system to support an auditor in assessing (i) the IM process compliance
with a reference process model and (ii) the prioritization of instances
to mitigate based on the deviation costs and presence. This approach
tested quantitatively and qualitatively, supports the auditor in making
faster and more effective the identification of more costly errors during
the IM process, correcting them, and estimating the corrections’ impact
on the rest of the logged instances.

The experimental evaluation showed four important results from
this study. The first outcome indicates that the fitness metric does
not account for specific incident characteristics (e.g., impact, person-
nel), necessitating more advanced methodologies for accurate non-
compliance cost estimation. In contrast, the proposed cost model ad-
dresses this challenge. The second result reveals no single best method
for estimating the ground truths, but Extra-Tree regression and Causal
Probability approaches show comparable and good performance when
considering each single ground truth. The third and fourth findings
assess the performance of the automatic approaches over all the ground
truths. The former demonstrates that the Causal Probability outper-
forms others in terms of aggregated error metrics, while the latter
shows its better performance in terms of achieved accuracy. The usage
scenario demonstrates the benefits of using the proposed system to
assess compliance with ISO 27035 and prioritize mitigation strategies
accordingly. The acquired findings showed the advancement of the
proposed system in the current literature as it quantitatively assesses
IM process compliance with a reference model through a novel cost
model based on trace alignment. It uses automated approaches for cost
computation that show good performance for estimating the ground
truths and identifying and prioritizing non-compliance causes through
process deviations.

In future works, we plan to work on the following three research
directions. The first one concerns quantitative validation. Although cor-
rectly covering the main literature approaches, it uses only one dataset
since real IM process logs are difficult to retrieve. For this purpose,
we plan to involve companies to expand the validation and propose a
complete benchmark useful for any future validation activities (Palma
et al., 2024). The second research direction is focused on the interpreta-
tion of the assessment results. We plan to provide more control to the
auditor during the process assessment by leveraging Visual Analytics
techniques (Keim et al., 2008; Palma and Angelini, 2024). The last re-
search direction deals with the dynamic estimation of non-compliance
costs by leveraging the context-aware trace alignment (Acitelli et al.,
2022).
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