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A B S T R A C T

In recent years, there has been a growing demand for renewable energy sources, which are inherently
associated with a decentralized distribution and dependent on weather conditions. Their management and
associated forecasting of produced energy are tasks of increasing complexity. Spatio-Temporal Graph Neural
Networks have been applied in this context with excellent results, taking advantage of the correct integration
of both topological data, defined by the distribution of the plants in the territory, and temporal data of
the time series. A drawback of graph neural networks is the recurrent mechanism adopted to process the
temporal part, which increases greatly the computational load of these models. Moreover, these models are
formulated for real and sensitive contexts where, in addition to being accurate, the predictions must also be
understandable by the human operator. For these reasons, in this paper we propose a novel explainable energy
forecasting framework based on Spatio-Temporal Graph Neural Networks: the forecasting model generates
predictions by processing temporal and spatial information using a spectral graph convolution and a 1D
convolutional neural network respectively, then we apply a state-of-the-art explainer to them in order to
produce explanations about the generation process. Our proposed method obtains predictions having better
performance than previous approaches, both in terms of computational efficiency and prediction accuracy,
with the possibility of interpreting them in order to understand the generation process. The novel approach
based on fusion of forecasting and explainability in a single framework enables the creation of powerful and

reliable systems suitable for real-world issues and challenges.
1. Introduction

With the advent of decarbonization processes and the implemen-
tation of energy transformation policies [1,2], shifting our energy
system from one primarily reliant on economically and infrastructural
efficient fossil fuels to one centered around renewable energy sources
[3], the energetic sector, a crucial component in today’s economy,
is undergoing a profound transformation, characterized by increasing
complexity and management problems [4–6]. Among the renewable
energy sources, wind and photovoltaic energy emerge as two of the
most prominent players, offering the promise of sustainable power
generation. However, both exhibit volatility and unpredictability due
to their dependence on weather conditions for electricity generation,
rendering them inherently unstable and challenging to predict. The
intermittent nature of wind and solar power, considered in the energy
context together with the challenge of energy storage [7], requires
precise supply and demand forecasting for an environmentally friendly,
yet stable and resilient, energy system.

In this context, many methodologies have been developed to cor-
rectly predict the electricity profile over time produced by the plants:
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from purely statistical methods [8] to ensemble models [9] and systems
that include meteorological modeling [10]. Artificial intelligence (AI)
methodologies are having an ever-increasing success in this application
field [11], starting from common statistical models (e.g. ARIMA [12])
which take into account different terms for season and trends, up to
more complex deep learning systems that eliminate some of the data
pre-processing steps that are typically involved with machine learning
and try to automate feature extraction, removing dependencies from
human experts. This is an important improvement since we can inject
data from different sources directly into the system, like meteorological
data for the energy production forecasting task or personal profiling
data for the energy load forecasting task.

The task we consider in this paper is complicated by the need to
accurately predict the flow of energy produced by all plants, over a
sparse and decentralized distribution of renewable structures in the
area, simultaneously and unlike previous models [13–16] that pre-
dicted the behavior of each plant singularly. In the same geographic
area, energy production or weather information collected in a particu-
lar plant can be helpful to produce more precise predictions for other
306-2619/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access ar
c-nd/4.0/).

https://doi.org/10.1016/j.apenergy.2023.122151
Received 12 March 2023; Received in revised form 1 October 2023; Accepted 21 O
ticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
ctober 2023

https://www.elsevier.com/locate/apenergy
http://www.elsevier.com/locate/apenergy
mailto:alessio.verdone@uniroma1.it
mailto:simone.scardapane@uniroma1.it
mailto:massimo.panella@uniroma1.it
https://doi.org/10.1016/j.apenergy.2023.122151
https://doi.org/10.1016/j.apenergy.2023.122151
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Applied Energy 353 (2024) 122151A. Verdone et al.
Fig. 1. This schema represents our explainable energy forecasting framework. The first step is to build the graph based on the location of the PV plants: based on the links
generated, the information of the time series will be propagated among the nodes of the graph. The GCN1D forecasting model then executes a multi-step prediction for each
node in the second step: in the figure, blue and red segments represent historical and predicted values respectively. Finally, the GNNExplainer generates local- and global-level
explanations in order to visualize and understand the importance of historical data for the generated predictions.
plants. To assimilate as much knowledge as possible, it is necessary
to correctly integrate both temporal and spatial information. Following
this idea, Spatio-Temporal Graph Neural Networks (STGNNs) have been
employed with success in power forecasting task [17–19], learning
to predict the production output for each plant, incorporating in the
process both topological and temporal information from the energy
network and the time series respectively.

The ultimate goal of the development of these systems is their
use in a real operational scenario, where the priorities differ slightly
from the experimental environment: the complex system of electrical
infrastructures in our society depends on current and even more on
future decisions based on the results of such algorithms. In addition
to the accuracy of the predictions, another important factor for this
framework is the clarity and comprehensibility of the model’s pre-
dictions to the human operator. In this context, but more broadly in
deep learning frameworks, interpretability is a topic that has received
increased attention in recent years: we want to try to understand black-
box predictions and give human operators tools to help them do so. It
is still difficult to establish in detail which attributes or features of the
model’s input influence a neural network’s decisions. Many approaches
and lines of thought have been proposed [20] to discuss the problem
of what it means to explain a prediction or a model, frequently linking
the concept of explainability or interpretability with the concept of the
importance of some parts of the data.

The main contribution of our work is the development of a new
explainable framework for the simultaneous prediction and explana-
tion of photovoltaic (PV) energy from multiple sites by employing
multivariate time series, shown in Fig. 1: the novelty of our research
hinges on integrating predictive capabilities with the ability to provide
explanations, both at spatial and temporal scales. In short, the primary
aspects of our work can be described as follows:

• We present a novel STGNN called ‘Graph Convolutional Network
+ 1D CNN’ (GCN1D) that does not use recurrent methods to han-
dle temporal sequences, making it more efficient and producing
better results than a recurrent STGNN.

• We validate our model using multivariate synthetic time series,
which have been validated in previous research [21]: we show
how our model can appropriately integrate diverse time series
(power, weather and timing data) in an efficient and adaptable
manner.

• We describe a novel approach to incorporate explainability into
traditional forecasting frameworks: we use GNNExplainer [22],
a model agnostic explainability method, to explain and interpret
time-varying information in an energy network.

2. Photovoltaic energy forecasting

2.1. Overview of time series forecasting

A significant amount of literature was produced for the time series
forecasting problem during the years [23–25]; it is a task with a
2

wide range of possible applications, from the financial sector [26]
to the social sciences [27], from retail [28] and healthcare [29] to
energy [30]. First approaches in the energy scenario relied on purely
statistical methods such as ARIMA [12]. Physical models and equa-
tions able to simulate environmental conditions [31] were also used.
PV power output was forecasted using numerical weather prediction
(NWP) models [32]. In studies on power generation forecasting, ensem-
ble approaches incorporating previous methodologies are used: hybrid
models as in [33,34] or multistage systems as in [35] are proposed
in order to achieve the defined goal, while minimizing some model’s
drawbacks possibly also subject to some physical or operation con-
straints. Recent approaches to the problem involve the use of complex
frameworks such as fuzzy logic [36], genetic algorithms [37] and deep
neural networks [38].

For many years, Convolutional Neural Networks (CNNs) and Re-
current Neural Networks (RNNs) have defined the state of the art.
Mono-dimensional CNNs (or 1D CNNs) operate on one-dimensional
data sequences: they can be applied directly to raw data without
any pre- or post-processing. Furthermore, simple 1D convolutions,
which consist of scalar multiplications of the signal with a kernel and
additions, are very computationally efficient. Many signal processing
applications made extensive use of 1D CNNs [39]. RNNs are neural
networks that allow previous outputs to be used as inputs while having
hidden states: they excel at processing sequential data and detecting
temporal trends, but they may suffer from exploding or vanishing gra-
dients and they are also slow to train, having to backpropagate through
the temporal sequence. Meteorological data are used by Liang et al.
in [40] to train a model based on stacked Long Short-Term Memory
(LSTM) units to forecast wind power generation, yielding more accurate
predictions than a single LSTM. Hossain et al. in [41] and Succetti
et al. in [42] propose both stacked LSTM network to forecast PV energy
generation. Oreshkin et al. present N-BEATS networks in [43], an
interpretable architecture for univariate time series forecasting, based
on backward and forward residual links and fully-connected layers.

More recent approaches to the problem involve the use of re-
cently developed techniques that have achieved great results in deep
learning, such as attention mechanisms or, more specifically, trans-
formers: in [44], an attention mechanism is used in multi-step predic-
tion tasks while Grigsby et al. developed in [45] a Transformer-based
model, called ‘Spacetimeformer’, applied to the multivariate time series
forecasting task. FEDFormer was proposed in [46], a model which
combines a seasonal-trend decomposition method with a frequency-
enhanced Transformer to improve its performance for long-term pre-
diction. Transformer-based models for long-term time series forecasting
tasks are studied in [47], which proposes ‘Informer’, a computationally
efficient model that implements a ProbSparse self-attention mechanism,
and in [48] where a novel decomposition architecture, named ‘Auto-
former’, with an Auto-Correlation mechanism was presented. Although
the aforementioned works make use of temporal correlations, they do
not completely utilize the spatial information that derives from the
topological distribution of the plants.

Many actual PV forecasting models have a significant flaw in that
they only use data from one generation system at a time, ignoring any

information or data collected by neighboring power plants. Renewable
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energy plants are distributed across a specific territory, and sharing
information among them can improve forecasting task performance.
GNNs are a promising approach for this task: they comprise a set of
layers and techniques to define deep neural networks that can process
data in the form of a graph structure. We want to construct node
representations that are based also on the structure of the graph. GNNs
have sparked a lot of interest due to their expressive capacity and
ability to infer information from complex data, such as brain signals,
social network connections, and traffic congestion patterns, for example
in [49–51]. The task of forecasting power time series can be thought
of as a node regression task, with each plant acting as a node and
each temporal sequence of power values acting as a sequence of node
features corresponding to the respective station.

STGNNs are the most suitable GNN category for multi-site time
series forecasting tasks. This GNN family excels in handling dynamic
processes with graph-like data. They have been used in the latest re-
search in a variety of scenarios, ranging from traffic forecasting [52,53]
to evaluate COVID-19 epidemiological observations [54]. Fang et al.
develop in [55] a novel continuous representation of GNNs in tensor
form employing ordinary differential equations able to learn long-
range spatial–temporal correlations in the traffic forecasting scenario.
Attention mechanism was used also with GNNs for traffic forecasting
tasks: Zheng et al. propose in [56] a graph multi-attention network
based on the encoder–decoder structure while Qin et al. develop in [57]
a model by combining memory attention, graph convolutional network
and LSTM.

Several STGNNs, which are based on the recurrent mechanism, were
developed for scanning temporal patterns in graph-like data. Bai et al.
propose a GCN that combines modules to capture node-specific patterns
and to infer inter-dependencies among time series [58], with recurrent
networks. Other STGNN models based on recurrent mechanisms, like
GConvLSTM or GConvGRU [59], GC-LSTM [60], or DCRNN [61], are
very effective in predicting temporal data, but, as with RNNs, the
recurrent component incurs a significant computational cost, limiting
their use in a real-world operational context.

2.2. Explainability approaches

Despite their success and progress in many fields of application,
deep learning models are still treated as black box models: the un-
derlying mechanism that steers the learning process and generates
predictions is not fully understood. Excellent performance and accuracy
are insufficient to ensure model deployment in production, particularly
in critical operational contexts characterized by additional measure-
ment performances such as robustness or safety; in these environments,
the human operator must understand and trust the model’s predic-
tions, as in the healthcare, judicial systems or energy management.
Explainability techniques have been used in many domains of deep
learning literature, from Natural Language Processing [62] to Computer
Vision [63], from multimodal models [64] to real scenarios such as
medicine [65] or finance [66].

Several approaches were also developed for GNNs: Yuan et al.
unifies in [67] all of the previous approaches by defining a taxonomy
to classify explainability methods for the GNN framework, based on
what we want to explain and which high-level tools or techniques we
want to use. It divides graph neural network explanation methods into
instance-level and model-level explanations: the former provides input-
dependent explanations for each graph instance in input, while the
latter generates GNN explanations without regard to any specific input
example. A large number of developed techniques that belong to the
first family of methods can be further classified into four subgroups
based on what they explain and, more essential, how they explain it.

The gradient or features-based methods use the gradients or hidden
feature map values as the measure of the degree of importance of the
input: generally, higher gradients or feature values are related to the
3

most important features. Sensitivity Analysis in [68] directly employs
the squared values of gradients as the importance scores of different
input features while CAM and GradCAM [69] map the node features in
the final layer to the input space to identify important nodes.

Perturbations methods rely on the motivation that predictions
should be similar when perturbing or modifying input information that
is not relevant to the task, finding out in this way important features.
Several models based on the perturbation technique have been devel-
oped lately: GNNExplainer [22] generates instance-level explanations
by maximizing the mutual information between a GNN’s prediction
and the distribution of possible subgraph structures, identifying a
subgraph and a subset of node features important for the prediction.
Other important methods are PGExplainer [70], ZORRO [71] and
GraphMask [72].

In surrogate methods a simpler and interpretable model is employed
to explain the predictions generated by the main one for the neigh-
boring areas of the input example: naturally, it is assumed that the
relationships that occur can be captured by a simpler model. Surrogate
models that have been developed recently are GraphLime [73], a
model able to generate local interpretable model explanations using
the Hilbert–Schmidt Independence Criterion, PGM-Explainer [74], and
RelEx [75].

Decomposition methods split the original predictions into several
terms, each of them is then considered as a score of the importance
of the corresponding input features. These techniques directly examine
the model parameters to identify the connections between the input
space features and the prediction outputs. LRP [68], Excitation BP [69]
and GNN-LRP [76] are some examples of decomposition methods. In
particular, GNN-LRP explains GNNs by identifying groups of edges that
jointly contribute to the prediction.

Finally, due to the complexity and indeterminacy of the goal, very
few approaches for the model-level explanation family have been de-
veloped: the only existing approach of this type, which can be further
classified in the subfamily of generation methods, is the XGNN [77]:
it interprets GNNs at the model-level by training a graph generator so
that the generated graph patterns maximize a certain prediction of the
model.

3. Proposed graph-based energy forecasting framework

Classical photovoltaic energy forecasting systems have typically
been applied to single energy stations: the problem has been formalized
by taking into consideration only the temporal character, for this reason
we refer to it as energy time series forecasting. Given the scalar time
series of a photovoltaic plant 𝑠(𝑚), 𝑚 > 0, assuming that the current
ample at time index 𝑚 and all of the previous ones are known, the
ask to be completed concerns the prediction of future values of 𝑠,

i.e. 𝑠(𝑚 +𝑤), 𝑤 > 0. To better understand the future dynamics, instead
f using only the information concerning the energy production of
he single plant (univariate approach), other time series 𝑠𝑖, typically
orrelated to meteorological conditions, are incorporated in the fore-
asting method (multivariate approach). Finally, the problem is tackled
s a regression problem, employing the Mean Squared Error (MSE) as
loss function, and assessing performance with the Mean Absolute

rror (MAE) and the R-squared (R2) metric, also called coefficient
of determination, by comparing predicted and real future values. To
predict multiple implants simultaneously, the model would need to be
adapted and rerun for each plant, which is impractical and ineffective.
The proposed solution involves the use of STGNNs, which thanks to
the use of spatial and relational information between PV plants allows
to generate explainable and more accurate predictions for each site.
We showcase our framework in Fig. 1, and we describe each compo-
nent in depth in the following subsections: building the latent graph
(Section 3.1), forecasting (Section 3.2), and explaining the predictions

(Section 3.3).
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Fig. 2. Final node network after data preparation: the darker the link, the greater the distance from the two nodes it connects. Such distances are compared with a threshold
during the cutting edge operation.
3.1. Graph construction

The first step concerns the construction of the graph to be used
in our model. In the graph, each node corresponds to an energy
plant, but the creation method of the connections between the various
plants, important since it will define the flow of information during
the message passing phases, is not unique. Unlike other scenarios, such
as the chemical one where the relationships in a graph represent the
chemical bonds, in our context there are no explicit links between the
various plants. One solution is to assume that each node in the dataset
is connected to every other node, thus considering a complete graph;
this is obviously not a computationally efficient solution because the
number of edges grows very quickly with the number of nodes as 𝑛(𝑛−
1)∕2. In this paper we consider a simplified threshold-based algorithm
inspired to [78], but we note that more sophisticated and data-driven
methods such as [79], which learns a trainable function that predicts
edge probabilities of the graph depending on the downstream task,
exist, and we leave their analysis for future works.

From an application point of view, we define the edge creation
process by setting an user-defined threshold 𝛾, and then cutting off any
edge greater than that distance, more formally: 𝑒(𝑥𝑖, 𝑥𝑗 ) = I𝑑(𝑥𝑖 ,𝑥𝑗 ) ≤ 𝛾.
The value of the threshold is set as the minimum allowable distance 𝑑
resulting in a connected graph. Given a complete graph, if for each node
we collect its shortest link, the threshold value of the cutting operation
will correspond to the maximum length present in this set. The graph
obtained at the end of this procedure, as the one shown in Fig. 2, will
be used for the subsequent tasks.

3.2. Forecasting

Given a set of 𝑁 > 1 power plants distributed in a heterogeneous
way in a territory, let 𝑠𝑛(𝑚), 𝑚 > 0, 𝑛 ∈ {1, 𝑁}, be the scalar power
time series related to the 𝑛-th power plant. Suppose that the current
sample at time index 𝑚 and all of the previous ones are known, and that
𝑠𝑛(𝑚 +𝑤), 𝑤 > 0, represents the samples in the future to be predicted
up to distance 𝑤. In a univariate and single-site approach, this problem
can be expressed as a regression problem by using past samples of the
sole time series of the single station under analysis.

In our approach instead, we consider multiple signals from all the
PV plants: so the information in entrance to the proposed GCN1D model
can be depicted as the matrix 𝐗𝝉 ∈ R𝑁×𝐶×𝐷 representing the previous
𝐷 values for each channel 𝐶 at the time step 𝜏 for 𝑁 nodes. Given the
future time series prediction task defined as 𝑓𝜶(𝐗𝝉 ) ≅ 𝐇𝝉 , where 𝑓𝜶
is our chosen parametric estimator and 𝐇𝝉 ∈ R𝑁×𝑊 the matrix of the
future 𝑊 values at time step 𝜏 to predict for 𝑁 nodes, the learning
4

problem consists in finding a set of parameters 𝜶 that minimizes the
prediction error 𝐸, which is defined for each considered time step 𝜏 as:

𝐸 = argmin
𝜶

∑

𝜏

‖

‖

𝑓𝜶(𝐗𝝉 ) −𝐇𝝉‖‖
2
2 . (1)

After the graph construction phase, a set of PV plants is represented
as an undirected weighted graph  = ( ,  ,𝐀), with a set of nodes  ,
a set of edges  , and finally a symmetric adjacency matrix 𝐀 of size
𝑁 ×𝑁 which encodes the topology of the network. Indeed, if nodes 𝑣𝑖
and 𝑣𝑗 are connected, there will be an edge, which we define as 𝑒𝑖𝑗 and
a corresponding element 𝑎𝑖𝑗 in the adjacency matrix; if an edge does
not exist 𝑎𝑖𝑗 will be zero. The matrix 𝐃 is the node’s degree matrix of
the graph: it is a diagonal matrix and it is constructed by definition
counting for each node the number of connected edges, so 𝐷𝑖𝑖 =

∑

𝑗 𝐴𝑖𝑗 .
The Laplacian matrix of the graph is defined as 𝐋: it is a positive
semidefinite matrix and it can be decomposed as 𝐋 = 𝐔𝜦𝐔⊤, where
𝐔 is a unitary matrix of eigenvectors and 𝜦 ∈ R𝑁×𝑁 is the diagonal
matrix of associated eigenvalues 𝜆𝑖, 𝑖 = 1…𝑁 .

Convolutions on graphs are historically classified as using either
spatial or spectral convolutions. Spatial graph convolutions, like Graph-
SAGE in [80] for example, exploit the local neighborhood of the
nodes up to k-hop of distance from the central node: they are sim-
pler and more intuitive to understand. Spectral graph convolutions
were introduced by Bruna et al. in [81]: they employ graph signal
processing techniques to exploit the spectral components of the graph
to better understand complex patterns of its structure. To do this, the
eigendecomposition of the Laplacian matrix of the graph is performed,
but this can be a slow process since its complexity 𝑂

(

𝑛2
)

increases
quadratically with the number of nodes. Defferrard et al. solved this
problem in [82], by introducing an approximate version of the spectral
graph convolution using Chebyshev polynomials: the method provides
strictly localized filters and has a complexity of 𝑂(|𝐸|). The graph
convolution employed in our model is based on a modified version of
the Chebyshev Graph convolution.

In the following, we will describe our GCN1D model, which is
used in multi-site and multi-step time series forecasting. The method
presented in [82] is employed to parametrize the spectral parametric
filter using the recursive formulation of Chebyshev polynomials to
overcome the expensive computational cost of classical spectral con-
volutions. We modify the classical Chebyshev convolution operator to
make it more suitable for time series data: instead of computing a linear
transformation between input 𝐗 and the weights 𝛩, we apply a one-
dimensional convolution to the input. The graph convolution operation
(𝐺𝑟𝑎𝑝ℎ𝐶𝑜𝑛𝑣) can be written as:

𝑦 = 𝑔𝛩 ∗ 𝐗 =
𝐾
∑

𝐏𝑘(�̃�)CNN1𝐷(𝐗) , (2)

𝑘=0
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Fig. 3. Structure of the proposed GCN1D model.

where the parameters 𝛩𝑘 ∈ R𝐶×𝑂, with 𝐶 input channels and 𝑂 out-
put channels, are the trainable filters of the 1D CNN and 𝐏𝑘(�̃�) are
Chebyshev polynomials defined as:

𝐏0 = 1, 𝐏1 = �̃�, 𝐏𝑘 = 2�̃�𝐏𝑘−1 − 𝐏𝑘−2 . (3)

The weight matrices 𝛩𝑘 encode the Chebyshev coefficients of the
filtering operation. So the graph convolution is applied to 𝐗 ∈ R𝑁×𝐶×𝐷

and it returns 𝑦 ∈ R𝑁×𝑂×𝑊 , with 𝐷 and 𝑊 past and future time steps.
𝐏𝑘(�̃�) ∈ R𝑁×𝑁 is the Chebyshev polynomial of order 𝑘 evaluated at the
scaled Laplacian �̃� = 2𝐋∕𝜦max − 𝐈𝑛. Moreover, the graph convolutional
filter represented with polynomials until the order 𝐾 − 1 of the scaled
Laplacian is spatially localized and only depends on nodes that are at
a maximum 𝐾-step of distance from the central node.

The 1D CNN model has been employed extensively for 1D signal
processing tasks, as shown in [83]: it learns filters that correlate input
and output channels of the signal and it is faster and lighter compared
to other neural approaches. In order not to violate the condition that
future time steps influence previous time steps, all convolutions are
causal. Causal convolution is a type of convolution used for temporal
data, which ensures the model cannot violate the ordering in which
data are processed; i.e., the prediction 𝑝(𝑥𝑡+1|𝑥1,… , 𝑥𝑡) emitted by the
model at time step 𝜏 cannot depend on any of the future time steps
𝑥𝑡+1,… , 𝑥𝑇 . For 1D data, causal convolution can be implemented by
shifting input data: we pad only the left side of the input sequence and
this ensures that the convolutional layer does not peek future time steps
when making predictions.

The proposed GCN1D network can be represented as a stack of
graph convolutional layers, each of them implementing the previous
𝐺𝑟𝑎𝑝ℎ𝐶𝑜𝑛𝑣 operator. The parameters of the 1D CNN vary from one
layer to another following a specific pattern: we start with a larger
kernel size of dimension 5 in the first 3 layers and then we decrease
it to 3, while the hidden feature dimension is decreased layer by layer,
from 32 to 12, and the number of channels follows an inverse behavior,
from the 5 initial multivariate channels to 256 in the final layer. The
structure of the model can be seen in Fig. 3.

3.3. Explainability

Despite excellent results and a broad range of applications, STGNN
models lack of clarity and transparency in their predictions from a
human point of view, like most of deep learning models. So, the
second main objective of this work relies on the comprehension and
understanding of the predictions generated by the model. As discussed
5

in Section 2.2, instance-level explanations are the most used tech-
niques to be employed in explainability analysis: they give a complete
description for each sample of what is important for that predic-
tion, and we think that for a model that has as an ultimate goal the
effective employment in a real scenario, this is an important fact.
Providing input-dependent explanations for each graph, these methods
explain GNNs by identifying input features that play a key role in the
prediction.

In the multivariate setup, i.e., when using more time series infor-
mation than the single time series that serves as the target (the power
production), the input has a dimension 𝐗 ∈ R𝑁×𝐶×𝐷 where 𝑁 is the
number of nodes, 𝐶 is the number of channels in the time series, each
of them representing a different signal (e.g. power, temperature, etc.)
and 𝐷 is the number of previous time steps that we give in input to the
predictor. So this method will allow us to interpret the importance of
each single time step; subsequently, this knowledge can be aggregated
to draw up considerations about nodes or features concerning the task.

The GNNExplainer is a post-hoc instance-based explanation model
that belongs to the perturbations-based group [22]; it is a model
agnostic approach exploitable on GNN models for several graph-based
tasks. Given the whole graph 𝐺 and the set of node features 𝐗, it
generates explanations by finding a sub-graph 𝐺𝑠 and a subset of
node features 𝐗𝑠 which are important for the problem. These elements
are obtained by formulating a mean field approximation and learning
trainable masks to apply via Hadamard products to both node features
and edges. The optimization process is then driven by maximizing the
mutual information (MI) between the real prediction 𝑌 of the GNN
model and the distribution of possible subgraphs structures and node
features (𝐺𝑠,𝐗𝑠) discovered by the trainable masks, by introducing the
basic loss 𝐿𝑚:

𝐿𝑚(ℎ, ℎ̂) = H(𝑌 ) −H(𝑌 |𝐺 = 𝐺𝑠,𝐗 = 𝐗𝑠) . (4)

This formula captures the difference between the value of the entropy
of 𝑌 with respect to the conditional entropy of the prediction generated
by the minimal graph. The loss function is therefore based on the main
terms 𝐿𝑚(ℎ, ℎ̂), which represent the mutual information between the
real prediction of the model and the one masked.

Other regularization terms are added in the loss function formu-
lation in order to generate appropriate subgraphs. An element-wise
binary entropy function encourages the structural and node feature
masks to be as discrete as possible:

H(𝑚) = −𝑚 log(𝑚) − (1 − 𝑚) log(1 − 𝑚) , (5)

where 𝑚 is the binary mask we want to obtain; i.e., values related to
important features are closer to 1 while irrelevant ones are closer to 0.

An 𝓁1-norm term, summing all the elements of the mask parameters
in order to penalize larger explanations mask size, can increase sparsity
and lead to a minimal representation. Both 𝓁1-norm and entropy
components are computed for 𝐌𝐧 and 𝐌𝐞, which are node features and
edges masks, respectively. Additional parameters 𝛼1, 𝛼2, 𝛽1 and 𝛽2 are
multiplied with regularization terms for both node features and edges
formulation: they modulate the sparsity of the masks measuring the
influences of 𝓁1-norm or entropy in the loss formulation. Node features
and edges loss components are represented by the following equations:

𝐿𝑛(𝐌𝐧) = 𝛼1 ‖‖𝐌𝐧‖‖ + 𝛼2𝐻(𝐌𝐧) , (6)

𝐿𝑒(𝐌𝐞) = 𝛽1 ‖‖𝐌𝐞‖‖ + 𝛽2𝐻(𝐌𝐞) . (7)

Overall, the final loss can be formulated as:

𝐿 = 𝐿𝑚(ℎ, ℎ̂) + 𝐿𝑛(𝐌𝐧) + 𝐿𝑒(𝐌𝐞) . (8)

Unfortunately, the resulting masks at the end of the training process
are soft masks having continuous values and not discrete ones. They
suffer from the introduced evidence problem, discussed in [84] and the
potential side effects associated with the related mask operations, as
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stated in [67]. These masks can be transformed into discrete masks by
performing a threshold operation, then setting a value and assigning 0
or 1 to the mask values below or above the preset value, respectively. In
our case, for the node features mask we generate a trainable mask with
the same dimension as the input of our model; the edge mask instead
will have the same dimension as the number of edges.

4. Experimental setup

4.1. Dataset and evaluation metrics

We need multivariate time series data to run our experiments and
validate our forecasting and explanation models. We use synthetic time
series generated by the PVGIS (Photovoltaic Geographical Information
System) web interface [85], a project developed by the European
Commission Joint Research Centre that provided simulated PV power
output data. Solar irradiance is calculated using satellite detection, and
PV power output is calculated for each location based on PV plant
mounting type (fixed, moving structure with a vertical or inclined rotat-
ing axis, two axes), slope and azimuth angle (depending on mounting
type), PV technology (Crystalline silicon, CIS, CdTe), installed peak PV
power, and system performance loss.

In addition, meteorological time series are reconstructed in each
location, with 2-meter air temperature and 10-meter total wind speed
recorded. Their effectiveness in multivariate time series forecasting in
comparison to real-time series has been validated in previous works:
they are a viable alternative to the lack of publicly available datasets
of real plants collected at the same time period that include meteoro-
logical information like wind or temperature.

Using this tool, we generated a dataset of 31 PV plants distributed
irregularly across an area of 25.500 km2; PV plants were simulated
by sweeping through a large number of technical plant parameters
to recreate time series that are as different as possible in order to
reproduce a real scenario. Each sample is collected at a sampling rate of
one hour and the total sampling period is one year; experiments were
conducted using only the three-month winter time series. However, the
different results pertaining to tests for each season and for the whole
year will be shown in Section 5, in order to understand how the models
react to different seasons.

4.2. Data preparation

The time series are preprocessed after they have been collected:
each time was normalized to stay in the interval [0,1], given the
minimum and maximum value of each time series. For our experiments,
we use 5 different time series typologies that help the model obtain
even more precise predictions. In addition to the three mentioned
ones (i.e., output power, wind speed and temperature), the model also
includes temporal values for the month and the hours: the information
of the month allows to take into account long-term variations in the
weather while the hourly information is strictly correlated to the solar
production during the 24 h of the day. Furthermore, unlike temperature
and wind, they do not involve any additional cost.

4.3. Experimental settings

PyTorch has been used to create the experimental setup. Graph
models were created in particular using the graph-specific frame-
works PyTorch Geometric [86] and PyTorch Geometric Temporal [87].
The dataset, both for real and synthetic time series, was generated
by dividing the series into contiguous time samples in the range
[𝑠(𝑡 −𝐷 ∶ 𝑡), 𝑠(𝑡 + 1 ∶ 𝑡 +𝑊 )], which represents the 𝐷 input values and
the 𝑊 values to predict for all nodes; training, validation and test
datasets are constructed by assigning them 70%, 15% and 15% respec-
6

tively of the total samples randomly. i
For the forecasting task, we have compared our problem with 1-step
and 24-step ahead tests, considering statistical approaches like ARIMA,
non-graph neural models, LSTM [88], and other STGNN models very
effective in the task of processing time-varying nodes features. These
models are the GConvLSTM and GConnvGRU [59], GC-LSTM [60] and
DCRNN [61]. All of these GNN models were trained with ADAM [89]
optimizer using early stopping for a maximum number of 500 epochs.
For the LSTM model only, the maximum number of training epochs
was set to 1000. The learning rate was initially set to 0.001 and it is
dropped by a factor of 0.9 when the MSE validation metric does not
improve after 10 training epochs. Minibatch size was settled to 16. All
the experiments have been carried out on a machine equipped with a
6 cores Intel® Core™ i5-9400F CPU @ 2.90 GHz, 16 GB of RAM and a
Nvidia® RTX 2060 GPU with 6144 MB of RAM @ 1.830 GHz.

4.4. Model settings

For the LSTM-based model we employ a 6-layer LSTM model with
a final fully connected layer to adapt the output dimension to the
predicted window dimension; hidden feature dimension was set to 50.
For the GConvLSTM, GConvGRU, GC-LSTM and DCRNN we adopt the
two layer architecture as in [21], with a final fully connected layer.
For all of them the Chebyshev filter size is set to 2 and the hidden
feature dimension is 128. Instead, the proposed GCN1D model consists
of a stack of 9 convolutional layers. Despite the bigger number of layers
compared to other graph neural models, it shares a similar number of
parameters. No dropout is applied to any model as it has been seen that
its use worsens the predictions of the model. GNNExplainer model was
also trained with ADAM optimizer for 500 epochs with a learning rate
of 0.01. The weights for the node features and edge masks in the loss
function, 𝛼1, 𝛼2, 𝛽1 and 𝛽2, have been respectively set to 1.0, 0.1, 0.005
nd 0.1, as suggested by Ying et al. in [22].

. Numerical results

In this section, we present the results obtained for both forecast-
ng and explainability tests. First, we introduce results and analysis
btained in the forecasting task: our method outperforms previous
ethods both in terms of accuracy and computational efficiency. Then,
e make several tests to show the robustness of the model to different
perational scenarios, varying time series information or input and
rediction windows. Finally, once demonstrated the quality of our
redictions, we use GNNExplainer to generate post-hoc explanations,
howing how this type of method is an important added value for
n energy network. For visual clarity, MSE and MAE results in the
ollowing tables are expressed as numbers in the order of 10−5, while
lapsed time is measured in minutes.

.1. Forecasting results

In the first experiments, we compare the GCN1D network with
espect to other statistical and neural network approaches previously
ntroduced in Section 4.3. The task we have conducted in the synthetic
ataset is the prediction of the solar energy production in the next 24 h
or each plant, receiving in input to the system the past 24 h. Input
nd prediction lengths will be the same for all next experiments unless
therwise specified. The numerical results are summarized in Table 1,
here the number of model parameters is also reported; a possible

orecasting output of our model is illustrated in Fig. 4.
We can observe how the GCN1D model overcomes all previous

ethods in terms of MSE, R2 and MAE. Statistical methods produce
igher errors with respect to neural approaches; LSTM achieves good
rror results in less time than any other approach, but it fails to reach
raph-based performances. STGNNs produce excellent predictions, but
he training times are very high: although the recurrent mechanism

s an efficient tool to learn temporal patterns, it is affected by a
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Fig. 4. 1-Day ahead forecasting result for a single node. The model is fed by the past 24 h (𝑆𝑥) and it generates the prediction for the next 24 h (𝑆ℎ), which is compared to the
ground truth (𝑆𝑦).
Fig. 5. Validation loss during the training for each model in log-scale; graph recurrent models are very slow with respect to GCN1D network.
Table 1
1-Day Forecasting Results for Considered Models.

Model MSE MAE R2 Parameters Time

1-step ahead 2550 7474 0.608 – –
24-step ahead 3947 8862 0.394 – –
ARIMA 1645 ± 467 7241 ± 1152 0.747 ± 0.077 – 396.4
LSTM 311 ± 44 2430 ± 176 0.952 ± 0.007 142 k 22.4
GConvLSTM 162 ± 10 1965 ± 68 0.975 ± 0.002 405 k 495.89
GConvGRU 139 ± 8 1991 ± 64 0.979 ± 0.001 303 k 357.70
GC-LSTM 199 ± 44 2219 ± 194 0.969 ± 0.006 335 k 284.35
DCRNN 176 ± 32 2180 ± 301 0.973 ± 0.004 601 k 315.20
GCN1D 105 ± 40 1245 ± 240 0.984 ± 0.006 730 k 45.56

high computational load that disincentives an effective usage in real
scenarios. Our model instead reaches the best results with a small
training time compared to recurrent STGNNs.

In order to better understand the difference in terms of computa-
tional efficiency, the validation loss in log-scale of the previous models
in function of the training time is shown in Fig. 5, while in Fig. 6 we
show an histogram plot representing the time needed for each model
to reach a fixed level of loss during the training. We can see how the
7

Table 2
Forecasting Results with Different Multivariate Information.

Time series MSE MAE R2

Power 323 ± 10 2520 ± 149 0.950 ± 0.002
+ temp 299 ± 27 2456 ± 166 0.954 ± 0.005
+ wind 250 ± 73 2268 ± 306 0.962 ± 0.012
+ hours 212 ± 91 2076 ± 428 0.967 ± 0.015
+ month 105 ± 40 1245 ± 240 0.984 ± 0.015

GCN1D network not only achieves error levels better than the other
models, it also does so in a much shorter period of training time.

Subsequently, we wanted to analyze how much the introduction
of different types of information can increase the predictions. Table 2
shows the results of this experiment: progressively, starting from the
univariate case, in which we use only the data relating to the electrical
power of the system as input, we add temperature, wind speed, hour
and monthly time series one at a time. It can be seen that the more
the number of time series introduced, the lower the error, where the
best result is achieved when all different time series are employed.
Therefore, this experiment demonstrates how the system can correctly
incorporate and benefit from different information channels.
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Fig. 6. Histogram plot showing the time it takes for each model to reach fixed level of MSE.
Table 3
Forecasting in Different Seasons.

Season Night values MSE MAE R2 Time

Jan-Mar Yes 43 846 0.993 47.8
Apr-Jun Yes 64 1033 0.995 47.8
Jul-Set Yes 55 953 0.996 47.3
Oct-Dec Yes 78 1034 0.991 46.9
Year Yes 192 1874 0.980 191.4

Jan-Mar No 279 3583 0.971 16.5
Apr-Jun No 180 3024 0.982 24.5
Jul-Set No 218 3127 0.978 23.5
Oct-Dec No 299 3831 0.974 16.2
Year No 299 4013 0.970 81.2

The solar power production profile is season-dependent. The dataset
with which these experiments were conducted concerns a sampling
period of 3 months during the winter season. In this work, we have also
analyzed how predictions change when trained on different sampling
periods, testing the system with different seasons and also with time
series collected during the whole year. The numerical results pertaining
to these experiments are summarized in the upper half of Table 3.

Since the total number of light hours during a day changes season by
season, and this can influence results, we have also tested the system
using light-hours values only, so as to outflank fake nocturnal hours
predictions and to concentrate only on effective power generation. This
solution assumes exact information about sunrise and sunset timing,
which is easy to find in a real scenario. We can observe graphical results
in Fig. 7. The task is more difficult to perform, but the model is able
to predict the profile of the generated power, however with an overall
error greater with respect to the classical setup; the numerical results
are shown in the lower half of Table 3.

It is worth noting that, when considering all the hours of the day,
winter and summer predictions have smaller errors. The results ob-
tained with winter predictions can be caused by the reduced number of
light hours and more predictable nocturnal ones, while for the summer
predictions the cause may be the low presence of severe atmospheric
events. Autumn and spring instead show a greater error most likely
for the greater probability of unstable weather. By considering only
day values, there is no more component of nocturnal hours which is
easier to predict, so the system can be a more validated estimator of
the production of solar energy: autumn and winter seasons in fact get
a higher error for the reasons set out above.

Moreover, we have analyzed how the model predicts future output
power times series varying the length of input and prediction window:
we sweep over 5 different input window sizes of 8, 12, 24, 32, and 48 h
8

Table 4
Forecasting with Different Prediction Window Sizes.

Input Output MSE MAE R2

8 24 1468 6539 0.772
32 1636 7179 0.741
48 1369 6491 0.785
60 1862 7750 0.703
72 1489 6841 0.763

12 24 464 3435 0.927
32 490 3721 0.923
48 546 3979 0.912
60 799 4913 0.875
72 532 4046 0.916

24 24 113 1496 0.982
32 134 1728 0.979
48 147 1983 0.977
60 146 2139 0.977
72 276 2920 0.955

32 24 50 1281 0.992
32 85 1440 0.987
48 65 1352 0.990
60 196 2340 0.969
72 209 2713 0.967

48 24 20 790 0.997
32 59 1290 0.991
48 82 1550 0.987
60 172 2348 0.973
72 117 1985 0.981

and for each of them we predicted 5 different prediction windows of
24, 32, 48, 60, and 72 h. The results are shown in Table 4. Parameters
and training time do not vary considerably from one test to another, for
this reason they are not shown in this table. We remark that, in order
to perform a fair analysis for experiments in Tables 3 and 4, we have
run a reproducible training for 200 epochs by setting first the random
generator’s seed of the system.

We can see how a short size of the input sequence does not allow
the model to generate accurate predictions. Increasing the input size
the model learns to generalize and generate better predictions also for
a longer prediction window’s size; then, increasing the prediction size
logically increases the difficulty of the prediction task.

5.2. Explainability results

In the following, we show the explainability results of the previous
forecasting task applied to multivariate time series with several PV
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Fig. 7. 1-Day ahead forecasting result for a single node without using time series with values collected during nocturnal hours. The model is fed by the past 24 diurnal hours
(𝑆𝑥) and it generates the prediction (𝑆ℎ) for the next 24 diurnal hours, which is compared to the ground truth (𝑆𝑦).
plants. All the explanations are developed using the predictions gen-
erated from the proposed GCN1D model. Through the GNNExplainer
method, we want to discover the importance map that the elements of
the forecasting framework play in the process. First, we have found that
local explainability methods applied are suitable to detect important
global properties of the energy network and the predictive model.

We discover how the distribution and the distances between nodes
in the energy networks play a key role in the forecasting process. Then,
we show the outcome of the explainability analysis at a further level of
detail, demonstrating the importance of this approach that allows us to
visualize and understand what are the most influential and important
elements for each node. This way, we can discover what link connection
has influenced the most a particular prediction, we can analyze the
overall contribution of features or also find out events in past time steps
that have influenced the most a node forecast.

5.2.1. Global explanations
These experiments show the GNNExplainer results obtained by it-

erating the local explainability process for 50 different samples, with
respect to the same target node, and collecting the explanations values.
These results are summarized in Fig. 8: the darker the node or edge
color, the more significant is the element. The target node is labeled
with a red circle. Past information of the target node is obviously
the most important for future predictions, however for this analysis
we have concentrated our attention on other nodes, so explainability
values are considered except for the target nodes. Iterating this proce-
dure at different time steps allows us to draw up an overall analysis
of the energy network. We can generate assumptions about learned
forecasting procedures that can also help system designers during the
design and installation process of PV panels.

By construction, the network was built considering only closer
nodes to generate edges. From these experiments, we can see how,
given a target node, the most important nodes returned by GNNEx-
plainer are neither the closest nor the most distant nodes, but they are
those that are at an intermediate distance: the meteorological state is
in constant motion, therefore the mid-range nodes are evaluated as the
optimal source of information for generating predictions. Subsequently,
nearby nodes seem to take more part of the prediction than those very
far away; however, this may be a fact that can change for different
energy grids. For this reason, the versatility and ease of use of this type
of analysis make it very suitable for use in this particular application
context.
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5.2.2. Local explanations
The outcome of the explainability procedure are the two training

masks: the first is applied to the features of each node and the second to
the edges of the network, as represented in Figs. 9 and 10, respectively.
The node features mask has dimension 𝑚𝑓 ∈ R𝑁×(𝑐−2)×𝐷 (we do not
mask hours and month information); each value is therefore a measure
of the importance of each past time step for a particular feature. These
values, respectively for power, temperature and wind variables and
for each past time step, are represented in Fig. 9 side by side for
visualization.

Observing the image, we can see how the GNNExplainer can carry
on the explainability analysis also into the temporal domain: the matrix
is sparse, and we can clearly distinguish important elements. In the
image, the target node is the number 29, and we find obviously the
most important values in the corresponding row. But also we can
distinguish that other nodes’ values at past time steps are relevant for
the prediction of node 29.

We note that the edge mask in Fig. 10 is not the original training
mask, since links between nodes are directed edges; we sum the upper
and lower triangular parts of the matrix and then we divide by 2 to
highlight the effective contribution of a specific link in the transmission
of the message. We can observe the degree of importance of each link
with respect to the target node for a prediction. The edges with higher
values are those that are connected to the target node, but among
these, we can discriminate which is the most important, in this case,
the number 18.

By combining values for specific dimensions we can generate useful
insights for the problem. Results are shown in Fig. 11. We can sum up
values with respect to the time dimension and get the most important
past time steps for the prediction, which correspond mainly with the
diurnal hours. Summing up with respect to node dimension, we can
observe which nodes, represented by their features, are the most im-
portant. This information can be used together with the edge mask to
have a clear view of the importance map of the energy network. Finally,
we can also observe which features help the most for the final result:
the temperature turns out to be the most important data, even more
than the output power. The wind is the least important feature in the
forecasting task, but it brings its contribution.

We can also analyze the contribution of features in function of past
time steps by means of Fig. 12. Higher values of power production as
well as temperature values are the most important. The wind values,
although they are less influential in the prediction than temperature
and power, seem to have a slight increase of relevance in the forecast
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Fig. 8. Final node features and edge importance values reported on the real graph. These global results are obtained by combining explainability values from multiple samples;
it shows the overall exchange of relevant information in the network. The more the nodes and links are important to the target node (17), the darker they are represented.

Fig. 9. Node features mask values returned by the GNNExplainer at the end of the training process. Timing information, like months and hours, is not masked.

Fig. 10. Trainable edge mask values returned by the GNNExplainer at the end of the training process. Values are referred to the undirected edges that link two nodes.
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Fig. 11. Given the prediction generated by the model and the input data, both related to the target node, the importance of previous time steps, nodes and features can be
visualized by aggregating them and using the values of the training mask. Results of the local explainability method can be handled and the generated explanation at a different
level of analysis is examined.
Fig. 12. Importance values of past time steps for each feature: we can analyze singularly each time step and weigh its contribution to the prediction.
in the moments in which the wind speed changes, perhaps to signal the
variation of the atmospheric conditions. By using a multi-level analysis
of this type can be an optimal tool to discriminate the introduction
of new features in the forecasting process. In a real scenario, for each
feature coming from a plant we need a specific sensor and this comes
at a cost. With this information at hand, we can generate a strategy for
an energy network management system.

6. Conclusion

Our research has demonstrated a novel solution to the multi-site
and multi-step PV power forecasting task by leveraging the power of
STGNNs to integrate prediction and explainability within a single, cohe-
sive framework which provide accurate and transparent forecasts. We
have proven how our GCN1D method is a fast and efficient alternative
with respect to other STGNN methods. To the best of our knowledge,
we are the first that focused on the problem of explainability when us-
ing STGNN in power plant forecasting. By applying the GNNExplainer,
we were able to generate inferences about the predictions obtained
from our model, generating explanations of great relevance for the task.
These explanations can be useful also in the creation phase of a new
energy network, in order to maximize the production efficiency as a
function of real installation costs.

This research was designed with the aim of addressing real-world
needs and, as a result, training speed and flexibility were considered as
performance evaluation metrics. Our findings can have real practical
relevance beyond the benchmarks we consider: countries seeking to
optimize their energy production and distribution strategies stand to
benefit from the insights provided by our model. Energy distributors
and retailers can leverage the explainable predictions generated by
our framework to enhance their decision-making processes, leading
to a more efficient way to allocate energy and potentially reduce
11
operational costs. In an era where sustainable and cost-efficient energy
production is crucial, our research offers a valuable tool to assist and
sustain the future of energy systems.

Further possible investigations may concern the development of
ad-hoc explainability methodologies for the aforementioned task. New
techniques for the construction of the graph can be incorporated into
the framework: the selection of the threshold can be learned in order
to generate for different energy networks the best graph structure. Or
even other relations beyond the simple Euclidean distance, such as
the similarity between the various types of construction or installation
of PV systems, can be inserted into the graph construction process,
relations that explainability methods can help us discover and validate.
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