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A B S T R A C T   

The accessibility of advanced Artificial Intelligence-based tools, like ChatGPT, has made Large Language Models 
(LLMs) readily available to students. These LLMs can generate original written content to assist students in their 
academic assessments. With the rapid adoption of LLMs, exemplified by the popularity of OpenAI’s ChatGPT, 
there is a growing need to explore their application in education. Few studies examine students’ use of LLMs as 
learning tools. This paper focuses on the application of ChatGPT in engineering higher education through an in- 
depth case study. It investigates whether engineering students can generate high-quality university essays with 
LLMs assistance, whether existing LLMs identification systems can detect essays produced with LLMs, and how 
students perceive the usefulness and acceptance of LLMs in learning. The research adopts a deductive/inductive 
approach, combining conceptualization and empirical evidence analysis. The study involves mechanical and 
management engineering students, who compose essays using LLMs. The essay assessment showed good results, 
but some recommendations emerged for teachers and students. Thirteen LLMs detectors were tested without 
achieving satisfactory results, suggesting to avoid LLMs ban. In addition, students were administered a ques-
tionnaire based on constructs and items that follow the technology acceptance models available in the literature. 
The results contribute to qualitative evidence by highlighting possible future research and educational practices.   

1. Introduction 

The application of LLMs in education is a new research topic, espe-
cially if we consider the most recent LLMs with outstanding emerging 
capabilities (Wei et al., 2022). An extensive collection of contributions 
on the use of ChatGPT in education helps define the opportunities, 
challenges, and implications related to using LLMs in the context of 
education (Ji et al., 2022; Kasneci et al., 2023). Some authors measured 
the capability of LLMs to pass specific exams, but mostly to measure the 
LLMs’ power to mimic human intelligence: according to OpenAI GPT-4 
passes LSAT, GRE, the Bar Exam, US Medical Licencing Examination, 
and other exams (Gilson et al., 2023; Katz et al., 2023; OpenAI, 2023). 
Few studies are available on the use of LLMs by students as a tool to ease 
the learning process. LLMs can provide effective translations, summa-
rizations of complex text, and LLMs can generate text by replacing the 
work of reading, synthesis, integration of sources, and paraphrasing of 

texts. 
While some schools and universities have banned the use of LLMs 

(Johnson, 2023), these tools can be seen as an opportunity to rethink 
some traditional learning processes. Examples that may be similar are 
the following: the calculator is allowed to facilitate work in complex 
mathematical problems, no longer placing importance on the ability to 
perform calculations on paper; and CAD software is used to design more 
quickly, without requiring students to draw by hand. 

Several teachers already use LLMs in education to create syllabi 
(Cribben & Zeinali, 2023), produce exercises (Sarsa et al., 2022), pro-
vide basic educational materials (Dwivedi et al., 2023), and more 
(Lesage et al., 2023). Jeon and Lee (2023) examined the perspectives 
and experiences of teachers who deployed ChatGPT in their instruction. 
In a certain way, it is fair to make available to students the same tools 
used by teachers, in this case, the LLMs. 

Few experiments are available in the field of engineering education. 
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Some authors have tried the performance of OpenAI tools to produce 
written text from laboratory notes taken in a senior fluid course in 
mechanical engineering, without involving real students, just simulating 
the application of the LLM, and assessing the results (Lesage et al., 
2023). Other authors have introduced ChatGPT to aid students in 
problem-solving processes (Tsai et al., 2023). The students’ perception 
of LLM is a field of research, with applications in programming trainin 
(Yilmaz & Karaoglan Yilmaz, 2023), and embedded systems design 
(Shoufan, 2023). The first work suggested overcoming the assessment of 
the efficacy of students in simple programming tasks; we focused on 
complex assignments. The second work applied ChatGPT as a support 
tool to gather knowledge and respond to quizzes, without considering 
the generation of text by the students. The interest in the use of LLMs by 
students is evidently current. 

In this paper, we study the application of LLMs in the education 
process of engineers using an in-depth case study in which students used 
an LLM to produce a university essay, as a step in the expected learning 
process. The purpose of this paper is to explore the research area of 
education through students’ use of LLM (in particular ChatGPT) in 
university engineering education. 

The research questions of this study are as follows:  

- RQ1. Can engineering students produce good university essays with 
the help of LLMs?  

- RQ2. Can available LLM identification systems identify university 
essays produced using LLMs?  

- RQ3. How do students perceive the use of LLMs in terms of learning 
usefulness and adoption acceptance? 

The research approach was deductive/inductive: the deduction 
started from the conceptualization of how to observe the perception of 
LLM technologies in the study activities of engineering students; the 
induction process studied the observations of evidence in the case 
studies to highlight notable information to be shared with educators and 
researchers in the field of education. 

The contribution of this paper is to provide evidence from a quali-
tative research approach, based on an in-depth case study of a master’s 
class in engineering studies. Indeed, the literature frequently cites the 
case study strategy as one of the most prevalent qualitative research 
strategies (Glette & Wiig, 2022; Lavarda & Bellucci, 2022; Rashid et al., 
2019). 

This work is especially pertinent to educators in the engineering field 
seeking to explore the application of LLMs by students, and it is note-
worthy that there is a notable scarcity of existing research with similar 
analyses. It is particularly relevant as it delves into the increasingly 
prevalent integration of Large Language Models (LLMs) in educational 
settings, illuminating their effectiveness in aiding engineering students 
in essay compositions and assessing their detectability. Additionally, it 
investigated the pivotal aspect of student perceptions regarding LLM 
utilization. This study contributes by offering empirical evidence 
regarding the practical utility of LLMs in higher education and the ef-
ficiency of current identification systems, thereby advancing our 
comprehension of the potential advantages and challenges linked to 
their adoption in academic environments. 

The study involved students from the mechanical engineering and 
management engineering programs of the Smart Factory master’s course 
at the University of Rome “Sapienza”. The teacher provided a list of 
topics and asked the students to compose a personal essay on a topic of 
their choice using a Large Language Model. A questionnaire was 
administered to students before and after the use of the LLM to analyze 
constructs measuring new technology acceptance. The paper presents 
the details of these steps and the experiment. 

Section 2 describes the experimental design to develop the case study 
and analyze it. Specifically, it outlines the process to construct the 
questionnaire, conduct the experiment, and analyze the results. Section 
3 identifies recommendations for students and teachers, along with 

future research. 

2. Methods 

After defining the research objective and questions, the study was 
conducted in five steps, as shown in Fig. 1. Step 1 focused on defining the 
sample and its characteristics. Step 2 involved a comprehensive review 
of technology acceptance models and dimensions to assess university 
students’ perceptions. The structure and items of the questionnaire were 
developed based on theoretical foundations and group discussion. Step 3 
was dedicated to conducting the experiment, including administering 
the questionnaire, carrying out, and evaluating the assignment. In Step 
4, the questionnaire was administered for the second time to evaluate 
students’ perception post-LLMs utilization, and essays produced as as-
signments were examined to identify LLM-related content. In Step 5, an 
analysis and discussion of the results took place. To enhance under-
standing of the paper, this paragraph describes step-by-step the research 
process following the blocks depicted in Fig. 1. 

3. Step-by-step description 

3.1. Sample setup 

In the first phase, a representative sample of university students was 
prepared to ensure valid results. A quality sample is crucial for accurate 
results, and homogeneity in terms of preparation and knowledge was 
achieved. 

3.1.1. Sample selection 
31 students (61.3% male, 38.7% female) are recruited from the 

master’s degree course in Management Engineering (67.7%) and Me-
chanical Engineering (32.3%) at the University of Rome La Sapienza. All 
participants have a bachelor’s degree in engineering, which confirms the 
shared basic scientific knowledge of all participants. 51.6% of the stu-
dents had taken at least one course in computer science fundamentals 
and programming. The experiment is conducted within the Smart Fac-
tory course, a master’s degree program focused on the application of 
Artificial Intelligence (AI) in the industrial context. All participants are 
students enrolled in the Smart Factory course and are invited by their 
instructors to voluntarily take part in the experiment. 

3.1.2. Delivery of the assignment rules 
Students must complete an assignment and deliver a presentation as 

part of the course requirements. The assignment involves the submission 
of a written essay (10 pages in length) with an in-depth study of an 
innovative Industry 4.0 technology and a case study of a real-life 
application. Afterward, students are invited to present their work to 
the class. Students receive an evaluation for the written assignment and 
an evaluation for the oral presentation. For the development of the 
written assignment, the teachers presents an evaluation grid and allows 
the use of ChatGPT (OpenAI, 2022). ChatGPT is an advanced chatbot 
capable of generating human-like text, answering questions, and 
assisting in tasks such as summarization or grammar checks through 
human-like completion. ChatGPT is built upon a Generative Pre-Trained 
Transformer large language model developed by OpenAI. The instru-
ment is free to use. 

3.1.3. Sample preparation 
In this phase, the professor ensures that all participants have a 

similar level of knowledge about the ChatGPT tool. Each student un-
dergoes training on how to use ChatGPT and its underlying machine 
learning models to gain awareness of the tool. The training covers the 
workings of LLMs, accessing ChatGPT, and its functionalities. Moreover, 
students receive guidance on formulating questions and requests, 
emphasizing the importance of clear context and precise keywords. They 
are also encouraged to follow up, rework, and verify ChatGPT’s 
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responses. The professor allows students to freely utilize ChatGPT to 
enhance their understanding of topics, rephrase scientific articles, or 
generate parts of their writing. In the case study, all students decided to 
use the tool. Finally, students are trained on how to approach the 
administration of questions. 

3.2. Questionnaire definition 

Constructs and items are identified through a literature analysis, 
focusing on the recurring constructs found in studies examining the 
implementation of innovative technologies. This analysis started from 
the well-known Technology Acceptance Model (TAM) (Davis, 1989), 
going through the UTAUT (Y. S. Wang & Shih, 2009), to further models 
described in the following paragraph about constructs definition. To 
define the items of each construct are investigated Benefits, Opportu-
nities, Costs, and Risks (BOCR) related to the implementation of inno-
vative LLM technologies in education. BOCR investigation is an 
established methodology for analyzing factors related to technology 
implementation and their application potential (Lee et al., 2011; Osmani 
et al., 2021; Tabatabaee et al., 2019; Wijnmalen, 2007; Zakeri et al., 

2023). The identified benefits, opportunities, costs, and risks pertain to 
the identified constructs. Based on these results, we define the ques-
tionnaire items, as shown in the following paragraphs. 

3.2.1. Constructs definition 
An established theory to investigate the implementation of innova-

tive technology tools is the Technology Acceptance Model (TAM) (Davis, 
1989). TAM models how users accept and use technology. This model 
was upgraded by Vendkatesh’s model, which integrates the fragmented 
theory and research on individual acceptance of information technology 
into a unified theoretical model, to capture the essential elements of the 
previously established models (Venkatesh et al., 2003). Researchers are 
increasingly testing, modifying, and revisiting this model in many field 
and for different purposes (Afonso et al., 2012; Ayaz & Yanartaş, 2020; 
Kabanda & Brown, 2017; Mosweu et al., 2017; Sezer & Yilmaz, 2019; Y. 
S. Wang & Shih, 2009). The analysis of such models reveals that 
behavioral intention leads people to use technology. Behavioral inten-
tion can be influenced by many internal and external factors. Firstly, by 
the attitude, i.e., the impression users have about the technology. Atti-
tude is focal to understanding people’s perceptions toward technology, 

Fig. 1. Research method.  
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whether there is a positive or negative inclination and what feelings and 
preconceptions exist (Okonkwo & Ade-Ibijola, 2021). The acceptance of 
technology relies on both the benefits it provides to users and their level 
of trust while using the system (Wu et al., 2011), and on the social in-
fluence that the context generates on the user (Ayaz & Yanartaş, 2020; 
Venkatesh et al., 2003). The user judges the fairness of the technology, 
based on the correlation between input and expected output, as well as 
the provision of accurate, unbiased, correctable, and representative in-
formation in accordance with ethical or moral standards (Tuyet Mai 
et al., 2013). As such, ethic directly affects performance expectancy, 
effort expectancy, and social influence (Ayaz & Yanartaş, 2020; Aziz 
et al., 2021). Besides ethical and moral perception, the choice to use 
technology is also driven by perceived usefulness and perceived per-
formance expectancy (Ayaz & Yanartaş, 2020; Davis, 1989; Dizon et al., 
2022; Keržič et al., 2019), which significantly impact user satisfaction. 
As such, users assess the effort of using a technology by comparing it to 
performing the task manually and consider the ease of use (Davis, 1989; 
Dizon et al., 2022; Keržič et al., 2019). 

This analysis leads to the identification of the following six con-
structs: (1) Attitude; (2) Trust; (3) Social Influence; (4) Fairness & Ethics; 
(5) Usefulness & Performance Expectancy; (6) Effort & Ease of Use. 
Considering the RQ3 ″How do students perceive the use of LLM in terms of 
learning usefulness and adoption acceptance,” the Usefulness & Perfor-
mance Expectancy construct is expanded with additional items in the 
second round of questionnaire administration, post-LLM utilization. 

3.2.2. Items definition 
The definition of the items required detailing the 6 identified con-

structs. Each construct was the subject of a research team discussion. 
The discussion started from the literature cited above to define specific 
items, and then added some more considering elements of benefit, op-
portunity, cost, and risk. More in detail, the literature highlights the 
Benefits, Opportunities, Costs, and Risks (BOCR) related to the use of 
LLM technologies in education. These were investigated to define the 
items within each construct. Benefits are related to the integration of 
contents, quick access to information, motivation and engagement 
associated with the new learning modes. Namely, the innovative 
learning environment can generate intrinsic motivation (Yin et al., 2021; 
Colabianchi, Bernabei, & Costantino, 2022). Furthermore, benefits 
related to the opportunity to allow multiple users immediate assistance 
(Okonkwo & Ade-Ibijola, 2021), speeding up the response time, avail-
ability 24 h a day of information, and the possibility to reduce stress and 
increase the willingness to learn (Mageira et al., 2022). Opportunities 
arise from the possibility of LLM technologies to generate 
hybrid-learning/teaching approaches (J. Wang et al., 2021). Therein, 
new pedagogical approaches are referenced, to modernize the education 
system and transform education via innovation (Mhlanga, 2023), after 
defining specific areas of education that could benefit from digitaliza-
tion (Okonkwo & Ade-Ibijola, 2021). The main costs to mitigate po-
tential negative effects are related to the design of appropriate 
user-interfaces (Kasneci et al., 2023) and to the effort required to be 
aware of the technologies’ limitations and capabilities (Mageira et al., 
2022). Further costs arise from the continuous and in-depth verification 
of the information accuracy and integrity (Mhlanga, 2023) and to the 
efforts to maintain these up-to-date (Kasneci et al., 2023). Risks are 
mostly in ethical and equity. Recurrent is the dimension related to 
ethical issue, which highlights risks of data privacy and security, 
dissemination of false or misleading information, bias, fairness and 
discrimination (Kasneci et al., 2023; Mhlanga, 2023; Okonkwo & 
Ade-Ibijola, 2021). Then, risks associated with the difficulty to distin-
guish model-generated from student– generated answers (Kasneci et al., 
2023), and in the generation of inappropriate or misunderstanding 
knowledge (Mageira et al., 2022). Moreover, LLM technologies risk 
undermining creativity, critical thinking, and problem solving skill, 
traits exclusive to human beings (Kasneci et al., 2023). 

Based on these activities, several items were defined and were input 

of the first attempt questionnaire construction. 

3.2.3. First attempt questionnaire construction 
In this step, the research team defines the questionnaire to evaluate 

students’ perceptions. Items are assigned to specific constructs, selected, 
and adapted based on theory and questionnaires from the literature, as 
well as team evaluations to best reflect the university context and stu-
dents’ learning environment. Table 1 provides a detailed list of all 
constructs and items. The questionnaire uses a 4-point Likert scale (1 =
strongly disagree; 4 = strongly agree) (Warmbrod, 2014). Additionally, 
it includes items regarding participating students’ demographic infor-
mation, such as age, gender, and bachelor and master details. 

3.2.4. Refinement of the questionnaire 
Once the constructs and items are defined, the team consisting of two 

professors and two researchers discuss each item. The questions are 
ordered logically. Subsequently, the team conduct a refinement process 
to eliminate jargon terminology, smooth out language differences 
minimize the chance of misunderstanding, and make the assessment tool 
as homogeneous as possible. In addition, various biases are minimized 
related to the survey process (acquiescence, authority, politeness, herd 
behavior, etc.) (Choi et al., 2005). Finally, the team ensures objectivity 
and neutral tone for each question, avoiding leading phrasing and 
removing absolutes. The final version of the questionnaire is in 
appendix. 

3.3. Experiment part 1 

3.3.1. First round of the questionnaire administration 
The first round of the questionnaire is administered to the students 

before the start of the assignment and, therefore, before they use 
ChatGPT. The students are invited to complete the questionnaire during 
class hours. All 31 students enrolled in the course, who have completed 
the preliminary training, complete the questionnaire. 

3.3.2. Assignment completion 
After the first administration of the questionnaire, the students select 

the technology to be explored in the assignment. The students have 10 
days to complete and submit their assignments. All 31 students sub-
mitted the assignment (a written essay). All students presented their 
work to the class through an oral presentation. 

3.3.3. Assignment evaluation 
The course professor and the two researchers discuss the evaluation 

of each assignment. To assign an overall value to the assignment, the 
essay and oral presentations are evaluated (see paper appendix). A 
qualitative grid is built for the evaluation. The grid takes into account 
aspects such as quality and completeness of the content, quality of 
bibliographic references, level of discussion and reworking, critical 
analysis skills, and proposed SWOT analysis. Each assignment is given a 
grade from 18 to 30. A grade lower than 18 results in a non-passed 
assignment. The essay evaluation and the oral presentation evaluation 
contribute equally to the final mark of the assignment. In the essay 
evaluation, of the 31 submitted, 30 out of 31 passed. All the students 
passed the oral presentation. Fig. 2 shows all the grades reported in the 
two sections and the final grade for each assignment. Fig. 3, on the other 
hand, shows the grade distribution of the assignments. It is interesting to 
note that overall the students received good evaluations. The evalua-
tions covered a wide range of grades as in previous years or other exams. 
This result shows how the use of LLM has not altered students’ perfor-
mance but only changed the way they approach the assignment. This 
observation is partly confirmed by the graph in Fig. 4. Course teachers 
evaluated the essays using a qualitative evaluation grid and for each 
essay evaluated the presence or absence of certain elements. The fre-
quency analysis of these elements shows a general tendency to follow 
the assignment rules and to provide complete work in the required parts. 

M. Bernabei et al.                                                                                                                                                                                                                               



Computers and Education: Artificial Intelligence 5 (2023) 100172

5

However, when the professor asked the students to provide their anal-
ysis and discussion the results were worse. This is the case, for instance, 
with the Strength, Weakness, Opportunity, Threat (SWOT) analysis that 
required the students a deep analysis of the motivations behind the 

Table 1 
LLM-DT analysis.  
2. LLM-DTs employ NLP techniques and sometimes LLM models themselves to 

generate a probability of text being written by an LLM. This incurs a 
computational cost proportional to the number of words. The number of 
words is often constrained both as a minimum value to ensure sufficient 
accuracy and as a maximum value to limit the computational cost. There-
fore, the LLM-DTs are evaluated to highlight these limitations expressed in 
terms of the number of words, sometimes in terms of the number of 
characters or tokens. In the context of LLM, tokens represent the 
fundamental units of text or code that an LLM utilizes for language 
processing and generation. Tokens can be characters, words, subwords, or 
other segments of text or code, depending on the chosen tokenization 
method or scheme. OpenAI suggests, as a rough rule of thumb, that 1 token is 
approximately equivalent to 4 characters or 0.75 words for English text.  

Id Detector 
name 

Detector 
weblink 

Limitations Type of answer API 
availability 

1 A.I. Text 
Classifier 

https:// 
platform. 
openai. 
com/ 
ai-text-c 
lassifier 

Min 1000 
characters 

Narrative result 
(e.g. “Your text 
is unlikely to be 
written by 
ChatGPT") 

No 

2 Content @ 
Scale 

https:// 
contentat 
scale.ai/ai- 
content-det 
ector/ 

Max 25000 Score: 
probability for 
ai/human; 
Predictability: 
percentage, 
Probability: 
percentage, 
Pattern: 
percentage. 

Yes 

3 Copyleaks https:// 
copyleaks. 
com/ 
ai-content 
-detector 

Not 
declared 

Score: 
probability for 
ai/human 

Yes 

4 Crossplag https 
://cross 
plag.com/ 

Max 3000 
words 

Score: 
probability for 
ai/human and 
a narrative 
result (e.g. 
“This text is 
mainly written 
by an AI.") 

No 

5 GLTR http://gltr. 
io/ 

Not 
declared 

Score: count of 
unexpected 
words 

No 

6 GPT-2 
Output 
Detector 

https://ope 
nai-openai 
-detector. 
hf.space/ 

Max 510 
tokens 

Score: 
percentage of 
fake/real 

No 

7 GPTKit https:// 
gptkit.ai/? 
ref=th 
eresan 
aiforthat 

Max 2048 
characters 

Score: 
percentage of 
fake/real 

Yes 

8 GPTZero https://gp 
tzero.me/ 

5000 char Narrative result 
(“Your text is 
likely to be 
written entirely 
by a human") 

Yes 

9 Hive 
Moderation 

https://h 
ivemodera 
tion.com/a 
i-generate 
d-content- 
detection 

Max 8192 
characters 

Score: 
probability for 
ai/human 

No 

10 Originality. 
AI 

https: 
//original 
ity.ai/free 
-ai-conte 
nt-detecto 
r-chrome 
-extension/ 

Not 
declared 

Score: 
probability for 
ai/human 

Yes  

Table 1 (continued ) 

Id Detector 
name 

Detector 
weblink 

Limitations Type of answer API 
availability 

11 Sapling.ai https 
://sapling. 
ai/ai-cont 
ent-detect 
or 

Max 2000 
characters 

Score: 
probability for 
ai/human 

Yes 

12 Smodin - AI 
Detection 

https:// 
smodin.io/ 
ai-content 
-detector 

Max 50000 
characters 

Score: 
probability for 
ai/human 

Not 
specific for 
detection 

13 Writer - AI 
content 
detector 

https://wr 
iter.com/ai- 
content- 
detector/ 

Max 1500 
characters 

Score: 
percentage of 
fake/real 

Yes 

14 ZeroGPT https 
://www.zer 
ogpt.com/ 

Not 
declared 

Score: 
probability for 
ai/human 

Yes  

Fig. 2. Assignment evaluations.  

Fig. 3. Distribution of assignment evaluations.  
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suggestion from ChatGPT. Finally, the lowest value is reported on text 
reworking. ChatGPT tends to provide schematic answers and frequently 
employs bulleted lists. Also to different questions, but on the same 
broader topic, it tends to repeat itself. Several students relied on these 
answers without reworking them making parts of the essays of little 
merit. 

3.4. Experiment part 2 

3.4.1. Second round of the questionnaire administration 
Once the students received the evaluation, they were invited to 

resubmit the questionnaire to evaluate their perception before and after 
the use of ChatGPT. Students were invited to complete the questionnaire 
during class hours. 28 out of 31 students completed the second round of 
the questionnaire. 

3.4.2. AI detection 
As mentioned before, an approach that some institutions are adopt-

ing is to consider the use of LLMs as a form of cheating that allows 
students to bypass certain stages of the learning process. Consequently, 
certain educational institutions explicitly prohibit the use of LLMs. This 
perspective regards LLMs not as study aids, but as study shortcuts, and it 
necessitates the ability to differentiate between texts written with and 
without the use of LLMs. Hence, we sought to address RQ2 “Can avail-
able LLM identification systems identify university essays produced with 
LLM?“. 

It is important to note that students rarely submit the text produced 
by an LLM as-is. Instead, they review and rework the text as it is tied to 
an evaluation. Therefore, the educator does not need to determine 
whether a text has been written by an LLM, but rather how much of it 
has been written by an LLM. 

The research proceeded through the following steps:  

1. Identification of commercial and non-commercial tools for written 
text identification by LLM (LLM detection tools - LLM-DT). This 
phase aimed to create a ready-to-use list of LLM-DTs.  

2. Evaluation of LLM-DT tools in terms of limitations on the number of 
characters/words/tokens, type of response provided, and availabil-
ity of API access. This phase aims to understand how to perform 
checks on the texts. 

3. 1st run test (basic-test) for the selection of LLM-DTs. This phase in-
volves selecting LLM-DTs to be used on the entire set of available 
documents and analyzing metrics for result comparison.  

4. 2nd run test (full-test) for evaluating the effectiveness of LLM-DTs. 

The following section will delve into a comprehensive explanation of 
these four elements.  

1. The identification is conducted through a simple Google search, Bing 
search, GitHub search, and GitLab using research queries that 
included the terms “llm,” “GPT,” “ChatGPT,” and “detect*" (detec-
tion, detector, etc.) OR “classif*" (classifier, classification, etc.). The 
search focuses on ready-to-use tools and, therefore, it is not carried 
out on scientific databases where researchers are studying new 
detection techniques with algorithms that are not yet ready for use. 
This phase provided the Table 1. 

Each LLM-DT presents its own metrics, often with a measure of the 
probability percentage that the text is written by an AI or as a percentage 
of text likely to be authored by AI. However, many systems provide 
qualitative phrases such as “Your text is likely to be written entirely by a 
human.” This variability in measures and vagueness in their definition 
leads to limited comparability among LLM-DTs (Tang et al., 2023). 
Other factors, such as costs and additional functionalities, have also 
been identified, such as the ability to perform checks through API usage 
rather than manual inspection. This analysis has resulted in the defini-
tion of certain rules for conducting AI detection in the text:  

- If the text length is below the required threshold, no evaluation is 
required.  

- If the text length exceeds the allowed limit, it is truncated into 
coherent subtexts based on sentence endings. The scores of the 
different subtexts are then aggregated into a text score calculated as 
the average of the subtext scores.  

- If the evaluation is qualitative in nature, the LLM-DT has not been 
used for phase 2 unless APIs were available to enable straightforward 
usage.  

3. The 1st run test is conducted to determine which LLM-DTs to exclude 
from the extensive analysis. The extensive analysis is highly time- 
consuming, requiring preprocessing of excessively long documents 
and, in many cases, significant manual effort to input texts in the 
LLM-DT dedicated websites, and retrieve scores from these, where 
useful APIs for process automation were not available. APIs avail-
ability (see Table 1) permit the authors to use a Python code to send 
automatically texts to LLM-DT and receive the AI detection score. 
The authors did not employ automatic web scraping techniques. To 
avoid lengthy yet futile activities, the LLM-DTs are initially evalu-
ated on 5 essays. The essays are selected from those in which the 
authors informally declared extensive use of LLM. Since each essay 
consists of 5 sections, a total of 25 processed texts are used. The 
Detector05 has been excluded from the analysis due to its metrics 
being fundamentally different from those of the other detectors. The 
results of the 1st run test are presented in Table 2. Some LLM-DTs 
were excluded for the following reasons:  

- LLM-DTs unable to recognize the contribution of LLM.  
- LLM-DTs with non-comparable qualitative measures. 

The 1st run also serves to define how to compare the measures, 
whose meanings differ. The comparison is not intended to be mathe-
matically accurate but merely aims to determine whether LLM-DTs tend 
to overestimate or underestimate the use of LLM. LLM-DTs that provide 
the percentage of text produced by LLM and the probability that the text 
was generated by LLM were considered comparable parameters and 
reported on a 0–100 scale. Once again, it is emphasized that the com-
parison is not mathematically accurate but serves the purpose of 
determining whether LLM-DTs are more or less “biased,” i.e., oriented 
towards identifying or denying the presence of AI. The accuracy of the 
tools was not measured because the students did not provide informa-
tion about the quantity of AI text, but all declared LLM usage. The 
possibility of algorithmic biases may occur and were not controlled; the 
motivation is that the paper mimicked a generic teacher who wants to 
check whether LLM is used in writing an essay assigned to students. The 
teacher has no information on the algorithms used by LLM-DTs. These 
algorithms are secrets protected by the companies offering the detection 

Fig. 4. Qualitative evaluation considering specific criteria.  
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service for a fee. 
It is important to emphasize that the authors of the 5 essays stated 

that they utilized ChatGPT, but most of the content was original. This 
should have resulted in values around 0.5 of AI-generated content. 
Table 3 shows the general inability of the detectors to identify AI- 
generated content. Some detectors very rarely identified AI-generated 
text (Detector08, Detector09, Detector13, Detector14). Certain de-
tectors were unable to differentiate, consistently presenting the same 
values (Detector01, Detector04). Some detectors identified a too little 
amount of AI-generated text (Detector06, Detector12). Detector03 was 
excluded from the second round due to its extreme evaluations and 
technical difficulties associated with its applicability to a large number 
of documents. Detector02, Detector07, Detector10, and Detector11 
were used for the 2nd run on all 31 essays. 

The results are available in Table 4. The dismay is significant: the 
vertical reading of the table reveals that no detector can provide reliable 
results. In fact, a good detector should exhibit values higher than a 
threshold suggesting the use of AI. Furthermore, all students reported 
using ChatGPT in writing the five sections of the essays. We lack infor-
mation regarding the percentage of actual text generated by AI. Detec-
tor02 often deemed the use of AI as unlikely, while Detector07 identified 
only a few texts as AI-written. Detector10 was perhaps the best 
performer, although it generally overestimated the percentage of AI- 
generated text and, in some cases (Essay03), failed to identify the text. 
Detector11 appears unbalanced in its detection capability, with few 
intermediate values. The horizontal analysis of the table reveals that 
only a few essays have been identified as written by AI (Essay05, 
Essay13, Essay25). Overall, each essay received different evaluations 

depending on the detector. In view of these findings, it is prudent for 
educators to exercise caution in relying solely on a detector for identi-
fying text produced with LLM. Therefore, the prohibition of students’ 
use of LLM is of limited value and warrants reconsideration. 

3.5. Questionnaire results 

To investigate students’ perceptions, the results of the questionnaire 
were analyzed. Students answered the same questionnaire before and 
after using ChatGPT. Answers were given in the 4-point Likert scale 
previously introduced, except for two questions (A_4, A_5 use “yes”/“no” 
answer). For the analysis of the results, a descriptive analysis is provided 
due to the limited data sample. This visual representation of the distri-
bution and frequency of responses aids in identifying patterns and 
trends, allowing for preliminary understanding and as a foundation for 
future investigation with larger sample sizes. The questionnaire 
administered after using LLM led to the expansion of the Usefulness & 
Performance Expectancy construct. This expansion involved investi-
gating certain contents that required firsthand experience. Thus, the 
construct “Usefulness & Performance Expectancy (Post Assignment 
Questions)" was formed with additional questions. In the analysis of 
questionnaire results, each item is represented by 2 bars: the left bar 
shows the responses before using LLM, and the right bar displays the 
post-use responses. The results are categorized into six constructs and 
presented accordingly for each item (question) within the construct. 

3.5.1. Attitude 
The attitude construct investigated the impression, feelings, and 

Table 2 
LLM-DT analysis – 1st run results. 
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preconceptions students had about ChatGPT, before and after they uti-
lize it. The questionnaire results are shown in Fig. 5. 

Half of the students demonstrate a basic understanding of pro-
gramming languages and consider themselves capable of programming 
and staying up-to-date on Artificial Intelligence topics (A_1, A_2, A_3). 
Similarly, half of them have previously utilized ChatGPT (A_4), albeit 
primarily for non-academic purposes (A_5). Before engaging with 
ChatGPT, the sample showed two groups of students: those who were 
aware of its strengths and limitations and those who were not. However, 
after interacting with the model, both groups became more familiar with 
these aspects (A_6, A_7). Initially, a percentage of students expressed a 
lack of readiness to use ChatGPT in academic or professional contexts, 
but their firsthand experience helped foster a sense of preparedness 
(A_8, A_9). There is a widespread belief that employing ChatGPT can 
boost individuals’ confidence in tackling university assignments or 
work-related activities (A_10), while the notion that daily interaction 
with ChatGPT will lead to increased comfort is less reinforced (A_11). 

3.5.2. Trust 
The trust construct investigates the level of trust the students have 

before and after they utilize ChatGPT. The questionnaire results are 
shown in Fig. 6. 

Overall, ChatGPT usage does not induce fear or dread, especially 
after using it (T_1). Students are highly curious about the tool, especially 
before using it (T_2), and they disagree that ChatGPT may induce 
addiction or separation anxiety (T_3). They believe its answers are 
reliable (T_4), but after using it a few of them change their opinion about 
the comprehensiveness and the accuracy of the answers, finding them 
less satisfactory (T_5, T_6). Generally, the answers are considered 
comprehensible (T_7). Contents are recognized as not up-to-date (T_8). 
Most of the sample worries that ChatGPT poses a threat to creativity and 
originality, especially after experiencing it (T9). 

3.5.3. Social influence 
The Social Influence constructs investigate the social influence that 

the context generates on students that utilize ChatGPT. The question-
naire results are shown in Fig. 7. 

Before using ChatGPT, a clear minority of students feel not influ-
enced by whether the people next to them talk about the tool or use it. 
This influence decreases after they use it (S_1, S_2). The message spread 
by social networks, TV, or newspapers seems less influential (S_3). 
Generally, ChatGPT is perceived as a tool to stay updated (S_4). 

3.5.4. Fairness & Ethics 
The Fairness & Ethics construct investigates if students judge 

ChatGPT fair, and compliance with ethical or moral standards before 
and after the technology implementation. The questionnaire results are 
shown in Fig. 8. 

Most students disagree that the use of ChatGPT can help students 
pass the exam by reducing the actual learning of the content, especially 
after using it (FE_1). Pre-use, many students felt that the use of ChatGPT 
cannot result in an evaluation consistent with the actual level of 
learning. The use of ChatGPT slightly changes this belief (FE_2). Stu-
dents are divided on the issues of privacy, intellectual property, and 
copyright, which therefore appear not indifferent concerns (FE_3, FE_4). 
This is confirmed by the shared belief that the use of ChatGPT in the 
university context should be regulated by the university, faculty, or 
department (FE_5). Despite this, most students consider ethically correct 
to use it at the university, and the number increases after use (FE_6). 
Students are aware that the answers provided by ChatGPT will be sub-
ject to bias (e.g., gender/context/social factors/geographical origin 
bias) (FE_7). Before they used it, they perceived a ChatGPT answer as not 
distinguishable from a human’s answer, but the idea changes markedly 
after use (FE_8). The idea that ChatGPT can be used to disseminate 
misleading or false information, encouraging misinformation, especially 
in the post-use phase, is not widely shared (FE_9). 

3.5.5. Usefulness & performance expectancy 
The Usefulness & Performance Expectancy construct investigates the 

students’ perception of the usefulness and performance of ChatGPT. The 
questionnaire results are shown in Fig. 9. 

The use of ChatGPT in education is widely perceived as helpful to 
simplify and speed up the writing of the works, the understanding, and 
the learning of the subjects (UPE_1, UPE_2, UPE_3, UPE_4, UPE_5, 
UPE_6, UPE_7). So, students agree that the use of ChatGPT will be 
valuable for further examinations or in a work context (UPE_8). Less 
conviction emerges about the changing teacher’s role, as some students 
do not believe that ChatGPT can generate hybrid teaching approaches in 
the future (UPE_9). Instead, they appreciate its open way of accessing 
content and ubiquity, believing that it can facilitate content integration 
(UPE_10), and speed it up (UPE_11). The majority agree that it can 
improve student motivation in learning, by allowing them to analyze 
content in a fun and stimulating environment (UPE_12). 

3.5.6. Usefulness & Performance Expectancy (Post Assignment Questions) 
The Usefulness & Performance Expectancy (Post Assignment Ques-

tions) construct investigates the students’ judgment on the usefulness of 
ChatGPT and on the experienced performance after they utilize the 
technology, i.e., the perceived learning usefulness. The questionnaire 
results are shown in Fig. 10. 

After using ChatGPT, only a minor part of students stated that the 
writing of the paper was not simplified (UPE_post_1). The same is true 
for contents’ understanding and learning (UPE_post_2, UPE_post_3). 
More conviction emerges in the ChatGPT’s ability to speed up the 
writing (UPE_post_4). Also, almost all students state that understanding 
and learning have been speeded up (UPE_post_5, UPE_post_6). 

3.5.7. Effort & ease of use 
The Effort & Ease of Use construct investigate the students’ effort and 

Table 3 
LLM-DT 1st run notes.  
4. The 2nd run test involves the analysis of 31 essays. Each essay is examined 

based on the 5 paragraphs required by the professor: “General Definitions 
and Potential Industrial Applications,” “State-of-the-Art,” “Enabling Factors 
for Implementation,” “Key Limitations and Challenges,” and “Industrial 
Context Transformation.” The obtained measurements are separately 
analyzed for each individual essay and aggregated across all essays.  

Id Detector name 1st round 
(basic test) 

1st round notes 2nd 
round 

1 A.I. Text Classifier Yes Consistently presenting 
the same values 

No 

2 Content @ Scale Yes Unable to detect human- 
generated text 

Yes 

3 Copyleaks Yes Strongly umbalanced No 
4 Crossplag Yes Consistently presenting 

the same values 
No 

5 GLTR No Excluded based on metric 
criteria 

No 

6 GPT-2 Output 
Detector 

Yes Detection capability is 
excessively low 

No 

7 GPTKit Yes AI detected on all essays Yes 
8 GPTZero Yes Detection capability is 

excessively low 
No 

9 Hive Moderation Yes Detection capability is 
excessively low 

No 

10 Originality.AI Yes AI detected on all essays Yes 
11 Sapling.ai Yes AI detected on all essays Yes 
12 Smodin - AI 

Detection 
Yes Detection capability is 

excessively low 
No 

13 Writer - AI content 
detector 

Yes Unable to detect AI- 
generated text 

No 

14 ZeroGPT Yes Unable to detect AI- 
generated text 

No  
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ease of use expected and required to implement ChatGPT, comparing it 
to the effort needed to perform the same task on their own. The ques-
tionnaire results are shown in Fig. 11. 

There, the sample often appeared divided. Before using it, most 
students believed that ChatGPT can provide immediate assistance, but 
the number decreases after using it (EE_1). The same applied to the 
belief that ChatGPT provides ready-to-use answers (EE_2). Nearly no-
body thinks that using ChatGPT requires more cognitive effort than the 
normal performance process (EE_3). Also, most believe that thanks to 
ChatGPT, the writing task requires less time (EE_4). 

3.6. Questionnaire results discussion 

The results of the experiment indicate that students had a general 
understanding of ChatGPT and expressed readiness to use it, attributing 
their familiarity to word-of-mouth and media exposure. Initially, stu-
dents perceived the ChatGPT as reliable, demonstrating curiosity rather 
than fear. However, their perception of reliability shifted after using it, 
leading to a more nuanced understanding. While they still considered 

ChatGPT reliable and comprehensible in terms of content, they found it 
lacking in comprehensiveness and readiness for immediate use. Conse-
quently, further elaboration was required to refine the output generated 
by the tool, particularly in the context of preparing a high-quality report 
for an exam. Paradoxically, this need for further elaboration proved 
valuable in identifying both the strengths and limitations of integrating 
LLM into a university setting. 

One specific advantage identified by students was ChatGPT ability to 
enhance performance and speed up the completion of assignments. 
Moreover, students noted that it facilitated their understanding of 
complex topics by providing comprehensive yet simplified explanations. 
Importantly, students expressed confidence that ChatGPT would not 
replace the role of teachers but rather enhance teaching practices in 
terms of enjoyment, reduction of repetitive tasks, and support in essay 
and report writing. However, students also emphasized the necessity for 
regulated use of LLM during exams, suggesting the importance of 
establishing guidelines and achieving consistency across different 
courses. 

Furthermore, students recognized the practical relevance of using 

Table 4 
LLM-DT analysis – 2nd round results. 
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such tools in a university context, as they believed it would better pre-
pare them for the future working world, where AI is anticipated to play a 
prominent role. However, when it comes to critical issues such as in-
tellectual property, copyright, privacy, and bias, students displayed 
varying levels of preparedness, offering inconsistent and incomplete 
responses. Although the students demonstrated sensitivity toward these 
topics, their lack of awareness and interest raised concerns. Therefore, 
educators should consider this when introducing innovative technolo-
gies to students. 

Specifically, considering RQ1, the use of LLM did not significantly 
affect students’ performance. However many students did not 
adequately rework and discuss the text generated by ChatGPT. These 
results partially contradict the findings of (Yilmaz & Karaoglan Yilmaz, 
2023), which reported clear performance \improvements on simple 
programming tasks. The differing level of complexity may account for 
this divergence in evidence. 

The study evaluated various AI detection systems in response to RQ2, 
which revealed insights into the effectiveness and usability of different 
approaches. Unfortunately, the results were negative, as none of the 

tested detectors could be considered reliable in identifying text gener-
ated by AI. It is confirmed that employing large-scale language models 
(LLMs) poses a challenge to the detectors (Kumarage et al., 2023), and 
that there are limitations to these tools (Uzun, 2023). 

Considering RQ3, the students perceived LLM as reliable, but their 
usage experience led to a deeper understanding of its limitations. The 
centrality of teachers emerged, thus the paper pertains to the research 
strand aimed at investigating the potential for overcoming traditional 
teaching and learning methodologies (Chigbu et al., 2023; Groff, 2013; 
Haleem et al., 2022; Kinshuk et al., 2016). This strand assumes that as 
the research and education landscapes evolve, adopting innovative tools 
and learning approaches is crucial for generating a flexible and effective 
environment. 

An integrated combination of AI and human support is recom-
mended for researchers, educators, and students (Alqahtani et al., 2023; 
Colabianchi, Tedeschi, & Costantino, 2023). As the guidelines given by 
Kim et al. (2023) stated, ChatGPT should not be considered an author in 
scientific manuscripts, retaining it capable of producing the entire 
manuscript; when the authors use it, they should have at least a basic 
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understanding of what ChatGPT is, and they have to verify, edit and 
refine what ChatGPT generates. Also, it is necessary to address the 
challenges associated with these technologies, such as ethical concerns 
and algorithmic biases, for maximizing their potential to improve edu-
cation and research outcomes (Alqahtani et al., 2023). This requires the 
implementation of mindful training, teaching, and learning strategies, 
and the setting of specific goals to be pursued to improve teaching. In 
terms of student perceptions, as also evidenced by Tsai et al. (2023), 
students express dissenting opinions on the usefulness of the tool, and 
common difficulties and misconceptions emerge. An extended sample of 
students perceived their ChatGPT’s assisted performance to be as suc-
cessful as that in conventional learning tasks (Shoufan, 2023), although 
the assisted task presented more challenges to them, as also occurred in 

Fig. 5. Questionnaire results for the 11 items of the Attitude construct.  

Fig. 6. Questionnaire results for the 9 items of the Trust construct.  

Fig. 7. Questionnaire results for the 4 items of the Social Influence construct.  

Fig. 8. Questionnaire results for the 9 items of the Fairness & Ethics construct.  
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the research of Guo et al. (2023). The positive results, which in our study 
and in others, e.g. Li et al. (2023), happened in the task of writing an 
assignment, lead researchers to reflect on the potential of effectively 
integrating LLM technologies into education. Such potential can be 

better explore also considering the results of previous research and ex-
periments in education, e.g., in medicine, pharmacy, and chemical en-
gineering. In previous works, researchers investigate the state of 
acceptability of LLMs and ChatGPT and they offered a proposal for 
guidelines on utilization in the field (Kim et al., 2023). Moreover, the 
possibility of exploiting ChatGPT to generate reflective responses, to be 
combined with student-written reflection (Li et al., 2023), and for 
improving problem-solving efficiency (Tsai et al., 2023) was investi-
gated. A LLM solution was developed to investigate the effects of 
chatbot-assisted in-class debates on students’ argumentation skills and 
task motivation, by the generation of ideas for supporting students’ 
positions and predicting opposing viewpoints (Guo et al., 2023). Addi-
tional innovative solutions were developed to complement traditional 
teaching and learning methods, to solve specific problems or cope with 
disabilities. Then, academics investigated the usability of the VR apps in 
experimental and development work (Radianti et al., 2020), the use of 
supplementary lecture recording to support students with specific 
learning difficulties (Nightingale et al., 2019), and the integration of 
multimedia materials to support the learning processes and outcomes in 
students with dyslexia, namely when they aim to learn factual knowl-
edge (Knoop-van Campen et al., 2020). 

4. Discussion on research findings 

This research study explored the application of LLM in the education 
of engineers and examined students’ acceptance, perceptions, and the 
impact of these technologies on the quality of education. The ques-
tionnaire used in the study was constructed based on the Technology 
Acceptance Model, the Unified Theory of Acceptance and Use of Tech-
nology, and its more updated versions (Davis, 1989; Venkatesh et al., 
2003), and incorporated a BOCR analysis to identify relevant constructs 
and items. 

The findings of the study, in response to Research Question 1, indi-
cated that students produced good essays with well-distributed grades, 
suggesting that the use of LLM did not significantly affect their perfor-
mance. In addition, students demonstrated their understanding of the 
topics during oral presentations, providing further evidence of the 
benefits of LLM assistance and the extent to which it did not undermine 
their preparation. However, as discussed in the previous section many 
students did not sufficiently rework and discuss the text produced by 
ChatGPT. 

These insights led to defining recommendations for teachers and 
students related to the introduction of LLMs in higher education. First, 

Fig. 9. Questionnaire results for the 12 items of the Usefulness & Performance 
Expectancy construct. 

Fig. 10. Questionnaire results for the 6 items of the Usefulness & Performance 
Expectancy Post-use constructs. 

Fig. 11. Questionnaire results for the 4 items of the Effort & Ease of 
Use construct. 
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LLMs tend to produce content that is accurate but shallow and not of 
high quality. Producing large volumes of text convinces people that they 
have obtained valuable content. Second, LLMs tend to use a lot of lists 
and bulleted lists. Often these are repeated with small differences. If the 
student does not rework the text by unifying it, they might get contra-
dictory paragraphs. In addition, its knowledge base is based on both 
encyclopedic material and web news. Such knowledge generates on 
timely topics such as simulation or DTs, confusing or contradictory 
answers. 

Particularly on topics such as DTs and simulation although their 
differences were explained during previous lectures, some students 
when ChatGPT presented the two technologies as equivalent did not 
question the answer they received. Finally, ChatGPT do not take into 
account bibliographic sources and is considered a “closed model.” 
Indeed, it is not possible to trace the data on which ChatGPT was trained 
or on which it generated the answer. If it was trained on incorrect or 
misleading data, it will pull them out. Therefore, it is recommended to 
supplement and verify what the tool produced with peer-reviewed sci-
entific papers. Finally, a positive observation also emerged during the 
experiment. Some students used the tool to get better explanations of 
complex concepts found in some scientific publications. Specifically, 
they provided such topics as prompts to ChatGPT asking them to para-
phrase them in more straightforward words. Once better understood 
they were integrated into the essay. This approach is indeed a strategy to 
suggest. 

To answer Research Question 2, the study tested different AI detec-
tion systems, providing insights into the effectiveness and usability of 
different approaches, with a negative outcome. None of the tested de-
tectors can be deemed reliable in identifying text generated by AI, thus it 
is advisable for teachers not to depend solely on a detector for identi-
fying text generated using LLM. Consequently, enforcing restrictions on 
students’ utilization of LLM holds little significance and should be 
reevaluated. The educational sector should invest on the development of 
students’ critical thinking, problem analysis, and proficiency in seeking 
effective solutions (Yu, 2023), considering every available technological 
solution. To attain this objective, educational institutions should 
concentrate on fostering students’ competencies to effectively harness 
technology for societal advancement, adeptly utilize data and analytical 
methodologies to make informed decisions, and critically assess and 
evaluate artificial intelligence with proficiency. 

Finally, concerning Research Question 3, the research shed light on 
the evolving perspectives of students regarding the integration of LLM 
into their academic experiences. Although students initially perceived 
the tool as reliable, their usage experience led to a deeper understanding 
of its limitations. Nevertheless, students recognized the potential bene-
fits of LLM in improving task performance, enhancing understanding, 
and supporting teachers. They stressed the importance of the teacher, 
who with his or her emotional skills and knowledge remains the expert 
in the loop of education and yet can be supported by AI in terms of 
innovation, fun, and interaction. Moreover, they highlighted the need 
for regulated use of LLM during exams, consistent guidelines across 
courses, and adequate preparation for an AI-driven future. The study 
also underscored the necessity for educators to address concerns related 
to intellectual property, copyright, privacy, and bias, as students dis-
played varying levels of knowledge and engagement in these areas. 

The outcomes presented confirm some findings disclosed in the 
literature. The effectiveness of implementing LLM technologies for 
educational purposes depends on how they are implemented by teachers 
and perceived by students. In general, LLM technologies should not be 

an alternative to human work. Students are advised to use a combination 
of AI and human support. Essays should not consider ChatGPT as an 
author. Instead, authors should have a basic understanding of ChatGPT 
and verify, edit, and refine what it generates. To maximize the potential 
of technologies in improving education and research outcomes, it is 
essential to address the challenges associated with ethical concerns and 
algorithmic biases. This requires the implementation of mindful 
learning strategies, and the setting of specific goals to be pursued to 
improve teaching and avoid common difficulties and misconceptions in 
the LLM usage. The results of our study suggest that LLM technologies 
can be effectively integrated into education. 

We, the researchers, believe that ChatGPT can be a valuable support 
tool for students to speed up comprehension and learning of contents 
and to cope with difficulties in learning, provided that it is properly cast 
in context and integrated with other innovative solutions proposed in 
the literature. However, effective implementation of ChatGPT requires 
certain prerequisites, including training of professors and students, the 
ability to critically analyze and verify the outputs of the tool, and sup-
plementing them with additional content. Furthermore, it is essential to 
set narrow objectives that are different or multiple, such as using 
ChatGPT to speed up or simplify the delivery of an assignment or cope 
with disabilities. In this way, students can get reliable support, and they 
can acquire vital Industry 4.0 skills for contemporary industrial prac-
tices, and relevant issues nowadays (Tsai et al., 2023). Also, effective 
classroom orchestration systems can establish, wheatear careful archi-
tectures for educational technology systems, and focused teaching and 
learning strategies arise (Feng et al., 2023). Although this study has its 
limitations, such as the limited sample size representing only two en-
gineering courses, the methodology, constructs, and items used are 
scalable to other courses for future testing. Additionally, the study 
proposed a path model through the questionnaire, but its validation 
through a complete path analysis was not possible due to the limited 
sample size. Further research is needed to validate and extend the 
findings of this study. Finally, this research provides valuable insights 
into the integration of LLMs in engineering education, highlighting their 
benefits, limitations, and considerations for effective implementation. 
The findings provide a foundation for further exploration and can guide 
the development of guidelines and strategies to harness the full potential 
of LLMs in educational settings. 

Further examination could be conducted by considering whether 
LLMs help to reach the expected learning outcomes of engineering 
courses. If we go back to the starting examples of calculators and CAD 
software, we accept their usage because the objective of the learning 
process is not the capability to math or draw. As part of the Bologna 
Process, an initiative aimed at reforming and harmonizing university 
education throughout Europe, a key objective was the enhancement of 
higher education by establishing clear expected learning outcomes for 
every course/module. Therefore, it is essential to evaluate whether LLMs 
can help students achieve these expected learning outcomes (Kennedy 
et al., 2007). Do LLMs contribute to the achievement of these expected 
learning outcomes? Returning to the initial examples of calculators and 
CAD software, their acceptance stems from the underlying concept that 
the learning process aims not at the ability to perform mathematical 
calculations or draw designs. Generally, the expected learning outcomes 
in engineering university courses consider problem solving objectives (e. 
g. “Develop the ability to analyze complex engineering problems and 
devise effective solutions using [the specific subject]”), technical 
knowledge objectives (e.g. “Acquire a solid foundation in the funda-
mental principles and theories of [the specific subject]”), design skills 
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objectives (e.g. “Learn how to design and evaluate engineering systems, 
components, or processes using [the specific subject]”), engineering 
analysis objectives (e.g. “Develop skills in analyzing and interpreting 
data, applying mathematical models, and using appropriate engineering 
tools and software”). It is an infrequent occurrence for the projected 
learning outcomes to encompass objectives such as “mastering the ca-
pacity to discern, evaluate, and select pertinent information sources in 
formulating a personalized viewpoint on [the specific subject]," or 
“acquiring the proficiency to write a well-structured essay discussing a 
specific topic within [the specific subject]”. These latter examples are 
instances of skills that risk being replaced by LLMs. Therefore, it is 
essential for the education community to develop novel approaches to 
assess students’ proficiency in utilizing the content of a university 
course, encompassing their ability to effectively analyze and solve 
complex problems that surpass mere information retrieval, content se-
lection, integration, and accurate paraphrasing. 

5. Conclusions and future research 

This research has provided valuable insights into the application of 
Large Language Models (LLMs), with a specific focus on ChatGPT, in the 
context of engineering higher education. We addressed three key 
research questions: the ability of engineering students to produce 
quality essays with LLM assistance, the effectiveness of LLM identifica-
tion systems, and students’ perceptions of LLMs in terms of usefulness 
and acceptance in the learning process. Our findings indicate that en-
gineering students can indeed generate high-quality essays with the help 
of LLMs, although recommendations were made to ensure deeper 
engagement and critical review of the generated content. We also 
discovered that existing LLM identification systems currently lack the 
reliability to detect essays produced with LLMs, suggesting the need for 
a reevaluation of restrictions on LLM usage in educational settings. 
Furthermore, our study illuminated the evolving perspectives of stu-
dents regarding the integration of LLMs into their academic experiences. 

While students initially perceived LLMs as reliable tools, their usage led 
to a deeper understanding of both their benefits and limitations. They 
emphasized the crucial role of teachers in the educational process, 
highlighting the need for guidelines, preparation for an AI-driven future, 
and addressing ethical concerns and biases. In summary, this research 
underscores the potential of LLM technologies, like ChatGPT, as valu-
able support tools for students in engineering education. However, 
effective implementation requires careful consideration, training, and 
critical analysis of the tool’s outputs. It is essential to maintain a balance 
between AI assistance and human involvement, emphasizing the 
development of critical thinking and problem-solving skills. Our work 
contributes to the ongoing discourse on the integration of LLMs in ed-
ucation and lays the foundation for further exploration and the devel-
opment of guidelines to harness their full potential in educational 
settings. As we move forward, it is imperative that we continue to 
evaluate how LLMs align with expected learning outcomes and adapt 
our educational strategies accordingly, ensuring that they enhance 
rather than replace essential skills and competencies in our students. 

Statements on open data and ethics 

All participants provided informed consent before participating. The 
data were collected anonymously, and the study was designed to mini-
mize any potential risks or discomfort for the participants. The study was 
conducted following the ethical guidelines of the University of Rome 
Sapienza’s ethics committee and it did not need the ethical approval 
from the research review committee in the authors’ affiliations. 

Declaration of competing interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper.  

Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.caeai.2023.100172. 

Appendix 

Complete final version of the questionnaire.  

Construct Items 

Attitude A_1 I have a basic knowledge of programming languages. 
A_2 I am able to code programming. 
A_3 I am updated on news on Artificial Intelligence themes. 
A_4 I have already used ChatGPT. 
A_5 I have already used ChatGPT for a university assignment. 
A_6 I know the strengths of ChatGPT. 
A_7 I know the limitations of ChatGPT. 
A_8 I consider myself ready to use ChatGPT in a university context. 
A_9 I consider myself ready to use ChatGPT in a work context. 
A_10 Using ChatGPT can make people feel more confident in carrying out university tasks or work activities. 
A_11 Daily interaction with ChatGPT will, in the hypothetical future, make people feel comfortable. 

Trust T_1 The use of ChatGPT may induce fear or dread. 
T_2 ChatGPT is a tool that can induce curiosity. 
T_3 The use of ChatGPT may induce addiction or a separation anxiety. 
T_4 ChatGPT’s answers are reliable (truthful). 
T_5 ChatGPT answers are exhaustive. 
T_6 ChatGPT answers are accurate (detailed). 

(continued on next page) 
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(continued ) 

Construct Items 

T_7 ChatGPT answers are comprehensible. 
T_8 ChatGPT’s answers are topical/up-to-date. 
T_9 ChatGPT poses a threat to creativity and originality. 

Social Influence SI_1 I plan to use ChatGPT because people around me have mentioned it. 
SI_2 I plan to use ChatGPT because people around me use it. 
SI_3 I plan to use ChatGPT because I heard about it on social networks/TV/newspapers. 
SI_4 I plan to use ChatGPT to stay updated. 

Fairness & Ethics FE_1 The use of ChatGPT can help students pass the examination by reducing the actual learning of the content. 
FE_2 The use of ChatGPT can result in an overall evaluation consistent with the actual level of learning. 
FE_3 The privacy of data is influential in the use of ChatGPT. 
FE_4 Intellectual property and copyright issues are influential in the use of ChatGPT. 
FE_5 The use of ChatGPT in the university context should be regulated by the university/faculty/department. 
FE_6 The use of ChatGPT for writing a university assignment is ethically correct. 
FE_7 Answers provided by ChatGPT will be subject to bias (e.g. gender/context/social factors/geographical origin bias). 
FE_8 A ChatGPT answer is distinguishable from a human being’s answer. 
FE_9 ChatGPT can be used to disseminate misleading or false information, encouraging misinformation. 

Usefulness & Performance Expectancy UPE_1 The use of ChatGPT will establish itself in education (compulsory schooling, universities, training courses etc.). 
UPE_2 Using the results provided by ChatGPT will simplify the conduct of reports/essays/written work. 
UPE_3 Using the results provided by ChatGPT will simplify understanding of the subject matter. 
UPE_4 Using the results provided by ChatGPT will simplify learning of the subject matter. 
UPE_5 Using the results provided by ChatGPT will speed up the conduct of reports/essays/written work. 
UPE_6 Using the results provided by ChatGPT will speed up understanding of the subject matter. 
UPE_7 Using the results provided by ChatGPT will speed up learning of the subject matter. 
UPE_8 The use of ChatGPT will be useful for further examinations or in a work context. 
UPE_9 ChatGPT may, in the future, generate hybrid teaching approaches, working alongside teachers in the teaching role. 
UPE_10 ChatGPT will facilitate the integration of information into teaching, due to the open way of accessing content. 
UPE_11 ChatGPT will speed the integration of information into teaching, due to the ability to access content at any time and from any place. 
UPE_12 ChatGPT will motivate students in learning by allowing them to analyze content in a fun and stimulating environment. 

Usefulness (Post Assignment 
Questions) 

UPOST_1 Using the results provided by ChatGPT simplified the conduct of reports/essays/written work. 
UPOST_2 Using the results provided by ChatGPT has simplified understanding of the subject. 
UPOST_3 Using the results provided by ChatGPT has simplified learning of the subject. 
UPOST_4 Using the results provided by ChatGPT has made it faster to write reports/essays/written work. 
UPOST_5 Using the results provided by ChatGPT has sped up the understanding of the subject. 
UPOST_6 Using the results provided by ChatGPT has sped up the learning of the subject. 

Effort & Ease of Use EEU_1 ChatGPT can provide immediate assistance in researching and formulating content, representing instant support to students/ 
workers. 
EEU_2 ChatGPT answers are ready-to-use (directly useable without processing). 
EEU_3 Using ChatGPT for the performance of written papers requires more cognitive effort than the normal performance process. 
EEU_4 Using ChatGPT to carry out written papers requires more time than the normal unfolding process.  

Assignments assessment.  
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Assignment Essay 
Evaluation 
(scale 0–30) 

Oral Presentazion 
Evaluation (scale 
0–30) 

Assignment 
Evaluation 
(scale 0–30) 

Assignment 
requests were 
met. 

The content is 
consistent with the 
requirements. 

Technology 
description is 
comprehensive. 

Technology 
description is 
accurate. 

The essay has 
quality 
bibliographic 
sources. 

SWOT analysis is 
comprehensive. 

SWOT analysis 
is thoroughly 
discussed. 

The essay 
content proves 
to be 
reworked. 

The essay has 
adequate and well- 
placed bibliographic 
sources. 

Assignment 1 23 30 27 0 0 1 1 0 0 0 0 0 
Assignment 2 26 30 28 1 0 0 0 1 1 0 0 1 
Assignment 3 29 24 27 1 1 1 1 0 1 1 1 0 
Assignment 4 26 26 26 1 1 0 0 0 1 1 0 0 
Assignment 5 26 30 28 1 1 1 1 1 0 0 0 0 
Assignment 6 27 25 26 1 1 1 0 0 1 1 1 0 
Assignment 7 30 26 28 1 1 0 1 1 1 1 1 1 
Assignment 8 24 26 25 1 1 0 1 0 0 0 1 0 
Assignment 9 30 24 27 1 1 1 1 1 1 1 1 1 
Assignment 10 25 24 25 1 1 1 0 0 0 0 0 0 
Assignment 11 26 25 26 1 1 1 1 0 0 0 0 0 
Assignment 12 26 25 26 1 1 0 0 0 0 1 0 0 
Assignment 13 30 25 28 1 1 0 1 1 0 1 1 1 
Assignment 14 27 26 27 1 1 1 1 1 0 0 1 1 
Assignment 15 30 30 30 1 1 1 1 0 1 1 1 0 
Assignment 16 29 25 27 1 1 0 0 1 1 1 1 1 
Assignment 17 29 30 30 1 1 0 0 1 1 1 1 1 
Assignment 18 27 30 29 1 1 1 1 1 0 0 1 1 
Assignment 19 30 25 28 1 1 1 1 1 1 0 0 1 
Assignment 20 26 30 28 1 1 1 0 1 1 1 0 0 
Assignment 21 29 25 27 1 1 1 1 1 0 0 1 1 
Assignment 22 26 30 28 1 1 1 0 0 1 1 1 0 
Assignment 23 27 30 29 1 1 1 0 1 0 0 0 0 
Assignment 24 17 30 24 0 0 0 0 0 0 0 0 0 
Assignment 25 25 24 25 1 1 1 1 0 1 1 0 0 
Assignment 26 26 25 26 1 1 1 1 1 0 0 0 1 
Assignment 27 26 25 26 1 1 0 1 1 0 0 0 1 
Assignment 28 27 26 27 1 1 1 0 1 1 1 0 1 
Assignment 29 20 30 25 0 0 1 1 0 0 0 0 0 
Assignment 30 23 30 27 1 0 1 0 0 1 1 0 0 
Assignment 31 30 30 30 1 1 1 1 1 1 1 1 1   
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