
PHYSICAL REVIEW E 109, 044401 (2024)

Energy condensation and dipole alignment in protein dynamics
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The possibility that distant biomolecules in a cell interact via electromagnetic (e.m.) radiation was proposed
many years ago to explain the high rate of encounters of partners in some enzymatic reactions. The results of
two recent experiments designed to test the propensity of protein bovine serum albumin (BSA) to interact via
e.m. radiation with other proteins were interpreted in a theoretical framework based on three main assumptions:
(i) in order to experience this kind of interaction the protein must be in an out-of-equilibrium state; (ii) in this
state there is a condensation of energy in low-frequency vibrational modes; and (iii) the hydration layers of water
around the protein sustain the energy condensation. In the present paper we present the results of molecular
dynamics simulations of BSA in four states: at equilibrium and out-of-equilibrium in water, and at room and
high temperature in vacuum. By comparing physical properties of the system in the four states, our simulations
provide a qualitative and quantitative assessment of the three assumptions on which the theoretical framework
is based. Our results confirm the assumptions of the theoretical model showing energy condensation at low
frequency and electretlike alignment between the protein’s and the water’s dipoles; they also allow a quantitative
estimate of the contribution of the out-of-equilibrium state and of the water to the observed behavior of the
protein. In particular, it has been found that in the out-of-equilibrium state the amplitude of the oscillation of the
protein’s dipole moment greatly increases, thereby enhancing a possible absorption or emission of e.m. radiation.
The analysis of BSA’s dynamics outlined in the present paper provides a procedure for checking the propensity
of a biomolecule to interact via e.m. radiation with its biochemical partners.
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I. INTRODUCTION

Many years ago Fröhlich proposed a quantum model of
electromagnetic (e.m.) interaction among biomolecules with
the aim of explaining the high speed of some enzymatic
reactions [1–4]. In Fröhlich’s model, molecular partners in
such a reaction underwent a selective, long-range attractive
e.m. interaction. This raised the frequency of their encoun-
ters, and thus the average speed of the reaction; this selective
interaction was assumed to be produced by resonant dipole
oscillations and to be sustained by an energy condensation
in the lowest-frequency vibrational mode of the molecules.
In recent years, Fröhlich’s proposition has been revisited,
his model revised in a classical version, and amended [5–8].
In particular, it has been shown that the energy condensa-
tion necessary to establish the resonant interaction among
dipoles required the protein to be in an out-of-equilibrium
state produced by a continuous energy intake from the
environment [7].

Recently, a team led by Professor Pettini has combined two
sets of experiments with a classical elaboration of the original
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quantum model proposed by Fröhlich and has interpreted the
experimental data in this new EMI (electromagnetic interac-
tion) theoretical framework [8,9]. The experimental evidence
of EMI is an absorption peak at 0.314 THz in a solution
of bovine serum albumin (hereafter BSA) proteins in water.
This peak has been held to prove the protein’s ability to be
excited in a low-frequency vibrational mode suitable for the
absorption/emission of e.m. radiation. The interpretation by
means of the new model is based on three assumptions: (i) In
order to emit or absorb an e.m. signal in a frequency range of
low absorption by the water surrounding a protein, the latter
must be in an out-of-equilibrium state produced by the ab-
sorption of energy from an external source and its dissipation
into the solvent. (ii) In this out-of-equilibrium state, the energy
distribution among vibrational modes of the protein leads to
an energy condensation in the mode of lowest frequency. (iii)
The first hydration layers of the water solvent play an essen-
tial role in the process, coupling the protein’s high-frequency
modes with its low-frequency phonons.

In the experimental setup that we used as a model for our
computer simulation, a solution of BSA molecules in water
is subjected to an energy input provided by a laser beam.
This light is absorbed by fluorochromes attached to lysine
residues of the protein; the fluorochromes then emit a large
fraction of the absorbed energy. The difference between the
energies of one absorbed and one emitted photon is 0.198 eV;
these are the elementary energy inputs which, accumulat-
ing in time, push the protein in an out-of-equilibrium state.
It is believed that this energy input is funneled into the
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lowest-frequency vibrational modes through an internal cas-
cade of rapid structural motions referred to as protein quakes
[10–12]. This deviation from the energy equipartition among
vibrational modes is ascribed to a synchronization of the
accordionlike modes of the 30 α-helices that compose the
structure of BSA [9].

In this paper we report on an atomistic simulation of
BSA aimed at imitating the experimental conditions of the
above-mentioned experiments in order to check the three as-
sumptions on which the new theoretical model is based. We
performed molecular dynamics simulations of a BSA pro-
tein entailing 9220 atoms in four states: at equilibrium (T =
300 K) and out-of-equilibrium (solvent at T = 300 K, protein
at T = 600 K) in water, and at room (T = 300 K) and at
high temperature (T = 600 K) in vacuum. By comparing
physical properties of the system in the four states, our simu-
lations provide a qualitative and quantitative assessment of the
three assumptions on which the EMI theoretical framework is
based.

II. SYSTEM MODELING

A. Energy input

One quantitative feature of the revised EMI model can be
derived from the experiments already carried out, namely, the
energy input rate needed to keep the protein in an out-of-
equilibrium state producing the EMI. In the experiment, the
energy provided to the BSA protein originates in the absorp-
tion of photons of wavelength λ = 488 nm by fluorochromes
attached to the protein (five fluorochromes per protein on
average) [8]. The fluorochromes reemit part of the absorbed
energy so that the energy actually transferred to the protein
per absorbed photon is 3.18 × 10−20 J. It has been estimated
that in the experimental setting in which the argon laser
operates at 500 µW each protein receives between 120 and
300 photons per second, which amounts to a power input of
between 3.82 × 10−18 and 9.54 × 10−18 J/s [8]. One can thus
evaluate the amount of energy pumped into a single protein
before the lowest-frequency vibrational modes are excited and
the absorption of low-frequency radiation sets in. The time
lag before the onset of this absorption, as measured in the
experiment, ranges between 5 and 10 minutes approximately
[8]. The total energy absorbed by a single protein during this
time may thus be between 1.15 × 10−15 J (5 minutes, lowest
power input) and 5.73 × 10−15 J (10 minutes, highest power
input).

Our computer simulations are designed to reproduce the
condition expected to hold in the revised, classical version
of the Fröhlich model. In order to mimic the continuous
input of energy into the protein population of the exper-
iment in a viable computational setting, we simulated a
system with a single BSA molecule. The solvent is ther-
malized by a thermostat at 300 K, but the protein is
in contact with a thermostat at 600 K, which provides the
desired energy input rate.

The GROMACS simulation program [13–18] allows the
computation of the energy injected into the protein by
the 600-K thermostat while the solvent is kept at 300 K by the
other thermostat. In a 100-ns simulation this energy is about

8.38 × 10−13 J, a factor of between 146 and 728 times the
energy absorbed in the experiment by a single protein before
the onset of the low-frequency absorption. Thus, the length of
the trajectory should be sufficient to trigger the condensation
of energy as the protein reaches the lowest threshold of energy
injection (1.15 × 10−15 J) after about 140 ps and exceeds the
highest threshold (5.73 × 10−15 J) after about 685 ps. The
amount of energy of 3.18 × 10−20 J transferred to the protein
per absorbed photon, reported above, might be overestimated
and could possibly only be a fraction of about 10% of this
[19]. If this were the case, the time needed in our simulation to
trigger the condensation of energy would be 10 times shorter.

B. Simulation layout

At and above the temperature of 300 K, the trajectory
of the system in its phase space is well represented in the
framework of classical dynamics. The classical simulations
presented in this paper, with their acronyms, are as follows:
(a) An equilibrium simulation in which the protein and the
solvent are in contact with a thermostat at 300 K: BSa.
(b) An out-of-equilibrium simulation in which the solvent
is in contact with a thermostat at 300 K, but the protein is
in contact with a thermostat at 600 K: BSb. (d) A simulation
of the protein in vacuum at 300 K: BSd. (e) A simulation
of the protein in vacuum at 600 K: BSe. (f) A simulation of
pure water in the same conditions, i.e., number of molecules,
temperature, pressure, as in BSa and BSb: H2O.

Trajectory (a) provides the reference levels for the quan-
tities computed in the other cases. Trajectory (b) mimics,
as explained above, the reference experimental setting. Tra-
jectories (d) and (e) are designed to reveal the role of the
(absent) solvent in the dynamics of the protein. Trajectory (f)
is designed to reveal the role of the (absent) protein in the
dynamics of the solvent.

In the simulations BSb and BSe the protein is at 600 K,
that is, above its denaturation temperature. However, even if
its secondary structure is strongly reduced, the overall con-
figuration of the protein is still rather compact. The protein
state at 600 K may thus be considered as a premolten globule
whose average gyration radius (Rg) can be compared to that of
the protein at 300 K. The average number of intramolecular H
bonds of all trajectories is given in Table I.

The simulations were performed with the GROMACS atom-
istic simulation package and the VMD program for the
visualization of the molecule [20]. The all-atom OPLS-AA
force field was used [21]. For the systems simulated in explicit
solvent, the SPC/E water model was used [22]. The technical
details of the simulation methods are given in Appendix A 1
[23–28].

III. SIMULATION RESULTS

We report those results of the simulation that are relevant
for the analysis of the EMI model. All results given below
(with the exception mentioned in Sec. IV B) were computed
after the rototranslational motion of the protein was removed
from the recorded trajectories. The time evolution of the pro-
tein’s temperature, as well as the system’s kinetic energy,
potential energy, and pressure, was monitored for all 100-ns
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TABLE I. Rg of BSA in various states. First column: System and trajectory. Second column: Temperature of the protein. Third column:
Average number of intramolecular H bonds. Fourth column: Average gyration radius Rg. Fifth column: Standard deviation of Rg(t ). Sixth
column: Energy condensation parameter C.

System T (K) H bonds Rg (nm) s.d. Rg (nm) C(%)

BSa 300 438 2.70 0.018 11.9
BSb 600 385 2.89 0.059 17.7
BSd 300 698 2.50 0.012 6.8
BSe 600 600 2.44 0.019 8.3

trajectories. All these curves show a regular behavior and
have stable fluctuations with amplitudes appropriate to the
temperature of each trajectory.

A. Time evolution: Gyration radius

The gyration radius Rg(t ) of the protein was computed for
all trajectories of BSA. The results in solvent and in vacuum
are shown in Fig. 1. The average value and the standard
deviation (s.d.) of each of the 100-ns trajectories in solvent
and in vacuum are given in Table I.

The Rg value of BSa is in line with the analogous result of
a previous molecular dynamics (MD) simulation of BSA, per-
formed in a solvent similar (but not identical) to the one used
here [29]. Table I shows that trajectories of BSA in solvent
produce a larger Rg and fluctuation than trajectories in vacuum
at the same temperature. Moreover, Rg(t ) in trajectory BSb
is characterized by a larger fluctuation than in trajectory BSa
and shows a large and steep decrease between t = 55 ns and
t = 62 ns. In the previous MD simulation of BSA, a negative
jump in Rg(t ) of similar depth and duration is reported at about
t = 375 ns in the trajectory of the protein in the excited state
[29]. This time greatly exceeds any reasonable equilibration
time for such a system. Therefore the jump in our simulation

FIG. 1. Time evolution of the gyration radius Rg(t ) of protein
BSA in four trajectories. The points are running averages over 2 ns.

of BSb can be ascribed to an intrinsic instability of the protein
rather than to an equilibration that is too short.

The average values of the protein’s Rg for BSd and BSe
show a thermal compaction when the temperature is raised.
This phenomenon is attributable to entropic and structural
factors [30]. In order to check whether this phenomenon also
takes place in solvent, the Rg of BSa must be compared with
that of a trajectory of BSA at equilibrium with a solvent at
600 K. This trajectory was computed over 100 ns, yielding
Rg = 2.54 nm, which is smaller than Rg = 2.70 nm of BSa
at 300 K. This confirms the propensity of BSA to undergo
thermal compaction.

B. Time evolution: Dipole moment

GROMACS allows the separate computation of the dipole
moment M(t ) of the protein, of the water, and of the whole
system (protein + water + counterions). This moment was
computed for all 100-ns trajectories. The results for the pro-
tein in solvent and in vacuum are shown in Fig. 2. The average
value of M and its s.d. in each 100-ns trajectory are given in
Table II, where we also report the values for the water and the
system. In the same table we report the data of a 100-ns run of
pure water (H2O) in the same conditions as in BSa and BSb
(26 401 water molecules, T = 300 K, and P = 1 bar).

FIG. 2. Time evolution of the dipole moment M(t ) of protein
BSA in four trajectories. The points are running averages over 2 ns.
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TABLE II. Dipole moment of BSA in various states. First col-
umn: System and trajectory. Second column: Average dipole moment
M (Debye). Third column: Standard deviation of M(t ) (Debye).
Fourth column: Energy condensation parameter C. Fifth column:
Dipole alignment parameter A.

System M (D) s.d. (D) C(%) A(%)

BSa (sys) 1516 411 2.1 43
BSa (prot) 1051 100 11.0
BSa (H2O) 757 311 1.2
BSb (sys) 1103 431 2.9 27
BSb (prot) 719 256 15.3
BSb (H2O) 684 290 0.9
BSd (prot) 375 27 6.0
BSe (prot) 185 53 6.3
H2O 688 288 0.7

The average M value of BSa(prot) is in line, within one s.d.,
with the analogous result of the previous MD simulation of
BSA cited above [29]. Our simulation produces two notewor-
thy results: (i) trajectories in solvent produce a much larger M
and fluctuation for the protein compared with trajectories in
vacuum at the same temperature, and (ii) in BSb M(t ) exhibits
a large, steep decrease between t = 37 ns and t = 40 ns. The
amplitude of this step lowers its values from the range of
the trajectories in solvent to the range of the trajectories in
vacuum and makes the average value of the protein’s dipole
in BSb significantly lower than in BSa, which is in line with
the MD simulation of BSA previously mentioned [29]. No
major variation of Rg(t ) takes place in conjunction with this
large negative step of M(t ). This suggests that the large shift
in M(t ) is due to a repositioning of charges of light mass, that
is, H atoms.

If M(t ) of the protein and M(t ) of the water molecules
were completely uncorrelated, the average angle between
them would be π/2 and the dipole moment M of the system
would be the Pythagorean sum of the dipole moments of the
two subsystems. On the other hand, if the two dipoles were
aligned and synchronized, the dipole moment M of the system
would be the sum of the two dipole moments M. We intro-
duced the parameter A to measure the alignment between the
protein’s dipole and the dipole of the water in each trajectory.
Each system’s actual dipole lies at a percentage A of the range
between complete lack of correlation and complete alignment.
This parameter allows a quantitative estimate of the extent
of an oriented-dipole electret in the water layers surrounding
the protein (see Sec. IV B) and is reported in Table II for the
simulated systems.

If in BSa the two dipoles were completely uncorrelated, the
dipole moment M of the system would be 1295 Debye (D).
The sum of the two dipole moments M is 1808 D. The actual
dipole moment of BSa(sys) (1516 D) is thus at A = 43% of
the range between complete lack of correlation and complete
alignment; this is the highest alignment achieved among all
simulations and goes with the highest value of the protein’s
dipole moment (1051 D).

If in BSb the two dipoles were completely uncorrelated,
the dipole moment M of the system would be 992 D. The sum
of the two dipole moments M is 1403 D. The actual dipole of

BSb(sys) (1103 D) is thus at A = 27%. Shifting from BSa to
BSb results in a loss of alignment in the total trajectory.

Notwithstanding the decrease of M when the temperature
of BSA is increased there is no decrease in the amplitude
of its oscillation. In contrast, when measured by the s.d., it
increases by a factor 2.6 from BSa (prot) to BSb (prot), which
is definitely larger than a factor of the order of 21/2, which
would be expected in harmonic approximation when the tem-
perature is doubled. This data points to the active role of the
out-of-equilibrium state in enhancing the dipole’s fluctuation
of the protein. Equally significant is the increase by a factor
of 3.7 in the protein’s dipole s.d. at 300 K in the solvent [BSa
(prot)] compared to the same quantity at 300 K in vacuum
(BSd) and the increase by a factor of 4.8 in the protein’s
dipole s.d. at 600 K in the solvent [BSb (prot)] compared
to the same quantity at 600 K in vacuum (BSe). These last
data highlight the active role of the solvent in enhancing the
dipole’s fluctuation of the protein.

As for the water, the average M of BSa(H2O) is larger than
that of the free water H2O, while the value in BSb(H2O) is
almost equal to that of H2O.

C. Low-frequency range

In order to analyze the frequency dependence of the system
dynamics, a discrete Fourier transform (DFT) was computed
for various dynamical variables. For the 100-ns trajectories
the DFT covers the range 10 MHz–100 GHz. As explained in
Appendix A 2, the limits of the range of the DFT are deter-
mined by the time length of the trajectory (its inverse being
the lower limit) and by the time interval between recorded
frames (its inverse being twice the higher limit). The low-
frequency structured profile of the DFTs, which are displayed
and discussed below, depends on the lower limit of the DFTs.
If the latter were computed on a trajectory of 50 ns instead of
100 ns, their first data, and their first peak, would move from
10 to 20 MHz, maintaining a similar profile. Therefore, in the
diagrams reporting the low-frequency DFTs, the frequency is
given in arbitrary units (a.u.) even though its nominal units
are GHz.

The DFTs of variables not depending on the configuration
of the protein, such as its temperature and the system pressure,
produce a uniform spectrum over the whole frequency range
(up to 100 GHz) without particular intensity at the lowest
frequency, see Figs. 3 and 4. These spectra increase uniformly
when the protein’s temperature increases from 300 to 600 K.
The average increase in BSb vs BSa is a factor of the order of
2.5 for the DFT spectrum of the protein’s temperature and a
factor of the order of 1.3 for the DFT spectrum of the pressure
of the system.

On the other hand, dynamical variables that depend on
the configuration of the protein, such as Rg(t ), M(t ), and the
system’s potential energy, have a profile with high peaks at
the beginning of the low-frequency range (0–0.5 GHz), the
first peak being usually the highest. This profile is followed
by a low, flat profile in the rest of the frequency range. In
Figs. 5 and 6 we report the DFT at low frequency of Rg(t )
and of M(t ) of BSA, respectively, highlighting the values of
the highest peaks in all 100-ns runs. In these two figures the
highest first peak is found when the protein is in BSb, that
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FIG. 3. Low-frequency range of the discrete Fourier transform of
the protein’s temperature computed on trajectories BSa and BSb.

is, in the out-of-equilibrium state. The DFT peaks of Rg(t )
and of M(t ) in the BSb trajectory dwarf those of the other
trajectories.

The height of the first peak of the DFT of Rg(t ) and of
M(t ) provides qualitative information about the amount of
vibration condensed in the low-frequency region. However,
due to the differences in the peaks’ pattern in the various
systems, it is difficult to use them for a quantitative estimate of

FIG. 4. Discrete Fourier transform of the protein’s temperature
computed on trajectories BSa and BSb. The points are running aver-
ages over 2 GHz.

FIG. 5. Low-frequency discrete Fourier transform of the gyration
radius Rg(t ) of protein BSA in four trajectories. Frequency nominal
units: GHz.

this condensation. In order to compute a quantity comparable
in different states of the system, it is convenient, as explained
in Appendix A 2, to measure the area under the spectrum in
both the low-frequency range (0–0.5 GHz) and in the whole
frequency range (0–100 GHz). The ratio of the former area
to the latter gives a parameter C that describes the fraction of
vibrational energy concentrated in the low-frequency region;
these values are reported in Table I (Rg) and Table II (M).

FIG. 6. Low-frequency discrete Fourier transform of the dipole
moment M(t ) of protein BSA in four trajectories. Frequency nominal
units: GHz.
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FIG. 7. Low-frequency absorbance I (ω) of protein BSA in four
trajectories. Frequency nominal units: GHz.

For variables having a uniform DFT profile, C should equal
the ratio of the extensions of the two ranges, that is, 0.5%.
Indeed, from the DFT of the protein’s temperature one finds
C = 0.5% both in BSa and BSb. Any C value larger than
0.5% points, therefore, to a vibrational condensation in low-
frequency modes.

The values of C in Table I (Rg) for BSA in solvent are
notably high: 11.9% at 300 K and 17.7% at 600 K; this is 24
times and 35 times higher, respectively, than that of a uniform
DFT profile. As for the protein’s M values in Table II, these
also show a notably high C in solvent. C increases from 11.0%
at 300 K to 15.3% at 600 K.

The low-frequency condensation of vibrational activity of
protein BSA affects its absorbance I (ω), which is proportional
to the DFT of the autocorrelation function (ACF) of the pro-
tein’s dipole M(t ) [31]:

I (ω) = 1

2π

∫ ∞

−∞
exp(−iωt ) < M(0) · M(t ) > dt .

We computed this ACF, as well as its DFT, for the four
trajectories of BSA, the results of which are given in Fig. 7.
The time range of the ACF is half the length of the trajec-
tory, 50 ns; therefore, the first peak of the absorbance moved
from 0.01 to 0.02 nominal GHz. With the previous caveat
about the “true” value of the frequency on the horizontal axis,
the large increase in the absorbance of protein BSA in the
out-of-equilibrium state BSb compared to BSa mirrors the
increase of the absorption found in the two experiments previ-
ously mentioned [8]. If the length of the original trajectory
were limited to 6.37 ps, the peak of the absorbance would
be exactly at 0.314 THz, as shown in Appendix A 3; this is
the frequency where an absorption peak has been located in
those experiments.

FIG. 8. Eigenvalues of the covariance matrix of the four trajecto-
ries of BSA. The lines are guides to the eye.

D. Covariance analysis

A further insight into the particular features of a protein’s
dynamics in the out-of-equilibrium state and into the role
of the solvent can be obtained by resorting to a covariance
analysis [32,33]. We computed the covariance matrix and
its eigenvectors for each of the 100-ns trajectories entailing
the protein after removing the rototranslational motion. The
first eigenvectors of the covariance matrix correspond to the
largest eigenvalues; these are known as the principal compo-
nents (PCs), and they represent, better than the normal modes,
the dynamics of systems governed by an anharmonic poten-
tial [32,34,35]. And the low-frequency principal components
span the same subspace as the low-frequency normal modes
[36,37].

For each PC an effective frequency ω can be defined
through the formula σ 2 = kBT/ω2 [32,38], where the fluctua-
tion σ is its eigenvalue. As the PCs are ordered by decreasing
eigenvalues, they are ordered by increasing effective fre-
quency ω and the first PC has the lowest frequency. However,
it should be noted that the effective frequencies assigned to
the PCs acquire their physical content only for a harmonic
potential surface and in the absence of solvent, conditions that
are not met in the systems presented here [38].

In Fig. 8 we report the eigenvalues of the first 50 eigen-
vectors of BSA. It is well known that a limited number of the
first PCs account for a large fraction of the total dynamics of
a protein [32,34,35,39]. In our systems the sum of the first ten
eigenvalues computed over the 100-ns trajectories amounts to
67.9% of the sum of all eigenvalues for BSa, 82.3% for BSb,
69.3% for BSd, and 67.2% for BSe.

The BSa, BSb, BSd, and BSe trajectories were projected
on the respective first ten PCs. The inspection of the time
evolution of the first ten PCs of BSa and BSb shows a sim-
ilar pattern in the two trajectories, but the amplitude in BSb
is about double that in BSa, as expected. While PCs 2–10
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FIG. 9. Low-frequency discrete Fourier transform of the ampli-
tude of the principal component PC 1 of four trajectories of BSA.
Frequency nominal units: GHz. u is the atomic mass unit.

oscillate around their average value, in both cases PC 1 shows
a monotonic decrease that eventually overturns its initial
value, hinting at an oscillation period of the order of 200 ns,
corresponding to a frequency of about 5 MHz. The amplitude
of the PC oscillation in vacuum (BSd, BSe) is similar to, or
lower than, the amplitude of the oscillation in solvent at the
corresponding temperature.

We computed the DFT of the amplitude of the first ten PCs
of the four trajectories of protein BSA. Even though the PCs
computed on different trajectories are different, a comparison
among equal-ranking PCs yields interesting insights. Figure 9
highlights the highest peaks of the DFT of PC 1, all found at
the low-frequency end of the spectrum. The first DFT peak of
BSb’s PC 1 is much higher than the first peaks of the other
trajectories. The results for PC 2 and PC 3 show a similar
hierarchy of the protein’s states, but the height of the peaks
gradually diminishes.

In order to selectively attribute to single PCs the time
evolution of M(t ) in the low-frequency range, we computed
it on the first ten PCs of each trajectory. The decrease in M’s
average value in BSb compared to BSa can be ascribed mainly
to PC 1. We have also computed the DFT of M(t ) of the first
ten PCs of the four trajectories of protein BSA. The results for
PC 1 are given in Fig. 10. The first DFT peak of M(t ) of BSb’s
projection on PC 1 dwarfs the peaks of the other trajecto-
ries, highlighting the contribution of this low-frequency PC to
M(t )’s overall oscillation in the out-of-equilibrium state. The
results for PC 2 and PC 3 show a pattern that is similar to the
pattern of PC 1, with the peak heights gradually diminishing.

E. High-frequency range

The vibrational power spectrum of a protein can be esti-
mated via a DFT of the ACF of its velocities. The results for

FIG. 10. Low-frequency discrete Fourier transform of the dipole
moment M(t ) of the projection of four trajectories of BSA on their re-
spective principal component PC 1. Frequency nominal units: GHz.

BSa and BSb are given in Fig. 11. The spectrum of BSb shows
a lower profile than BSa, with the remarkable exception of a
new, high and narrow peak at around 113 THz.

The spectrum of BSa is very similar to the vibrational den-
sity of states computed by means of a normal mode analysis,
as shown in Fig. 12.

In order to analyze how the change in the vibrational
power spectrum translates into the dynamical behavior of

FIG. 11. Vibrational power spectrum of protein BSA at T =
300 K (BSa) and T = 600 K (BSb).
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FIG. 12. Vibrational density of states of the protein.

BSA at higher frequencies, the DFT of various quantities
was computed in the range 0–125 THz using 1-ns trajec-
tories with frames recorded every 4 fs (Appendix A 2).
These high-frequency spectra are lower than their homolo-
gous low-frequency spectra, reflecting the lesser amplitude of
the high-frequency oscillation. The DFT of BSA’s Rg(t ) does
not exhibit any remarkable feature in this whole frequency
range other than a uniform increase of the spectrum of BSb
compared to the spectrum of BSa caused by the increase in
the temperature.

But other quantities in BSb exhibit localized enhanced
peaks characterized by an increase that significantly exceeds
the one expected when the temperature of the protein is dou-
bled. As shown in Fig. 13, the high-frequency DFT of the
protein’s temperature exhibits in BSb two enhanced peaks
compared to BSa: one around 23 THz (increase factor about
13.2 compared to BSa) and one around 93 THz (increase
factor about 6.6). Also, the DFT of the system’s potential has
two enhanced peaks at the same frequencies as the protein’s
temperature. And the DFT of protein’s M(t ) exhibits in BSb
a strongly enhanced peak at around 113 THz (increase factor
about 6.5), as shown in Fig. 14; this is related to the new high
peak in the vibrational power spectrum previously mentioned.

All the DFTs so far mentioned in this section were com-
puted also for the trajectories in vacuum BSd and BSe; these
do not show any anomalous behavior when the temperature of
the protein is doubled. In particular, the DFT of protein’s M(t )
computed on the trajectory at 600 K in vacuum (BSe) does not
exhibit any unexpected localized increase of the spectrum, as
shown in Fig. 15.

IV. DISCUSSION

Three essential ingredients of the EMI theoretical model
are the energy input into the protein, the solvent, and the

FIG. 13. High-frequency DFT of the temperature of the BSA
protein in trajectories BSa and BSb.

out-of-equilibrium state [8]. In the present simulation we
mimic the experimental input of energy by an increase �T
of the protein’s temperature in relation to the solvent temper-
ature. The role of these ingredients in the dynamics of the
protein can be elicited by comparing the data derived from
the different trajectories in solvent, in vacuum, at equilibrium,
and in the out-of-equilibrium state. The relations among the

FIG. 14. High-frequency discrete Fourier transform of the dipole
moment M(t ) of two trajectories of BSA in solvent.
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FIG. 15. High-frequency discrete Fourier transform of the dipole
moment M(t ) of two trajectories of BSA in vacuum.

different states simulated in the present work, and the three
mentioned ingredients, are depicted in Fig. 16.

The procedure for a quantitative estimate of the ingredients
mentioned is as follows. Starting from BSd (d: in vacuum,
300 K), one can switch to BSa (a: in solvent, 300 K) or to
BSe (e: in vacuum, 600 K). The modification d → a entails
the addition of solvent; the modification d → e entails a �T

FIG. 16. Block diagram of the four states in which the protein
has been simulated, highlighting the changes needed to shift the
system from one state to another. OoE is an acronym for out-of-
equilibrium. �T is the increase in the protein’s temperature from
300 K to 600 K. The temperatures in the diagram are those of the
protein; the solvent is always at T = 300 K.

increase of the protein’s temperature from 300 K to 600 K.
Then two more modifications are possible: a → b, entailing
�T plus the creation of the out-of-equilibrium (OoE) state,
and e → b, entailing the addition of solvent plus the creation
of the OoE state (b: 600 K, in solvent at 300 K). Every quantity
X [Rg, M, their s.d., I (ω)] computed in state b thus has three
contributions: �T , the solvent, and the OoE state. In order
to compute the contribution of the latter, one has to subtract
from the value Xb the contribution to that value of �T and
of the solvent. (i) The contribution of �T can be estimated
from Xe − Xd , the temperature being the only parameter
that changes in that modification. (ii) The contribution of the
solvent can be estimated from Xa − Xd , its presence being
the only parameter that changes in that modification. (iii) The
contribution of the OoE state is therefore (Xb − Xa) − (Xe −
Xd ) or, which is equivalent, (Xb − Xe) − (Xa − Xd ). These
three contributions can be computed using the data of Tables I
and II, in the approximation that the three contributions are
independent.

In Table III we report the three contributions to Rg and
its s.d., and to M and its s.d. We have also computed, by
the same procedure described above, the three contributions
to the height of the first peak of the absorbance shown in
Fig. 7, taken as an indicator of its intensity. The significant
features are as follows: (i) The solvent is always an increas-
ing factor both for Rg and M, as well as for the amplitude
of their oscillations. (ii) The out-of-equilibrium state is an
increasing factor for Rg and its oscillation’s amplitude. (iii)
The out-of-equilibrium state is a decreasing factor for M but
an increasing factor for the amplitude of its oscillation. (iv)
As for the absorbance, the main contribution to its increase
from BSa to BSb comes from the increase in temperature; the
increases due to the other two factors have similar magnitude,
with a prevalence of the OoE state. We now discuss, within
the framework of Table III, the results reported in Sec. III.

A. Solvent and out-of-equilibrium state

As reported in the Introduction, the EMI theoretical model
assigns a fundamental role in promoting the condensation of
energy in the low-frequency vibrational modes to the solvent.
This role in the dynamics of the protein can be brought
into focus by comparing its trajectories in solvent with
those in vacuum at the same temperature: BSa vs BSd, and
BSb vs BSe.

The role of solvent in the dynamics of BSA is clearly visi-
ble in Table I: its presence increases significantly the average
value of Rg in BSa compared to BSd (both at 300 K), and
in BSb compared to BSe (both at 600 K). The solvent also
increases the amplitude of the oscillation of Rg(t ), compared
to the trajectories in vacuum at the same temperature, by a
factor of 1.5 (BSa vs BSd) and 3.1 (BSb vs BSe), respectively.
As mentioned in Sec. III D, the effect of the solvent can also be
seen in the comparison of the amplitude of the PC oscillation
in solvent and in vacuum, the former being generally larger
than the latter. This effect is counterintuitive, as the solvent
usually dampens a protein’s oscillation and therefore dimin-
ishes its amplitude; indeed, it is in contrast with the findings
of a molecular dynamics simulation of melittin, where the
amplitude of the oscillations of the PCs in vacuum was larger
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TABLE III. Contributions to the average values of Rg and M, and to the amplitude of their oscillations, from the temperature difference
between protein and solvent, from the solvent and from the out-of-equilibrium state. First column: Increase or decrease factor. �T is the 300-K
difference between the protein’s temperature and temperature of the solvent, Solvent is the introduction of solvent, and OoE is the shift of the
protein into the out-of-equilibrium state. Second column: Variation of Rg. Third column: Variation of the s.d. of Rg(t ). Fourth column: Variation
of M. Fifth column: Variation of the s.d. of M(t ). Sixth column: Variation of the maximum absorbance in Fig. 7.

Factor �Rg (nm) � s.d. Rg (nm) �M (D) � s.d. M (D) I (ω) (arb. units)

�T −0.059 +0.007 −190 +26 +0.0508
Solvent +0.208 +0.006 +676 +73 +0.0097
OoE +0.243 +0.033 −142 +130 +0.0122

than their amplitude in solvent by a factor up to 4 [38]. Here
the presence of solvent, together with the out-of-equilibrium
state, contributes to the increase by 6.8% of Rg’s average
in the BSb trajectory compared to the BSa trajectory. This
positive role is confirmed by contrast with the two trajectories
in vacuum, BSd (300 K) and BSe (600 K), where doubling
the temperature of the protein decreases the average value of
Rg by 2.4%. Moreover, the solvent, together with the out-of-
equilibrium state, also enhances the increase of the amplitude
of the oscillation of Rg(t ) when the temperature is doubled. As
measured by the standard deviation, the amplitude increases
by a factor of 3.3 in BSb vs BSa, more than double the factor
of the order of 21/2 expected in harmonic approximation when
the temperature is doubled. In contrast, in vacuum the increase
factor of the standard deviation of Rg(t ) in BSe vs BSd is 1.6,
that is, within the order of the expected 21/2.

The presence of the solvent significantly increases the
average value of M in BSa compared to BSd (factor 2.8)
and in BSb compared to BSe (factor 3.9); it also increases
the amplitude of its oscillation, measured by the standard
deviation, by a factor of 3.7 (BSa vs BSd) and 4.8 (BSb vs
BSe), respectively. The factor 3.7 in the first case must be
attributed entirely to the solvent, which enhances the oscilla-
tion of the protein’s dipole moment due to the electret effect.
The larger value 4.8 of the increase factor in the second case
must therefore be attributed, beyond the role of the solvent, to
the positive contribution of the out-of-equilibrium state of the
protein in BSb. The oscillation of M(t ) increases by a factor
of 2.6 from BSa(prot) to BSb(prot), which is significantly
larger than the 21/2 expected in the harmonic approximation;
this is due to the combined contribution of �T and of the
out-of-equilibrium state. The same increase factor in vacuum
from BSd to BSe, due only to �T , is 2.0.

Because of the large jumps in the time evolution of both
Rg(t ) and M(t ) of the BSb trajectory, visible in Figs. 1 and 2,
one could ask whether the results before and after the jumps
differ. While the average values Rg and M are obviously differ-
ent, all results of BSb relevant to the analysis performed in this
paper (parameters A and C, low- and high-frequency DFTs,
absorbance, vibrational power spectrum) are approximately
unchanged when measured in the time ranges before or after
the jump. The study of these instabilities goes beyond the
scope of the present work.

B. The electret

The thickness of the hydration shell of protein BSA has
been estimated to be around 2.5 nm [40]. In our simulation

the initial distance between the protein and the wall of the box
is equal to 1.0 nm or slightly larger. Therefore, the hydration
shell provided by the water in the simulation box is only a
fraction of the experimental one; notwithstanding this limit,
one can ask whether the water in our simulation is sufficient
to create a coordination effect around the protein.

Comparing Figs. 17 and 18, where the M(t ) data were
taken before the BSa trajectory was corrected to eliminate the
rototranslational motion of the protein, one can detect, beyond
the local oscillations of the curves, a synchronization between
the long-term trend of the homologous components of the two
dipoles, with the components of the protein’s M(t ) following
those of the water’s M(t ) with a delay of about 2–3 ns. The
synchronization of the dipoles can thus be described as the
water dragging the protein’s dynamics; this is evidence of a
pattern called the solvent-slaved protein [41–43]. This inter-
pretation is confirmed by the correlation time of the ACF of
the water’s dipole moment. It is 5.1 ps in H2O and 8.7 ps (70%
higher) in BSa(H2O), highlighting the temporal organization
of the hydration water induced by the presence of the protein.
This behavior can be attributed to an oriented-dipole electret,
where the coordination layer of the water molecules around a
protein forms a semistable structure whose dipole coordinates
with that of the protein. As already noted, this electretlike
effect enhances the protein’s M [BSa(prot)]; it also slightly
enhances the water’s M [BSa(H2O)] by a factor of 1.1 com-
pared to its value in pure water in the same condition (H2O).
The alignment of the dipoles in this state is summarized in
the value A = 43% for trajectory BSa, the strongest alignment
recorded in the present simulation. Therefore, it appears that
the alignment of the dipoles and their mutual strengthening
are concurrent phenomena.

A similar extended synchronization pattern cannot be
observed in the analogous figures for BSb, as the higher tem-
perature of the protein weakens the coordination, as shown
in Figs. 19 and 20. Also here the data were taken before the
BSb trajectory was corrected to eliminate the rototranslational
motion of the protein. At best, some synchronization can be
tentatively detected for limited stretches of time. This can be
interpreted as an unstable water electret intermittently loosen-
ing its structure and/or weakening the alignment between its
dipole and the protein’s dipole. Here again, this interpretation
is confirmed by the correlation time of the ACF of the water’s
dipole moment: 7.3 ps in BSb(H2O), still 43% higher than
in H2O. Notwithstanding the more chaotic dynamics of the
protein at 600 K, the latter is still able to induce a temporal
organization of the hydration water, albeit less than in BSa.
When the temperature of the protein is doubled, M of the
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FIG. 17. Components of the dipole moment M(t ) of protein BSA at equilibrium at 300 K (trajectory BSa). The points are running averages
over 0.5 ns.

water decreases from 757 D [BSa(H2O)] to 684 D
[BSb(H2O)] oscillating near the value of 687 D of pure water
(H2O). On the other hand, the M = 719 D value of the protein
at 600 K in the solvent [BSb(prot)] is larger by a factor of 3.9
than the M = 185 D value of the protein at the same tempera-
ture in vacuum (BSe). This factor is the combined effect of the
solvent and of the OoE state. A similar comparison at 300 K
between BSa(prot) and BSd yields a factor of 2.8 due to sole
solvent.

C. Condensation of energy

The condensation of vibrational energy in the low-
frequency vibrational domain has been extensively proven
by the results in Sec. III C. The data for BSb show that the
condensation of energy in the out-of-equilibrium state of the
protein strongly prevails over the other states. The amount
of condensed energy, as measured by parameter C, clearly
distinguishes between physical properties where this conden-
sation takes place (Figs. 5–7: gyration radius, dipole moment,

FIG. 18. Components of the dipole moment M(t ) of the water (around protein BSA) at equilibrium at 300 K (trajectory BSa). The points
are running averages over 1.0 ns.
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FIG. 19. Components of the dipole moment M(t ) of protein BSA in the out-of-equilibrium state at 600 K (trajectory BSb). The points are
running averages over 0.5 ns.

absorbance) and physical properties lacking condensation
(Figs. 3 and 4: temperature, system pressure). Considering
in Table I the energy condensation in Rg, when the tem-
perature is doubled and the protein is pushed into the OoE
state, the protein’s C in solvent increases from 11.9% (BSa)
to 17.7% (BSb). Doubling the temperature in vacuum, the
protein’s C has a smaller increase from 6.8% (BSd) to 8.3%
(BSe). Considering in Table II the energy condensation in M,
when the temperature is doubled and the protein is pushed

into the OoE state, the protein’s C in solvent increases from
11.0% to 15.3%. Doubling the temperature in vacuum, the
protein’s C has a smaller increase, from 6.0% to 6.3%. Both
patterns therefore show that the energy condensation at low
frequencies is sustained by the presence of the solvent and
of the out-of-equilibrium state. These findings support the
basic assumptions of the EMI model, namely, that the solvent
and the OoE state enhance the low-frequency condensation of
vibrational energy that is necessary for the protein to absorb

FIG. 20. Components of the dipole moment M(t ) of the water (around protein BSA) in the out-of-equilibrium state (trajectory BSb). The
points are running averages over 1.0 ns.
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or emit an e.m. radiation supporting the long-range interaction
with other proteins.

D. Principal components

As described is Sec. III D, Fig. 9 for PC 1, and similar
figures for PC 2 and PC 3 (not shown), highlight the highest
peaks of the amplitude DFT of the first three PCs, all found at
the low-frequency end of the spectrum. As in the case of Rg(t )
and M(t ) of the original trajectories, the most remarkable
feature of these three figures is the increase of the first peak
in BSb compared to BSa. The conjunctive role of the solvent
and of the out-of-equilibrium state in BSb is evident in these
first three PCs, as the increase in the first peak found shifting
in vacuum from BSd to BSe is smaller. As far as the amplitude
of the oscillations of the PCs is concerned, the hierarchy
BSb > BSe > BSa > BSd of the peaks’ height emphasizes
the prevailing role of the higher temperature in determining
the height of these peaks. The presence of the solvent gives
a further significant contribution to the hierarchy at 600 K,
while at 300 K the difference between BSa and BSd is small
in PC 1 and negligible in PC 2 and PC 3.

Figure 10 for PC 1, and similar figures for PC 2 and
PC 3 (not shown), highlight the highest peaks of the DFT of
the dipole’s moment M(t ) of the first three PCs. Again, and
even more than in the previous figures relative to the PCs’
amplitudes, the most remarkable feature is the huge increase
of the first peak in PC 1 and PC 3 shifting form BSa to BSb.
These peaks dwarf those of the other trajectories, highlighting
the contribution of these low-frequency PCs to the overall
M(t ) oscillation in the out-of-equilibrium state. This huge
difference is due to the combination of the out-of-equilibrium
state and of the solvent. The increase of the first peak in
PC 1 and PC 3 shifting in vacuum from BSd to BSe is due
only to �T and is much smaller. Here the contribution of the
OoE state to the peaks’ height can be estimated by observing
that in PC 1 and PC 3 there are small differences among
BSa, BSd, and BSe, their peaks being much lower than BSb’s
peak; the first three systems lack the solvent and/or the higher
temperature, i.e., they lack the OoE state. On the other hand,
the peaks of PC 2 show that both the solvent (BSa > BSd,
BSb > BSe) and the temperature (BSb > BSa, BSe > BSd)
contribute independently to the height of the peaks.

The parameter C, measuring the ratio of the area under
the low-frequency range of the DFT (0-0.5 GHz) to the area
under the DFT of the whole frequency range (0-100 GHz), as
previously defined, was computed both for the amplitudes and
for the M(t ) of the first ten PCs. These values are reported in
Figs. 21 and 22. Both figures highlight the larger condensation
of energy taking place in shifting from BSa to BSb as opposed
to the much smaller change in C when shifting from BSd to
BSe. In the first case the condensation is strongly increased
due to the out-of-equilibrium state of the protein and to the
presence of the solvent with its electretlike structure around
the protein. The two figures also clearly show that the first
principal component, characterized by the lowest effective
frequency, provides the highest energy condensation.

To summarize this section, the results pinpoint the role
of the solvent and of the out-of-equilibrium state in the

FIG. 21. Parameter C, measuring the condensation of energy in
the low-frequency range of the amplitude oscillation’s DFT of the
first ten principal components. The lines are guides to the eye.

condensation of the vibrational energy in the lowest-
frequency mode defined by the covariance analysis.

E. High-frequency spectrum

As mentioned in Sec. III E, the DFTs computed for the tra-
jectories in vacuum (BSd and BSe) do not show any peculiar

FIG. 22. Parameter C, measuring the condensation of energy in
the low-frequency range of the dipole moment’s DFT of the first ten
principal components. The lines are guides to the eye.
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behavior when the temperature of the protein is doubled, as
they do not exhibit any unexpected localized increase of the
high-frequency spectrum. This is a sign that the enhancement
of the DFTs of the proteins’ M(t ) described in that section can
by ascribed to the presence of the solvent.

The frequencies of 93 THz (3100 cm−1) and 113 THz
(3770 cm−1) of the peaks found in the DFT of M(t ) in BSb
fall into the opposite outer wings of the vibrational spectrum
of a water molecule. But in the present simulation a rigid
model (SPC/E) of water was used; therefore, the peaks at
those frequencies cannot be ascribed to the vibration of the
water molecules. There could still be a contribution by a
network of H bonds forming among water molecules [44]; it
has been found that such clusters have vibrational frequencies
between 3273 cm−1 (98.2 THz) and 3400 cm−1 (102.0 THz)
[45]. To check this possibility, we computed the DFT of the
temperature, of the potential, of the dipole moment M(t ), and
of the pressure of the sole water in trajectory H2O. None of
these DFTs has a peak at the frequencies of 23 THz, 93 THz,
or 113 THz; these frequencies correspond therefore to a
high-susceptibility reaction of BSA to the out-of-equilibrium
condition and to the electretlike structure of water around the
protein.

In BSb the 113-THz frequency of the proteins’ M(t ) DFT
peak (Fig. 14) is very near to 111 THz, the vibrational fre-
quency of an OH group, for example, in lysine or in tyrosine.
Together with the other two peaks of BSb at lower frequencies
(23 THz and 93 THz in the spectra of the protein’s temperature
and of the system’s potential), this could be part of a pattern
of intermodal coupling allowing the flow of energy from high-
frequency vibrational modes to low-frequency accordionlike
modes of α-helices (2–3 THz) [8,46] via internal friction [47].

Before proceeding to the conclusions, it is suitable to com-
pare the present results to those of the previous computer
experiment on BSA already mentioned [29]. There are some
significant differences between the two simulations. (i) We
do not use constraints in the system, while they constrain the
bond lengths. (ii) The excited state of their system is realized
by modifying the charges of two tryptophans in order to mimic
a UV excitation of the system. (iii) Their dipole ACFs, from
which various absorbances are computed, are the average of
some 200 NVE stretches of the ground and of the excited
trajectories (each stretch being 100 ps, for a total time of about
20 ns) while ours are computed over single NPT trajectories
of 100 ns. Moreover, they do not provide an estimate of the
energy input of the protein when the charges of the trypto-
phans are modified. Notwithstanding these differences, one
observes the convergence of a few results. The average values
at equilibrium (T = 300 K) of Rg and M are similar; however,
because of point (ii) above, it is not surprising that the same
variables in the excited state have different values. And the
23-THz-high peak in the DFT of the protein’s temperature,
found here in the OoE state (Fig. 13), is near a major peak at
21 THz found in the absorbance in their work. There are no
other results to compare because they analyze a large variety
of structural details related to their excitation of the system;
on the other hand, the focus of the present paper is on results
supporting the validity of the premises of the revised EMI
theoretical model.

V. CONCLUSIONS

The present paper describes the results obtained in
an atomistic simulation of protein BSA, an experimental
candidate for an e.m. long-range interaction with cog-
nate biomolecules. Our simulation mimics the experimental
setup and succeeds in supporting the relevant assumptions
of the classical theoretical model used to interpret those
experiments under similar conditions: the condensation of
energy in the lowest-frequency range, the relevance of the out-
of-equilibrium state, and the role of the solvent, specifically,
of the hydration layer. We found evidence of an electretlike
alignment between the protein and water dipoles.

The reported results allow a quantitative estimate of the
contribution of the out-of-equilibrium state and of the solvent
to the observed condensation of vibrational energy of the
protein and fit into the framework of Table III. The covari-
ance analysis highlights the predominant contribution of the
first principal components to the energy condensation. This
characteristic produces a strong peak in the lowest-frequency
absorbance of the protein in the out-of-equilibrium system;
this reflects the core result of Fröhlich’s theory as elaborated
in the classical model. Taking into account the numerical
peculiarity of the low-frequency range of the DFT, this peak
could be put at 0.314 THz, where the experimental peak is
located.

Some results of the analysis performed on the BSA dynam-
ics may show generic properties of proteins, while others may
distinguish proteins that are appropriate candidates for the
conjectured long-distance e.m. interaction that has prompted
the present study. The present paper provides a procedure for
checking the propensity of a biomolecule to interact via e.m.
radiation with its biochemical partners.

These properties of proteins are possibly generic features:
(i) the role of the solvent in increasing the dipole moment of
the protein and the amplitude of its oscillation; (ii) a moderate
condensation of energy C, favored by the solvent, in the low-
frequency vibrational range of Rg(t ) and M(t ) at equilibrium
at 300 K; (iii) a strong reaction of the dipole moment, when
energy is injected into the protein (the average M decreases
markedly in BSA).

On the other hand, other properties may be characteristic
of proteins able to enter an EMI process. These EMI-grade
properties are (i) a strong alignment A of the protein’s dipole
with the water’s dipole; (ii) a large increase in the amplitude
of M(t ) oscillation in the out-of-equilibrium state compared
to the equilibrium state; (iii) an enhancement of the con-
densation of energy C in the lowest-frequency vibrational
range of Rg(t ) and M(t ) when shifting from equilibrium to
the out-of-equilibrium state; and (iv) a large localized peak
in the high-frequency DFT of the protein’s dipole moment
when the protein is forced into the out-of-equilibrium state
(the 113-THz peak in BSA).

The susceptibility of the dipole, mentioned above, hints
at an instability of the charge distribution of the protein and
could be an important ingredient in the absorption or emission
of e.m. radiation. From this point of view, EMI-grade property
(ii) is the relevant physical property, as the total absorbed
or radiated power is proportional to the square of the dipole
moment’s oscillation.
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The distinction between generic properties and EMI-grade
properties of proteins is therefore qualitative (presence of
property) and quantitative (intensity of property). Properties
of the two groups may be similar, but the intensity of the ef-
fects is different. EMI-grade property (ii) appears to strongly
characterize those proteins that are capable of exchanging
e.m. interaction with partners. We can therefore conclude that,
within the framework of the EMI model discussed in this
paper, protein BSA is a promising candidate for long-range
e.m. interaction.
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APPENDIX

1. Simulation methods

All simulations of BSA started from the corresponding pdb
file provided by the PDB repository [23]; this structure of
9220 atoms was converted into the GROMACS format using
the pdb2gmx tool. The protein was solvated in a suitable
triclinic box filled with SPC/E water molecules extending
in all directions to a distance of at least 1.0 nm from the
solute. Periodic boundary conditions (pbc’s) were applied to
the box. The 1.0-nm distance between the protein and the
nearest wall of the box is sufficient to prevent self-interactions
of BSA once the system has relaxed; the distance between
the protein and its image created by the pbc is, on average,
about 2 nm. Using the GROMACS genion module, 16 positive
Na counterions were added to the solution to neutralize the
total charge on BSA.

The system was first relaxed in the solvent, minimizing
its total energy. A 1-ns equilibration in a NVT ensemble at
T = 300 K was then performed using V-rescale temperature
coupling [24], followed by a 1-ns equilibration in an NPT
ensemble at T = 300 K and P = 1 bar using the Berendsen
barostat [25]. The final configuration of this equilibration was
the initial one for the actual simulation of trajectory BSa.
Starting from the same final configuration of the equilibration,
a further 1-ns NPT equilibration was performed with two ther-
mostats at T = 300 K (solvent) and T = 600 K (protein) to
produce the initial configuration of trajectory BSb. These 1-ns
equilibration runs, performed after the energy minimization
of the protein in the solvent, were executed by applying posi-
tional restraints of 1000 kJ mol−1 nm−1 to the protein’s atoms
and by constraining the H bonds using the LINCS algorithm
[26,27]. The runs in vacuum, BSd and BSe, began after the
protein’s PDB structure, cleaned of the crystallization water
molecules, was subjected to a 1-ns NVT equilibration without
the solvent at the respective temperatures; this equilibration
was computed without restraints or constraints. All runs fol-
lowing the equilibrations were computed without restraints or
constraints applied to the protein’s atoms.

FIG. 23. Absorbance of BSA computed on a 6.37-ps stretch of
the 1-ns trajectories.

In the simulation, the short-range interactions were com-
puted using a cutoff of 1.0 nm, and the long-range electrostatic
interactions were computed using the particle-mesh Ewald
method [28] with a grid spacing of 0.16 nm. The rototrans-
lational movement was removed from each trajectory before
computing the dynamical and thermodynamic quantities, with
the exception of those analyzed in Sec. IV B of the main text.

All trajectories were computed in two versions: a 100-ns
one, during which the system’s frames were recorded every
5 ps, and a 1-ns one, with a very dense framework recording,
in order to inspect the behavior of the system at short times,
that is, at high frequency. In these short runs the configurations
were recorded every 4 fs, allowing the extension of the fre-
quency range of the DFT up to 125 THz (see Appendix A 2).

When computing the dipole of the system, GROMACS puts
a charge opposite to the charge of the molecule in the center
of mass of each molecule. Therefore, to compute the dipole
of the whole system (protein + water + counterions), the
counterions are switched off while a point charge of +16 e
is put in the center of mass of BSA.

2. Discrete Fourier transforms

The behavior of the system at low and high frequency was
analyzed by discrete Fourier transforms (DFTs). The lowest-
frequency limit is given by the inverse of the duration of
the trajectory; the highest-frequency limit is given by half of
the inverse of the time interval between contiguous recorded
configurations of the system. Therefore, the DFTs of the
100 ns trajectories, where the frames were recorded every
5 ps, cover the range 10 MHz–0.1 THz. The DFT of quantities
dependent on the structure of the protein, like potential energy,
Rg(t ), and M(t ), display a first peak, sharp and large, usually
at a frequency of 10 MHz. This frequency is related to the
duration of the trajectory. If one computes these DFTs on a
50-ns trajectory, the first peak is at 20 MHz. On the other hand,
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comparing DFTs of different quantities, computed on one and
the same trajectory, allows the physical insight described in
the present paper.

The peaks entail physical information: in the 50-ns tra-
jectory the height of the major peak is approximately half
the height of the major peak computed on the 100–ns tra-
jectory, but its base is approximately double so that the area
under this peak approximately keeps its value. Therefore, in
Tables I and II we reported the ratio C between the area under
the DFT in the low-frequency range 0.0–0.5 GHz, and the
area under the DFT in the whole frequency range 0.0–0.1
THz. The ratio of the two ranges is 0.005; thus, values of C
higher than 0.5% show a condensation of the oscillation in
the lowest-frequency range. 0.5 GHz is the frequency below
which the structure-dependent quantities of protein BSA, like
Rg(t ), M(t ), and I (ω), show strongly enhanced peaks in their
DFT, signaling the condensation of vibrational energy in low-
frequency modes. Above 0.5 GHz, these DFTs are uniform up

to the highest frequency of the DFT computed on the 100-ns
trajectories, that is, up to 100 GHz. Therefore 0.5 GHz was
chosen as the border between the very low frequencies, where
the DFTs show a vibrational energy condensation, and the rest
of the low-frequency range.

As for the high-frequency range, the 1-ns trajectories with
frames recorded every 4 fs produce DFTs in the range 1 GHz–
125 THz.

3. Virtual absorption peak

Figure 23 displays the absorbance of four trajectories
computed on a short 6.37-ps stretch of the 1-ns trajectories
where the frames were recorded every 4 fs; it shows how
this particular time length would position the peak of I (ω)
exactly at the experimental frequency of 0.314 THz. Obvi-
ously, such a short trajectory would have very scant statistical
content.
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