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Abstract: Progressive iterative approximation (PIA) technique is an efficient and intuitive method
for data fitting. In CAGD modeling, if the given data points are taken as initial control points, PIA
process generates a series of shaping curves by adjusting the control points iteratively, while the
limit curve interpolates the data points. Such format was used successfully for Shepard-type curves.
The aim of the paper is to construct simple variants of the PIA method for Shepard-type curves
producing novel curves modeling data points, so the designer can choose among several pencils of
shapes outlining original control polygon. Matrix formulations, convergence results, error estimates,
algorithmic formulations, critical comparisons, and numerical tests are shown. An application to a
progressive modeling format by truncated wavelet transform is also presented, improving in some
sense analogous process by truncated Fourier transform. By playing on two shapes handles—the
number of base wavelet transform functions and the iteration level of PIA algorithm—several new
contours modeling the given control points are constructed.
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2022, 14,3%. hitps://doi.org/ Shepard-type operators are rational, positive operators widely used in classical approx-

103390/5ym14020398 imation theory and in scattered data interpolation problems (see, e.g., [1-7]). In particular,
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Simon L. Gluzman found, for example, in [5-8]. In [9], a modification of Shepard-type operators according to

Gupta variants (based on a double summation depending on a positive parameter «) was
introduced and studied. Its asymptotic behavior approaching piecewise constants made it
suitable for applications to compression of piecewise images but not to CAGD. Recently,
in [1], Shepard-type operators have been studied to construct Shepard-type curves useful in
CAGD. Such curves overcome some of the original Shepard operator’s drawbacks and have
some advantages with respect to the Bézier case. A progressive iterative approximation
(PIA in short) technique for Shepard-type curves and its weighted generalization (WPIA
in short) were also developed in [1]. Just by adjusting the control points iteratively, PIA
process presents an intuitive and straightforward way to fit data points. It generates a curve
sequence with finer and finer precision and the limit of the sequence interpolates the data
points. An extension to surfaces case was also investigated in [1]. Such procedure is faster
than analogous PIA technique for Bézier, B-Splines, and NURBS curves (see e.g. [10,11]).
This article is an open access article  AAPPlications of PIA techniques to image super-resolution, video data compression, online
distributed under the terms and  handwritten synthesis, implicit curve reconstruction, fairing curve generation, local model-
conditions of the Creative Commons  iNg, Offset of planar curves, conversion of rational curves into nonrational curves, and least
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the modeling point of view: indeed, the designer’s purpose is to draw a pencil of curves
shaping the given control polygon, so a too fast sequence of curves is not always useful.

Hence, it is interesting to construct alternative PIA techniques for Shepard-type curves,
at suitable convergence rate and computational cost.

The aim of this paper is to give a positive answer to this problem, introducing variants
of PIA process with such properties. In Section 2, a preliminary critical revisitation of PIA
technique is presented, pointing out matrix formulation and properties, error expressions,
computational aspects, and interesting cases. Such analysis is extended in Section 3 to
four variants of PIA process based on simple iterative procedures approximating inverse
of collocation matrix for Shepard-type operators at same computational cost as original
PIA method; matrix formulations, convergence results, algorithmic considerations, error
estimates, particular cases, and critical comparisons are shown. By acting on iteration level,
like shape handle, the designer can choose among novel intermediate silhouettes between
original Shepard-type curve and global interpolating Shepard-type curve at proper speed.

In Section 4 by truncated wavelet transform and PIA technique, we construct a proce-
dure to generate Shepard-type curves useful in CAGD modeling that enhances shaping
capabilities of the analogous format by truncated Fourier transform considered in [2]. We
consider the number of base wavelet transform functions and the processing degree of PIA
format as shape tools to draw novel curves going from Shepard-type curve to interpolating
Shepard-type curve.

To prove the main results, we used the eigenstructure of Shepard-type operators, new
numerical approximations of the inverse of collocation matrix and truncation wavelet
transform.

Theoretical results are confirmed by numerical tests in Section 5.

2. PIA Format for Shepard-Type Curves

First, we examine the PIA technique by introducing Shepard-type curves [1]. Let
An(t) = [Ano(t), Ant(t), ..., Ann(t)]T, with

1
F— 1)+ A
An,i(t) = ( l) 1 7 (1)
n
=0 (t — i’i)s + A

where0 <i<n,ne€N,te0,1],t = %,i =0,1,...,n,0< A, A=0(n"%) and s > 2 even.
IfP=[Py,P,..., Pn]T, P e RY,i=0,1,...,n,d > 2,is the given control vector, we
define a parametric Shepard-type curve S, [P, t] as

n

Sn[P/ t] = ZAn,i(t)Pi = An(t)P'
i=0

Such curves have properties that are interesting in CAGD (see, e.g., [1]): S,[P] is a
rational curve that preserves points. It lies in the convex hull of the control polygon defined
by P. It satisfies the pseudolocal control property—i.e., all base functions A, ;(t),0 < j <n,
reach their maximum near to 1 for t = ¢}, or equivalently each point P; deeply affects the
silhouette of the curve close to t = ¢;.

In addition, Shepard-type curves have the property of symmetry, i.e., S,[P,t] =
Su[P', 1 —t], with P' = [Py, P,_1,...,D]T. The presence of A at the denominators in (1)
makes S,[P] a curve near-interpolating the control points, overcoming the flat spots draw-
back affecting the original Shepard operator (corresponding to A = 0 case).

In [1], a PIA technique for Shepard-type curves was introduced and studied. Starting
with an initial Shepard-type curve, PIA process constructs a sequence of fitting curves by
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adjusting the control points iteratively. The limiting curve is the global Shepard-type curve
interpolating the data set, defined by
n
Gn[Pr t] = Z An,i(t)Yi (2)
k=0

with
Gn[P,fi]:Pi i=0,1,...,n

In details, given the control vector P = [P, ..., P,]T and the basis Ayi(t),i=0,...,n,
defined by (1), we generate the initial curve

n
Y(£) = Suo[P,t] = SulP,t] = Y A i(t) P,
i=0
with PlQ = P, i = 0,...,n. Then, we calculate the remaining curves of the sequence
Y HL(t) = Sy ma1[P,t], for m > 0, as follows
n
YUE) = Spmsa[Pot] = Y PITT A (), 3)
i=0

with
m+1 m m
P; =P "+ A,

and A the adjusting vectors given by
—-m m .
A; =P —4"(), i=0,1,...,n

Then, the iterative process can be written in matrix form as follows:

S i O 1 v .,
= (I - B)"1 [KS,K?,...,KQ}T, (
with B, the collocation matrix of A, (t) basis, i.e.,
Ano(to) Aua(to) -+ Aunlto)
5 An,O:(tl) An,l:(tl) An,n:<tl) ‘ )
Auglts) Ana(t) - Auat)

We remark that B is a positive, centrosymmetric, stochastic, diagonally dominant
matrix (see [1,21]). Since B is strictly diagonally dominant, it is invertible. Since B is
stochastic, we deduce that the eigenvalues of B are positive and less or equal 1, hence
the spectral radius of matrix I — B, i.e., p(I — B) is less than 1. Moreover, from the strict
positivity of entries of stochastic matrix B, it follows that limk(Bk)i,]- =7, with 7, the row
eigenvector associated with eigenvalue 1, which is unique.

We say that 4" curves defined by (3) satisfy the PIA property, iff lim,, v"(t;) = P;
i=0,...,n

Theorem 1. Since p(I — B) < 1, curves y™ satisfy the PIA property, i.e.,

lir};rlsn,m[P/ti]:Gn[Prti]:Pi i:O,...,n.
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The following relations are useful in implementing above process

1 0 :
Pl = Z, 1P, i=0,...,n,

m+1 .
Zmi1 =Y (I=B)' =Zu+(I—B)Hu, Zo=]1, (6)
i=0

Hyi1 = (I—B)H,, Hy=L

Putting
En,n=1—-BZ,,
it results
Eyi1 = Em — B(I — B)"™ L. 7)
Moreover,
Ent1 = (I—B)"*2 ®)

Proof. Relations (6) descend from (3) and (4).
Now, we prove (7). From (6)
m+1 .
Ewi1=1-BZy1=1-B) (I-B)
i=0

m .
=I1-BY (I-B) —B(I-B)"
i=0
=1- B(Zm +(I- B)m+1) = E, — B(I — B)™*™.
Now, we prove (8). From (7), we have

Ep+1 = Eg—B(I—B)—B(I—B)*...—B(I - B)"*!

m+1
= 1—B<Z(1—B)i> = (I—B)"+2,

i=0
From p(I — B) < 1 and (8)
limE, =0, ie,. lmZ,=B"",
m m

hence
1im S m P,t;] = Blim Z,,P; = BB P =P, i=0,...,n,

i.e., curves ¢ satisfy the PIA property, as already proved in [1]. O

Remark 1. We remark that at each step, a matrix multiplication is required. Moreover, we observe
that the above PIA process can be interpreted in terms of classical Richardson method for systems of
linear equations (see [1]).
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Interesting cases are

Y (t) = SualP,t] = ZAnz
Pl = (14 (I— B))PQ = (21— B)PP,
V2 (t) = Syp[Pt] = ZAnz
p? — (1+(1—B)+(1—B) )P.O ~ (31-3B+B)P).
V(1) = SualP,t] = ZAnz
P} = (1+(1—B)+(1—B) +(I—B)3>Pi0
= (41 —6B+4B> — B)P}.
Note that the PIA process is based on well-known approximation for B~
Bl=I14+(I-B)+(I-B)?%+..., 9)
since p(I — B) < 1.

We observe that in the one-dimensional case, we find back an iterative procedure to

approximate a1, a # 0, |1 — a| < 1, i.e,, to solve nonlinear equation f(x) = 1 —a=0bya

chord method, namely

)
o = b = FE Y Fg)

The first three iterations are

fo):1+tm(1—a), to = 1.

t = 2—a,
th=14+(1—a)+(1-a)?
t3=14+1—a)+(1—a)?+(1-a)

In [1,21], faster converging modifications of the above technique were introduced (at
higher computational cost), so that the data points are reached in a few iterations. This
result is not always interesting in CAGD modeling; indeed, from one hand, the designer’s
purpose is to construct intermediate shapes outlining given control polygon; from the

other hand, the original PIA process is already fast enough (cfr. [1]). Hence, it is useful to
construct variants of PIA format at a suitable convergence rate and computational cost.

3. Some Variants of PIA Technique

In this section, we introduce some variants of the PIA technique.
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3.1. Variant 1
Consider the following PIA-type process
gn,O[P/ t} = SH[PI t]/
n
SAn,erl[Pr t} = 2 An,i(t)Pim+1/ m > 0/
i=0
PP=p, i=01,...,n
. 0 (10)
Pier = Wm+1pl ’
m .
Wy =B)Y (i+1)(I-B),
i=0
Wy = B.
Theorem 2. From p(I — B) < 1, curves defined by (10) satisfy the PIA property, that is
lir{lnén,m[P,ti] =P, i=0,1,...,n.
For implementing, we use
~ m .
Wy = BW,, =B ) (i+1)(I —B),
i=0
W1 = W + (m +2) 11, (11)
Jw = (I=B)Ju-,
ji=I1-B, Wy=1L
Putting
Ey =1—BW, =1— B>W,,
one gets
. m+1 )
Enwir=1-B* Y (i+1)(I-B) ). (12)
i=0
and
Epi1 = By — B2(m +2)fii1 = Ew — B2(m +2)(I — B)™ "L, (13)
Proof. Relations (11) can be obtained from (10).
Then, we prove (12) and (13). From (11),
. m+1 .
Eyy1=1-BWy =1-B* Y (i+1)(I-B)
i=0
and
Em+l =I1—BWyt1=1— Bsz - Bz(m +2)fm+1
= Epn — B2(m +2) i1
It is well-known thatif o(I — B) < 1
BY i(I-B)"'=BY (i+1)(I-B)=B"" (14)
i=1 i=0
Therefore, from (12),
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So,
lim W,, = B~1,
m

and
lim $,m[P, t;] = Blim Wy, P; = BB~'P,=P, i=0,1,...,n

O

Remark 2. At each step, we compute a matrix multiplication.
Comparing (7) with (13), we deduce that the above procedure is slower than the original PIA.

The first three iterations are

nlpt ZAnz

pl — (1+2(1 - B))p? = B(31 —2B)P?,

? = B(I+2(I— B) +3(I - B)*) P = B(6I - 8B +3B) P

p3

1

— B (1 +2(I—B)+3(I—B)*+4(I - B)3)PP.
In the one-dimensional case, we get the following iterative procedure converging to
La#0,[1-al <1,

g1 = b+ (m+2)a(1 — )", m >0, fp=a.

For example,

fi=a(1+2(1—a)) =a(3-2a),
ty :a(1+2(1—a) 3(1—a)?) = a(6 — 8a + 3a°),
f 4(1-a)’).

3.2. Variant 2
Construct the following PIA-type process

n0lPrt] = Su[P, 1],
st [P ZA,” HP", m >0,
PiO:Pi, i=0,1,...,n, 5)

Pim +1 W on ,

Wi = B2 3 z+1)2(1+2)

i=0
W5 = B2,

(I—B), m>0,

Theorem 3. Since p(I — B) < 1, the curves defined by (15) satisfy the PIA property, that is

th;qm[P,fi]ZPi, i=01,...,n
p ,
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We implement the above process by the following relations

m
W51<1232W0: Zwu_ )
=0
o o ( 2)M+@
Joi = (I=B)Jm_1,
]F:I—B, Wy =L

];?4»1/ m Z 0/ (16)

Putting
EX'=1—BW> =1—BW,,

one gets

By = 1B (mf U2 ) B)l‘) 7)
i=0

and

m—+2)(m+3 m—+2)(m+3
Ex = E;;‘—B3—( >2( )];T+1:E§—B3—( )2( >(1—B)m+1. (18)

Proof. From (15), one gets (16).
Now, we prove (17) and (18). By (16)

m+1 (s i
i+1)(i+2 ;
E;’:Jrl — BW,; m+1 — IB3<Z ()2()(13)1>
i=0

and

Eny =1—BWy, =1- B3W;;)1+1

R (m+2)(m+3)
=1- B3Wm - Bafﬂfﬂ

m+2)(m—+3
1w - gD t3) )2( )],;';‘H

(m+2)(m+3) ..

=~ B® 5 I

We recall thatif p(I — B) < 1

Consequently, from (17)
lim E}; = 0,
m

so
hm W2 =B1,

and
lim S, [P, t;] = Bim WP, = BB™'P, =P, i=0,1,...,n
m ’ m

O
Remark 3. At each step, a matrix multiplication is required.

Comparing (7) and (13) with (18), we deduce that the above format is slower than original PIA
technique and variant 1.
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In particular,
n

Z Tll t)lel

pl = 2(1+3(1— B))P? = B*(4I — 3B)P?
[P t] = ZAn,i(t)Pf
i=0

P? = B2(41 - 3B + 6(1 — B)?) PP = B2 (101 - 15B + 687 ) FY,

n
sl = Y Aui(HP?,
i=0
P} = B?(101 — 158 + 6B + 10(1 — B)? ) PY.

In the one dimensional case, one obtains the following iterative procedure converging
toa !, a#0,]1—a|l <1,

1 2
(m+1)(m+2) )Z(m i )az(l —a)" 1, m>0, 5 =a

b1 =t +

Iterations at first, second, and third steps are given by

£ =a?(143(1—a)) = a*(4 — 3a),

5 =a?(143(1—a)+6(1—a)?) =d? (10 —15a + 6a2),

50 = a2 (10 — 150 + 6a% + 10(1 — a)S).

3.3. Variant 3
Introduce the following variant of PIA process
gn O[P t] = Su [P t]

Sums1[P ] = ZA,“ HP", m >0,

P} =P,
P" = T, P?, 19)
2i\ (I — B?)!
T == -_—
m IZZO ( Z > 41 7
To =1

Theorem 4. Since p(I — B?) < 1, the curves defined by (19) satisfy the PIA property, that is
lir}flgn,m[l),tl]zpl, iIO,l,...,T’Z

The following relations are useful in implementing the above format
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T =Tn1+ ijmr
Tm = (I - BZ)m = (I - Bz)Tmflr

_ (2m 1 _ (4 1
=\ Jam =\ 2m )Y (20)
0\ 1
= —:1,
@ (0>40
TO:I'
Putting
E, =1— BT,
we have
= ntl 24\ (I - B?)!
aH1:1—3<§:(.)(i) (21)
i=0 \'! 4
and
— — 2(m+1)\ (I — B2)mt1
=
(22)
= 2m\ 2m +1 oum s 1
=En B(m)m+lu B2)"™(I Bzm%.

Proof. By simple computations

(Zm) 1 2m(2m—1)...(m+1)...1 1

=\ m " mm—1).. 1-mm—1)...14-4m1
_ 12m(2m —1) 2m—2)...1 1
4 m?2 (m—1)...1-(m—1)...14m"1
_12m(2m—1) (2(m—=1)\ 1  12m(2m—1)
i o m—1 )am1-4 g2
_Zm—lc _ 1_i c
= Tom m—1 — m m—1s

we deduce (20).

Then, we prove (21) and (22). From (19) and (20)

- m+1 2i 2i1
Ewi1=1-BTu1=1-B| ) ; (I—B)I ,

i=0

and

E 2 1\ (I — B2)ym+1
Em+1:I_BTm+1:I—B<Tm+( (m + ))()>

m+1 4m+1
o p(2me 1)\ (- BY
- mm m41 4m+1
= 2m\ 2m +1 ovm 1 2
= E, B(m)m—i—l(l B%) 4m+%(l B?).

From p(I — BZ) < 1, it results

Therefore, from (21)
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So
limT,, = B71,
m

and B
lim Sym[P, t;] = Blim T,y P; = BB~'P,=P, i=0,1,...,n

Hence, the statement follows. [

Remark 4. At each iteration, a matrix computation is needed.
From Stirling approximation of binomial

ot e (1)

we deduce 2 0 .
m+ 2\ 41 3 2\m+1

<m+1 >(I—B) WNWZ(I—B) / (23)
which vanishes slower than (I — B)™ 1 (cfr. (7)), hence from (22) and (23) E,, goes to 0 slower
than E,. Comparing (22) and (23) with (13), it follows that for m = 0,1, 2, 3, interesting cases in
E |E =0,1,2,3,
Spm is faster than gn,m, but asymptotically is slower. Consequently, for m = 0,1, 2,3, variant 3
gives intermediate curves between PIA and variant 1 process. Comparing (22) and (23) with (18),
E,, vanishes asymptotically slower than E%;.

As particular cases, we find

ant ZAnz

1 3.1
Pl = <1+ S = BZ)>P? = (21— 232> P,

n2Pt ZAnz

1
P2 = (;1—282+Z(I—BZ)Z>PO (851—2B2+2B4)P

n3pt ZAnz

15 5
P = (8132+834 16(32)3)1310

In the one-dimensional case, we have the following iterative procedure converging to
“1a#0,1-a% <1,

- - 2m\ 2m +1 > 1 .
b1 tm+(m)m+1( ) gm+3’ m=z0,to=1,

For example,

- 1 s 3 A

-3 a4 3 s 15 5, 3,
b=g-5tgl-o) =537 +5%
_ 15 5, 3, 5 23

== _Z et =~ (1-

=g 37t  t )
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3.4. Variant 4
Letting g € (0,1) define the following variant of PIA process,

S@

0Pt = SulP, 1),

n
SSt},m+1,q [P, t] = %An,i(t)Pi’ZJrlr m >0,
=

P =P
Z;j . (24)
Pijy = HmgqPr,
moq_ qurl .
Hpg=(I—-q(I-B))Y, . (I - B),
i=0

Hyy =1—q(I - B).
Theorem 5. Since p(I — B) < 1, the curves defined by (24) satisfy the PIA property, that is,
linI}lS;‘Zm,q[P, tl="r, i=01,...,n

We implement the above process with the following relations

Hm,q = Hmfl,q + (I - Q(I - B))Nm,qr

B 1— qm—i-l
Np,g = ﬁlm’ (25)
]m = (I - B)]Wl—ll
Jo=1
Putting
qu = I — BHp,,
we have
m+1 1— qk+1 X
EmH,qu—B(I—q(I—B)) 2 - (I-B) (26)
k=0 q
and
@ P 1-— qurZ m+1
Em+1,q:Em,q_B(I_‘i(I_B»iliq (I-B)" . (27)
Proof. From (24) working as above, one gets (25)—(27).
We recall the g—binomial theorem
1 N i
z7 1= (1_q(1—z))i§ =g (1-2z2), |z| <1,
from which we deduce if p(I — B) < 1,
B~ = (I—q(I-B)) i 1-q" (I—B) (28)
- 7 iz 14 '

In particular, if § = 0 and g = 1, we find back (9) and (14), respectively, which underlie
PIA and variant 1 processes, respectively.
Therefore, from (26)
lim E,, , = 0.
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So,
lim Hy,g = B},
m

and
lim S, ,,, 4P, t;] = Blim Hy,gP; = BB~'P,=P, i=0,1,...,n

and the theorem is proved. [

Remark 5. At each step, a matrix multiplication is needed.

In the limiting cases q = 0 and q = 1, we find back PIA process Sy [P, t] and variant 1
method S, [P, t] (cfr. (6) and (10), respectively; see also (28)). Hence, parameter q can be considered
as a further shape handle, bringing variant 4 from PIA process to variant 1; so, by playing on
iteration level m and parameter q, the designer has at his disposal new intermediate curves gradually
outlining the given control polygon.

From q—binomial theorem (see [22] for applications of g—calculus in approximation theory)

21 N e A
Mgy =5 (7)1

i=0 i=0

with

r (1-9)1—-¢*)...(1—=gq") ~

following the proof of Theorem 5, we can construct an analogous variant, generalizing PIA process
and variant 2. We omit details.

<m>q _(A—g(1—g") (1)

Particular cases are

n

nlq ZAn,z zq'

Pﬁq—(llo q(I=B))(I+(1+4)(I-B)P},
SpaqlPr ]:ioAn,l P,

P2 = (1—q(1—B))(I+(1+q)(I—B) + (1+q+¢*)(I - B)?)PY,
SHA ]:iOAn,l P,

P = (I—q(I—B))(I+(l+q)(I—B)+(1+q+q2)(I—B)2+
+ (1+q+a+)(1- B)?)P..

In the one-dimensional case, we find the following iterative procedure converging to
La#0,]1—a| <1,

1— qm+2

b =t + (1 —g(1—a) (A —a) 57—, m =0,
ty =1—q(1—a).

The first three iterations are
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t?=(1—q( —a))(1+(1+4¢)(1—a)),
2= (1—q(1—a) (14 (1+q) 1—a)—|—(1+q+q2)(1—a)2),

= (1=q(-a)(1+ 1 +9)(1—a) + (1+q+77)(1 —a)?
+

A q+ g+ ) (1 - a)).

4. A PIA-Type Technique via Truncated Wavelet Transform

In [2], a method to construct new Shepard-type curves with good shaping behaviour
was introduced by PIA algorithm and truncated DFT. The number of base Fourier functions
and the iteration level of PIA algorithm handle modeling the outline of Shepard-type curve,
getting as a limit case the Shepard-type interpolating curve given by (2). The truncation
procedure was made in analogy with truncation occurring in some statistical contexts
involving Fourier transform.

Here, we extend such technique to wavelet transform. As a representation of a function,
we consider an orthonormal basis of functions obtained from dilations and translations of
compactly supported and periodic scaling (¢(t)) and wavelet (y(t)) functions:

Piok(£),k =0,...,207 5 ypu(t), j > jo, k=0,...,27,

where ‘ ‘ ' '
P (t) = 2729 (2t — k), Yy (t) = 27292/t — k)

and jy is a reference level.

As a well-known method (e.g., [23]), wavelet transform has excellent properties from
the approximation point of view for wide classes of functions. In addition, it turns to
have a sparse representation, in the sense that its coefficients quickly drop to 0. Therefore,
a limited set of coefficients could be sufficient to accurately represent the function to be
approximated. Further, orthogonality of the transform makes it very easy to compute
inverse transforms. Finally, availability of a multiresolution algorithm for discrete data
allows one to compute the discrete wavelet transform very quickly with a computational
cost of O(n) operations. In this case of discrete data, the discrete wavelet wransform, z% of
a set of dyadic data z of length n can be expressed as z¥ = Wz, with W being the wavelet
matrix of order n.

Therefore, the idea is to compute the wavelet transform of the discrete points B~ P
and, before inverse transforming them, to threshold them with a decreasing threshold,
retaining only coefficients higher than the threshold (in absolute value). Depending on the
values of the threshold, a family of curves is obtained approximating the data.

We sketch the procedure. From the global interpolating Shepard-type curve Formula (2)
and by (5)

BY =P, Y=1[Yo,Y,...,Y]7,

or equivalently
Y=B'P=VP, V=Bl (29)

From (2) and (29), putting A, (t) = A,
Gu[P, ] = A-Y = AWTWY = AWTWVP,

with W the wavelet transform matrix giving back the wavelet coefficients P* = WVP.
Now let us retain only the highest k, k < n, wavelet coefficients P% (in absolute value). This
corresponds to select only k bases of the transform corresponding to the selected wavelet
coefficients. Equivalently, in matrix notation we can consider truncated wavelet matrices
WK ¢ REH1 that include only rows corresponding to the retained wavelet coefficients.
Analogously to the FT format introduced in [2], such truncation procedure was inspired by
some statistical problems involving wavelets.
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Then, we introduce the truncated interpolation curve of Shepard-type:

T

GHI[P, 1] = An(t) (w<k>) w®yp. (30)

From (30) it follows that, when k = n, (W(”)> TW(”) = WTW = I and we deduce (2).
Therefore, when gradually 0 < k < 7 in (30) we get different curves going closer and closer
to the interpolating Shepard-type curve.

From (30) and above PIA format, we deduce a technique constructing a pencil of
curves of Shepard-type outlining the given data points. We summarize the process. In (30),
matrix V is replaced by

m

Vi =3 (I-B), (1)
k=0
with m being the iteration level of PIA procedure. From (9) lim,, V;;, = V; because of fast
convergence, with a few iterations Vj;, can get close to V.
So, if the designer plays with the number k of basis wavelet functions in (30) and the
processing degree m of the PIA algorithm in (31), intermediate shapes not attainable by
PIA procedure are drawn.

5. Implementation and Examples

Here, we examine some tests to show the effectiveness of our algorithms.

5.1. Example 1

Consider a helix of radius 5 given by (see, e.g., [1])
(x(t),y(t),z(t)) = (5cost,5sint,t), t € [0,671].

A sequence of 19 control points P;, i = 0, ..., 18, is sampled from the helix as

(x(si),y(si),z(s;)), si = gi, i=0,1,...,18. (32)

We construct PIA curves given by (6) based on above 19 initial control points (32) with
s =4, =4107° (see (1)). In Figure 1 one can see the PIA Shepard-type curves at the
initial step and after 1, 2 and 3 iterations. From Figure 1 we deduce that the curve sequence
defined by PIA format converges fast to the interpolating Shepard-type curve, as expected
from Theorem 1 in Section 2.

5.2. Example 2

We examine the above helix example for variants of PIA process. First construct curves
defined by format (10). Figure 2 shows the corresponding curves at the initial step and after
1,2 and 3 iterations. As the iteration level increases, the modeling power of technique (10)
is evident. The curves approach the given control points at a slower convergence rate than
Example 1, as remarked in Section 3.1.
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O  Original data
Iteration O
Iteration 1
Iteration 2
Iteration 3

18

16

14

12

10

Figure 1. PIA curves at iteration levels 0, 1, 2 and 3 for the Example 1.

O  Original data

©] Iteration 0

Iteration 1

18 Iteration 2

Iteration 3
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14
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10
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0
5
0
0
y 5 5 X

Figure 2. Variant 1 curves at iteration levels 0, 1, 2 and 3 for the Example 2.
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5.3. Example 3

We compare the same helix example for variant 2 of PIA process (15). In Figure 3
corresponding curves at the initial step and after 1, 2, and 3 iterations are presented. When
we proceed with the iterations, the shaping behaviour of format (15) is pointing out. The
intermediate curves model the helix more slowly than Examples 1 and 2, as observed in
Section 3.2.

O  Original data
Iteration O
Iteration 1
Iteration 2
Iteration 3

Figure 3. Variant 2 curves at iteration levels 0, 1, 2 and 3 for the Example 3.

5.4. Example 4

Consider curves defined by technique (19) for above helix test. In Figure 4 one can
see the corresponding curves at the initial step and after 1, 2 and 3 iterations and one
can choose among several shapes modeling the given control polygon. As remarked in
Section 3.3, here approximating curves represent an alternative to previous formats.

5.5. Example 5

We study the same helix example for variant 4 of PIA process (24). Figure 5 shows
the corresponding curves for m = 1and g = 0,1/3,2/3,1, respectively. From Figure 5 we
can see the shaping capability of variant 4: indeed, if g = 0 and g = 1, we find back the
curves obtained by the first two iterations of PIA and variant 1 algorithms (see Section 3.4),
respectively, while the choices g = 1/3,2/3 give intermediate curves approximating
the helix.
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O  Original data
Q Iteration 0
Iteration 1
18 Iteration 2
Iteration 3
16 0O
14
12
10
N
8
6
4
2
O
0
5
5
0
0

Figure 4. Variant 3 curves at iteration levels 0, 1, 2 and 3 for the Example 4.

o O  Original data
Iteration O
PIA

g=0.00
g=0.33
4=0.67
g=1.00

Figure 5. Variant 4 curves at iteration level 1 for g = 0,1/3,2/3,1 for the Example 5.
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5.6. Example 6

Consider Archimedes spiral given by
(x(t),y(t)) = (tcos6mt, tsin6t), t € [0,1].

We extract from the spiral a sample of 16 (n = 15) control points as

(x(si)/ y(si)), ;i =

They form the control polygon in Figure 6 in black color. We consider the curves
obtained by PIA-type technique via truncated wavelet transform of Section 4. To this
purpose a Symmlet basis was used with 10 vanishing moments and reference level jy = 0.
Moreover we consider one PIA iteration (m = 1) in (31), with s = 4and A = 107>, Starting
from the above control points, Figure 6 shows the fit by curves defined by the above
format retaining from 7 to all the 16 wavelet coefficients. A comparison with the analogous
curves obtained by FT on the same example in [2] shows the enhanced capability of PIA-
type technique via truncated wavelet transform to construct a higher number of different
shaping curves.

Control Poligon

I I - I

-08 -06 -04 -02 0 0.2 0.4 0.6 0.8

Figure 6. PIA-type curves via truncated wavelet transform with one PIA iteration and a number of
retained wavelet coefficients ranging from 7 to 16 for the Archimedes spiral.

6. Conclusions

In this paper four variants of Progressive Iterative Approximation method for Shepard-
type curves introduced in [1] are developed, whose limit is the Shepard-type curve interpo-
lating the data points. Such variants are based on simple iterative procedures approximating
inverse of collocation matrix of Shepard-type operators. They draw novel intermediate
pencils of curves between original Shepard-type curve and global interpolating Shepard-
type curves, at the same computational cost as original PIA process. So the designer has
at his disposal several choices to model given control polygon. Critical analysis of such
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algorithms, matrix formulations, convergence results, error estimates, particular cases,
comparisons and numerical examples are discussed. A CAGD modeling technique for
Shepard-type curves by truncated wavelet transform and PIA algorithm is also developed
at higher performance than analogous truncated Fourier transform format.

The high degree of Shepard-type operator represents a drawback and modification of
Shepard-type operator at a lower degree will be the subject of further work.
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Notation

The following notation is used in this manuscript:

[x1,%0,...,x5]T Transposed vector

Sn[P, 1] Parametric curve relative to control vector P, with variable ¢
X Variant 1 applied to X

XM Variant 2 applied to X

X Variant 3 applied to X

X® Variant 4 applied to X

a~Db iff |[a/b| < C, with C positive constant independent of 2 and b
wk) truncation applied to W
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