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ABSTRACT
We show global-in-time Strichartz estimates for the isotropic
Maxwell system with divergence free data. On the scalar permittivity
and permeability we impose decay assumptions as jxj ! 1 and a
non-trapping condition. The proof is based on smoothing estimates
in weighted L2 spaces which follow from corresponding resolvent
estimates for the underlying Helmholtz problem.
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1. Introduction

This article investigates a model for the propagation of electromagnetic waves in con-
tinuous media, the Maxwell equations

Dt ¼ r�H� J, Bt ¼ �r� E, r �D ¼ r � B ¼ 0, (1.1)

on Rt � R
3
x with linear inhomogeneous material laws

D ¼ �ðxÞE, B ¼ lðxÞH, (1.2)

and the (divergence free) current density J ¼ Jðt, xÞ: Here, E and D are the electric
fields, B and H are the magnetic fields, and the permittivity � and the permeability l
are positive scalar functions on R

3: Hence the model is isotropic, i.e., the interaction of
fields with matter depends on the location but not on the direction of the fields
D,H,E,B : R� R

3 ! R
3: We note that the divergence constraints follow from the evo-

lution equations if the initial data Dð0Þ and Bð0Þ and the current J are divergence free.
The Maxwell system is the foundation of electromagnetic theory so that it is not

necessary to recall the importance of model (1.1) and (1.2) in applications, including
the classical case �, l ¼ const: Despite the large literature devoted to the subject, see
e.g., the monographs [1, 2], many important questions are still unclear.
Global well posedness in Sobolev spaces Hs of the Cauchy problem for (1.1) follows

from the general theory of hyperbolic systems, under rather weak conditions on the
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coefficients � and l. Here, we are mainly interested in the asymptotic properties of solu-
tions. Besides its inherent importance, information on the decay of the solutions is
essential for the study of the corresponding nonlinear problems. In the constant coeffi-
cient case

Et ¼ r� B� J, Bt ¼ �r� E, r � E ¼ r � B ¼ 0,

with data

Eð0, xÞ ¼ E0, Bð0, xÞ ¼ B0,

solutions are easily seen to satisfy diagonal systems of wave equations

wE ¼ �Jt, wB ¼ r� J:

Hence, one can apply the well-established theory on dispersive properties of wave equa-
tions. The strongest property is the pointwise decay

kE t, �ð ÞkL1 þ kB t, �ð ÞkL1 � krE0kL1 þ krB0kL1
� � � jtj�1, (1.3)

where we set J ¼ 0: From (1.3) Strichartz estimates can be deduced. For all couples of
wave admissible indices (p, q) and (r, s), that is to say

1
p
þ 1
q
¼ 1

2
, p 2 2,1½ �, q 2 2,1Þ½ (1.4)

in dimension 3, we have

kjDj�2
pDt, xEkLpLq þ kjDj�2

pDt, xBkLpLq � krE0kL2 þ krB0kL2 þ kJð0, �ÞkL2 þ kjDj2rDt, xJkLr0Ls0

(see [3, 4]). Here, we are using the notations jDjsu ¼ F�1ðjnjsûðnÞÞ, where Fu ¼ û is

the Fourier transform, and LpLq ¼ LpðR; LqðR3ÞÞ: An even weaker form of dispersion is
expressed by the so called smoothing estimates

khxi�1=2�EkL2L2 þ khxi�1=2�BkL2L2 � kE0kL2 þ kB0kL2 (1.5)

for J ¼ 0: (See e.g., [5] for a comprehensive framework for such estimates.)
Substantial work has been devoted in recent years to extend dispersive estimates to

more general equations, including in particular equations with electromagnetic poten-
tials or variable coefficients, and equations on manifolds (see among many others [6–8]
for the Schr€odinger equation; [9–11] for the wave equation; for wave equations with
variable coefficients in highest order, [12–14]; concerning dispersive estimates, [15–20]).
Astonishingly, only little is known about such estimates for the Maxwell system (1.1)

and (1.2). In [21] local-in-time Strichartz estimates were shown for smooth scalar coeffi-
cients � and l being constant outside a compact set. For matrix valued coefficients the
situation seems to be much more complicated, as already for constant matrices � and l
the dispersive decay depends on the multiplicity of their eigenvalues, see [22, 23] and
also [24]. Very recently, local-in-time Strichartz estimates with matrix valued (aniso-
tropic) coefficients were shown in the two dimensional case, [25]. In the present work,
we are concerned with global-in-time Strichartz estimates for scalar � and l in C2 under
some decay assumptions as jxj ! 1:
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In our arguments, we use a second-order formulation of (1.1) and (1.2). By a compu-
tation similar to the constant coefficient case, any solution Dðt, xÞ to the problem (1.1)
with (1.2) also solves the system

Dtt þr� 1
l
r� 1

�
D ¼ �Jt , r �D ¼ 0, Dð0, xÞ ¼ D0, Dtð0, xÞ ¼ r � 1

l
B0 � Jð0Þ:

(1.6)

The other fields satisfy similar equations, e.g., B satisfies an analogous system with �

and l interchanged and modified data, namely

Btt þr� 1
�
r� 1

l
B ¼ r� 1

�
J, r � B ¼ 0, Bð0, xÞ ¼ B0, Btð0, xÞ ¼ �r� 1

�
D0:

(1.7)

The material laws (1.2) then imply

Ett þ 1
�
r� 1

l
r� E ¼ � 1

�
Jt , r � ð�EÞ ¼ 0, Eð0Þ ¼ E0, Etð0Þ ¼ 1

�
r�H0 � 1

�
Jð0Þ,
(1.8)

Htt þ 1
l
r� 1

�
r�H ¼ 1

l
r� 1

�
J, r � ðlHÞ ¼ 0, Hð0Þ ¼ H0, Htð0Þ ¼ � 1

l
r� E0:

(1.9)

In this work, we focus on (1.6). Equations (1.6) and (1.7) are essentially systems of
wave equations with variable coefficients. Indeed, one can write

�lr� 1
l
r� 1

�
U ¼ r�r� U � bðx, @ÞU

where bðx, @Þ is the first-order matrix operator

bðx, @ÞU ¼ ðpþ qÞ � ðr � UÞ þ r� ðp� UÞ � ðpþ qÞ � ðp� UÞ (1.10)

with coefficients

p ¼ r log �, q ¼ r logl:

Here, we heavily use that � and l are scalar. We also denote by ~bðx, @Þ the operator as
in (1.10) with p and q interchanged:

~bðx, @ÞU ¼ ðpþ qÞ � ðr � UÞ þ r� ðq� UÞ � ðpþ qÞ � ðq� UÞ:
Since r�r�D ¼ �DDþrðr �DÞ ¼ �DD, we see that (1.6) can be written as

�lDtt � DD� bðx, @ÞD ¼ ��lJt , r �D ¼ 0, (1.11)

and similarly (1.7) is equivalent to

�lBtt � DB� ~bðx, @ÞB ¼ �lr� 1
�
J, r � B ¼ 0: (1.12)

In other words, for scalar � and l the divergence constraint allows us to reduce (1.1)
and (1.2) to a wave system with uncoupled principal part ð�l@tt � DÞI3�3:

The main goal of the article is to prove the following estimates, which apply in par-
ticular to the fields solving the Maxwell system (1.1) and (1.2).
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Theorem 1.1. Let �ðxÞ, lðxÞ : R3 ! R and assume for some d 2 ð0, 1=2Þ that
(1) inf�l > 0 and ð�lÞ0� � 1

4 ð1� 2�dÞ�1�lhxi�1�d,

(2) j�� 1j þ jl� 1j� hxi�2�d, jr�j þ jrlj� hxi�3
2�d, and jD2�j þ jD2lj� hxi�5

2�d:

Let D0 ¼ �E0, B0 ¼ lH0, and J be divergence free. Then, the solution D to (1.6) satisfies
the Strichartz estimate

kjDj�2
pDt, xDkLpLq � krD0kL2 þ krB0kL2 þ kJð0ÞkL2 þ kjDj2rJtkLr0Ls0

for all wave admissible (p, q) and ðr, sÞ: The solution B to (1.7) fulfill

kjDj�2
pDt, xBkLpLq � krD0kL2 þ krB0kL2 þ kjDj2rrJkLr0Ls0 :

Here, we can replace D by E and B by H, solving (1.8), respectively, (1.9).

We briefly discuss the previous statements. In (1), the symbol ðaÞ0� ¼ maxf�@ra, 0g
denotes the negative part of the radial derivative, and hxi ¼ ð1þ jxj2Þ1=2: Wave admis-
sible couples and the notations LpLq and jDjs have been defined above (see (1.4)).
The second assumption in (1) is our non-trapping condition. Note that this is a one-

sided condition, affecting only the negative part of the radial derivative of �l; it is a
kind of ‘repulsivity’ of the coefficients. It is well known that some hypothesis of this
type is necessary to exclude trapped rays, which are an obstruction to global decay in
time and even to the much weaker local energy decay. Many of our intermediate results
are true under weaker decay assumptions than (2). For instance, our basic smoothing
estimate (5.1) for the wave equation and the corresponding resolvent bound (4.6) are
shown assuming condition (1), the decay

j�� 1j þ jl� 1j þ jD2�j þ jD2lj� hxi�2�d, jr�j þ jrlj� hxi�1�d, (1.13)

and a non-resonance condition for the frequency z¼ 0 stated before Proposition 2.5.
The extra decay in the above hypothesis (2) is needed to remove this non-resonance
condition in Proposition 2.8, and also to establish certain Riesz-type bounds in Lemma
5.3 in (weighted) L2 spaces which are crucial to derive the Strichartz estimates.
The proof of Theorem 1.1 is given at the end of the article. It follows the general

principle, pionereed in [7] and further developed in many works (e.g., [13, 14, 26–28]),
that weak decay properties of solutions can be upgraded to much stronger decay, under
suitable regularity and localization information on the coefficients. The main novelty of
our article is that we treat a system with variable coefficients in higher order terms. We
explain our proofs in more detail.
For scalar wave equations, the paper [12] gives global Strichartz estimates if the coef-

ficients are close to constants and decay as jxj ! 1: (For derivatives the decay assump-
tions are similar to (1.13).) Moreover, local-in-time estimates are proven without the
smallness condition. As we can put our problem in the form (1.11), we are able to apply
these results after suitable localizations of our solution. Recall that the possibility to
deduce global Strichartz estimates from local estimates combined with global local
energy decay was discovered in [29]. The localization procedure introduces commutator
terms which we must estimate in L2L2: These are controlled using the smoothing esti-
mates in Propositions 5.4 and 5.5 which are based on (4.6). In this analysis, one must
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switch between homogeneous and inhomogeneous estimates; this requires TT� argu-
ments and suitable Riesz-type inequalities, see Lemma 5.3. To prove the latter, we use
crucially the divergence conditions of the Maxwell system. Conversely, we must avoid

the usual TT� argument since it would need Riesz’ bounds in _H
�2=p
q which are not

available for our operator.
The necessary smoothing estimates are deduced directly from the resolvent bound

(4.6) for the stationary problem, which also involves weighted L2 norms, via
Plancherel’s Theorem. In principle, here, we follow the general framework of Kato
smoothing (see [5]). However, we cannot apply the general theory since we have to
work with the operator LðzÞ ¼ �lz2 þ Dþ bðx, @Þ without divergence constraint when
showing the resolvent estimates. Since the operator Dþ bðx, @Þ is not self adjoint, the
Kato theory cannot be applied directly.
We prove the resolvent estimates by splitting into three different regimes: bounded

frequencies, which we handle via compactness arguments, see Section 2; large frequen-
ces and large x, via Morawetz type estimates, see Subsection 3.1; and large frequencies
on a compact region of space via Carleman estimates, see Subsection 3.2. In the step for
small frequencies one has to exclude eigenvectors and resonances of L(z). Here, it is
crucial to show that such functions have to be divergence free, which is proved in the
relevant Propositions 2.6, 2.7, and 2.8 using the structure of (1.11).

2. Low frequencies

We first prove a resolvent estimate which is valid for all values of the complex fre-
quency, but with a constant C(z) which may grow as jzj ! 1: Hence, we will use this
estimate only for z in a suitably chosen compact region. In the next section, we shall
prove a uniform estimate for large jzj: Except for the final result, in the present section
the space dimension is n � 3, however, in this article we shall only need n¼ 3.
We shall apply a few variations of the following standard argument. Suppose a refer-

ence operator H0 satisfies, for z in an open domain X 	 C, a resolvent estimate

kR0ðzÞvkB1
� CðzÞkvkB2

, R0ðzÞ ¼ ðH0 þ zÞ�1,

where B1 and B2 are some Banach spaces. Suppose also that


 H is a relatively compact perturbation of H0, meaning that the operator KðzÞ ¼
ðH �H0ÞR0ðzÞ extends to a bounded and compact operator on B2,


 z 7! KðzÞ is continuous in the operator norm.

Then, we can write

H þ z ¼ ðH � H0Þ þ H0 þ z ¼ ðI þ ðH � H0ÞR0ðzÞÞðH0 þ zÞ ¼ ðI þ KðzÞÞðH0 þ zÞ:
Let the operator I þ K : B2 ! B2 be injective. Then, it is also bijective since it is

Fredholm. Moreover, the operator norm of ðI þ KðzÞÞ�1 is locally bounded for z 2 X:
This type of argument is classical on weighted L2 spaces, see e.g., theorem VI.14 in [30],
and it holds more generally in Banach spaces (a fact likely rediscovered several times,
see e.g., lemma 3.4 in [31]). As a consequence, we can invert Hþ z for all values of z 2
X and the resolvent estimate holds also for H, in the form
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kðH þ zÞ�1vkB1
� C0ðzÞkvkB2

,

with a different C0ðzÞ, which is locally bounded for z 2 X, but otherwise undetermined.
We first look at the operator without lower order terms bðx, @Þ starting with a basic

resolvent estimate outside the spectrum for

RðzÞ ¼ ðDþ azÞ�1, z 2 Cn 0, þ1Þ:½

Proposition 2.1. Assume that a 2 L1, a> 0, limjxj!þ1 aðxÞ ¼ 1 and z 2 D ¼
Cn½0, þ1Þ. Then, Dþ az : H2 ! L2 is a bijection and RðzÞ :¼ ðDþ azÞ�1 satisfies

kRðzÞf kH2 � CðzÞkf kL2
for some continuous function C : D ! R

þ:

Proof. Let z 2 D and R0ðzÞ ¼ ðz þ DÞ�1: We can write

Dþ az ¼ Dþ z þ ða� 1Þz ¼ ðI þ ða� 1ÞzR0ðzÞÞðDþ zÞ: (2.1)

The operator KðzÞ ¼ ða� 1ÞzR0ðzÞ is bounded and compact on L2. We prove that I þ
KðzÞ is injective for each z 2 D: Assume that ðI þ KÞu ¼ 0: Setting v ¼ R0ðzÞu, we
have v 2 H2 and

ðDþ zaÞv ¼ 0 which implies
ð
jrvj2 � z

ð
ajvj2 ¼ 0:

If Iz 6¼ 0, taking the imaginary part we infer v¼ 0, and hence, u ¼ ðDþ zÞv ¼ 0: If
Iz ¼ 0 so that z ¼ �k 2 ð�1, 0Þ, we obtainð

jrvj2 þ k
ð
a vj2 ¼ 0
��

and this implies again v¼ 0.
Thus, by analytic Fredholm theory we can invert I þ KðzÞ on L2 and the operator

norm of ðI þ KðzÞÞ�1 is locally bounded in z 2 D: The claim follows writing

ðDþ azÞ�1 ¼ R0ðzÞðI þ KðzÞÞ�1

and using the elementary estimate

kR0ðzÞvkH2 � CðzÞkvkL2 , CðzÞ ¼ Cdðz,RþÞ�1,

and the bound on ðI þ KðzÞÞ�1: Note that C(z) blows up as z ! R
þ: w

The next step is a limiting absorption principle for R(z), where the limits of R(z) as
6Iz # 0 exist in a suitable topology. In the following, we commit a slight abuse of nota-
tion since for k 2 rð�DÞ ¼ ½0, þ1Þ there are two extensions R0ðk6i0Þ of the resolv-
ent, and we shall denote both limits with the same notation R0ðzÞ for the sake of
terseness. The limiting absorption principle for the free Laplacian is expressed by the
uniform estimate

kR0ðzÞf kX þ jzj1=2kR0ðzÞf kY þ krR0ðzÞf k _Y � Ckf kY�

valid for all z 2 C, with a constant independent of z. Here, the norms of X, Y and Y�

are defined as follows: Y� is the predual of Y, while
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kvk2X :¼ sup
R>0

1

hRi2
ð
fjxj¼Rg

jvj2dS, kvk2Y :¼ sup
R>0

1
hRi

ð
fjxj�Rg

jvj2dx:

We shall also need the (stronger) homogeneous norms

kvk2_X ¼ sup
R>0

1
R2

ð
fjxj¼Rg

jvj2dS, kvk2_Y ¼ sup
R>0

1
R

ð
fjxj�Rg

jvj2dx: (2.2)

We note the equivalent expressions in terms of dyadic norms

kvkY � khxi�1
2vk‘1L2 , kvkY� � khxi12vk‘1L2 , kvkX � khxi�1vk‘1L1L2 , (2.3)

writing (using polar coordinates in the last term)

kvk‘1L2 ¼ sup
j�0

kvkL2ðAjÞ, A0 ¼ fjxj � 1g, Aj ¼ f2j�1 � jxj � 2jg,

kvk‘1L2 ¼
X
j�0

kvkL2ðAjÞ, kvk‘1L1L2 ¼ sup
j�0

kvkL1jxjL2xðAjÞ:

These norms can be considered as sharp versions of weighted L2 norms. Indeed, it is
easy to check the inequalities

khxi�1
2�dvkL2 � CðdÞkvkY , kvkY� � CðdÞkhxi12þdvkL2 ,

khxi�3
2�dvkL2 � CðdÞkvkX , khxi�1vkY � kvkX

(2.4)

for all d > 0:
In the next lemma, we collect the relevant estimates for the free Laplacian. We write

them at the point z2 with Iz � 0, thus, covering the entire complex plane for both

sides of ½0, þ1Þ: (In later sections, it will be convenient to use z2.) We set x̂ ¼ jxj�1x
for x 2 R

nnf0g:
Lemma 2.2. Let z 2 C with Iz � 0. Then, we have, with constants independent of z,

kR0ðz2Þf kX þ kzR0ðz2Þf kY þ krR0ðz2Þf kY � Ckf kY� , (2.5)

kðr � ix̂zÞR0ðz2Þf kL2 � Ckjxjf kL2 : (2.6)

Moreover, for s 2 ½12 , 1� we have, with C independent of s and z,

khxis�1ðr � ix̂zÞR0ðz2Þf k‘1L2 � Ckhxisf k‘1L2 : (2.7)

Proof. Estimate (2.5) is essentially the classical Agmon–H€ormander estimate, which is
uniform in z in the special case of the operator D. See e.g., [32] for a complete proof.
Consider now (2.6). Take f 2 L2 with jxjf 2 L2: The restriction that f 2 L2 can be

removed by approximation. Define u ¼ R0ðkþ igÞf , so that ðDþ kþ igÞu ¼ f : We
multiply this equation by �u, take the imaginary and the real part of the resulting iden-
tity, and integrate over Rn: We then obtain (see (3.6) and (3.8) below for a similar com-
putation)

gkuk2L2 ¼ I

ð
f �u, kruk2L2 ¼ kkuk2L2 �R

ð
f �u: (2.8)

If k � 2jgj, these equations imply
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kruk2L2 � 2jgkjuk2L2 þ kf �ukL1 � 3kf �ukL1 ,
and hence

ðjgj þ jkjÞkuk2L2 þ kruk2L2 � kf �ukL1 � kjxjf kL2kjxj�1ukL2 :
Using Hardy’s inequality kjxj�1ukL2 � krukL2 , we conclude

ðjgj þ jkjÞkuk2L2 þ kruk2L2 � kjxjf k2L2 :
We write this estimate in terms of z2 ¼ kþ ig: Note that if argz 2 ½p8 , p� p

8�, then,

arg z2 2 ½p4 , 2p� p
4�, i.e., k � jgj: We have thus, proved

kzR0ðz2Þf kL2 þ krR0ðz2Þf kL2 � kjxjf kL2 provided arg z 2 p
8
, p� p

8

� �
: (2.9)

This estimate obviously yields

kðr � ix̂zÞR0ðz2Þf kL2 � kjxjf kL2 (2.10)

for the same values of z. Next, we consider the region arg z 2 ½0, p8� [ ½p� p
8 , p�, i.e.,

arg z2 ¼ kþ ig 2 ½0, p4� [ ½2p� p
4 , 2p� or equivalently 0 � jgj � k: Proposition 3.1 in [33]

shows that

k r � ix̂
ffiffiffi
k

p� �
R0ðkþ igÞf kL2 � kjxjf kL2 (2.11)

with a constant independent of g and k. Setting u ¼ R0ðkþ igÞf and v ¼ e�ijxj ffiffikp
u, we

have rv ¼ e�ijxj ffiffikp
r � ix̂

ffiffiffi
k

p� �
u: By Hardy’s inequality, estimate (2.11) implies

kjxj�1R0ðkþ igÞf kL2 ¼ kjxj�1ukL2 ¼ kjxj�1vkL2 � krvkL2 � kjxjf kL2 :
From the first part of (2.8) we then deduce

jgj kR0ðkþ igÞf k2L2 � kjxjf kL2kjxj�1ukL2 � kjxjf k2L2 :
Observe that for kþ ig ¼ z2 and 0 � jgj � k we have

j
ffiffiffi
k

p
� zj ¼ jðRz2Þ1=2 � zj �

ffiffiffiffiffiffi
jgj

p
:

The previous estimates, thus, lead to

kðr � izx̂ÞR0ðz2Þf kL2 � k r� i
ffiffiffi
k

p
x̂

� �
R0ðz2Þf kL2 þ

ffiffiffiffiffiffi
jgj

p
kR0ðz2Þf kL2 � kjxjf kL2 :

Combined with (2.10), we see that (2.6) holds uniformly in z for all Iz � 0:
For the last assertion, we note that (2.7) for s¼ 1 follows from (2.6). If s ¼ 1

2 ,
inequalities (2.3) and (2.5) yield

khxi�1
2ðr � ix̂zÞR0ðz2Þf k‘1L2 � Ckðr � ix̂zÞR0ðz2Þf kY � Ckf kY� � Ckhxi12f k‘1L2 :

Real interpolation between the cases s ¼ 1
2 and s¼ 1 then gives (2.7). w

We now prove the limiting absorption principle for Dþ az2: As for R0ðzÞ, the two
extensions on the positive reals for Iz # 0 and for Iz " 0 are different, but for simpli-
city we will use the same notation R(z) for both. The weighted L2 space with norm
khxisukL2 is denoted by L2s :
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Proposition 2.3. Assume hxi2þdða� 1Þ 2 L1 for some d > 0. Then, R(z) satisfies the
estimate

kRðz2Þf kX þ kzRðz2Þf kY þ krRðz2Þf kY � CðzÞkf kY� (2.12)

for all Iz � 0 and for some continuous C(z). Let s0 < s in ð1=2, 1� and

hxisþ3
2þdða� 1Þ 2 L1. We then have

khxis0�1ðr � ix̂zÞRðz2Þf kL2 � Cðs0, s, zÞkhxisf kL2 : (2.13)

Moreover, for f 2 L2s there exists g 2 L2s with Rðz2Þf ¼ R0ðz2Þg:

Proof. We shall use the inequalities

kukY� � khxi1þdukY , kukY� � khxi2þdukX: (2.14)

valid for any d > 0, see (2.4). Let KðzÞ ¼ ða� 1Þz2R0ðz2Þ: The operator hxi�2�dzR0ðz2Þ
is compact on Y� and bounded uniformly in z, as it follows from estimates (2.5) and

(2.14) (or as a special case of lemma 3.1 in [31]). Writing KðzÞ ¼ hxi2þdða� 1Þz �
hxi�2�dzR0ðz2Þ we see that KðzÞ : Y� ! Y� is also a compact operator for each z 2 C

whose operator norm is locally bounded in z 2 C:

We next prove that I þ KðzÞ : Y� ! Y� is injective. Thus, assume ðI þ KðzÞÞv ¼ 0
for some v 2 Y� ,! L2: Let u ¼ R0ðz2Þv so that u 2 Y \ H2

loc if z 6¼ 0, u 2 X \H2
loc if

z¼ 0, and u satisfies Duþ az2u ¼ 0: If z¼ 0 this means that u 2 X is harmonic, hence,
v¼ 0. If Iz2 6¼ 0 or z2 < 0, we have u ¼ R0ðz2Þv 2 H2: Proposition 2.1 now yields u ¼
0 ¼ v: Finally, if z2 ¼ k > 0 then u satisfies

ðDþ kÞuþ kða� 1Þu ¼ 0:

Regarding WðxÞ ¼ kða� 1Þ as a potential with jxj2hxid=2W 2 ‘1L1, lemma 3.3 in [31]
shows that v¼ 0. Then, (2.12) follows from (2.5) as before by analytic Fredholm theory

and the representation Rðz2Þ ¼ R0ðz2ÞðI þ KðzÞÞ�1:

Consider now the radiation estimate (2.13) assuming hxisþ3
2þdða� 1Þ 2 L1: We trans-

fer estimate (2.7) for R0 to the perturbed resolvent R, using the representation Rðz2Þ ¼
R0ðz2ÞðI þ KðzÞÞ�1: In view of (2.3) and (2.7), we only have to prove that I þ KðzÞ is
an invertible operator on the weighted space L2s with norm khxisf kL2 : Note that we have
already shown that I þ KðzÞ is injective on the larger space Y�: It, thus, it remains to
check that K(z) is compact on L2s : We can write

KðzÞ ¼ hxi32þdða� 1Þz � hxi12 � hxi�2�dzR0ðz2Þ:
Observe that hxi32þdða� 1Þz is a bounded operator from L2 to L2s since hxisþ3

2þdða� 1Þ 2
L1, hxi12 is bounded from Y� to L2 by (2.3), and hxi�2�dR0ðzÞ is compact on Y�

because of (2.5) and (2.14). Summing up, KðzÞ : Y� ! L2s is compact and due to the
embedding L2s ,! Y� it is also compact on L2s :

The final claim is a consequence of the representation Rðz2Þ ¼ R0ðz2ÞðI þ KðzÞÞ�1

and of the bijectivity of I þ KðzÞ on L2s for the above values of s. w
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Note that writing DRðzÞf ¼ f � azRðzÞf , Proposition 2.3 also yields

kDRðz2Þf kY � kf kY þ jzjCðzÞkf kY� � C1ðzÞkf kY�

where we used the inequality kf kY � kf kY� , cf. (2.3). This gives the complete estimate

kRðz2Þf kX þ kzRðz2Þf kY þ krRðz2Þf kY þ kDRðz2Þf kY � CðzÞkf kY� : (2.15)

Finally, we consider the case of the full operator

LðzÞ ¼ Dþ aðxÞz2 þ bðx, @Þ:
In the following, we actually treat a more general matrix operator

LðzÞ ¼ I3Dþ I3aðxÞz2 þ bðx, @Þ:
Here, I3 is the 3� 3 identity matrix so that the principal part is a diagonal Laplacian
operator. Moreover, bðx, @Þ is a 3� 3 matrix first-order operator subject to conditions
as in the scalar case. It will be clear from the proofs that in our setting no change is
required in the matrix case.
In order to perform the usual injectivity step, we shall make the following spectral

assumption saying that L(z) has no resonances or eigenvalues. See Remark 2.4 and
Propositions 2.6, 2.7, and 2.8 below for a closer examination of these conditions. There
we show that these conditions only lead to mild extra conditions when establishing our
main results on the Strichartz estimates for the Maxwell system. Actually, these extra
conditions are only needed to exclude a resonance at z¼ 0, see Proposition 2.8.
Spectral assumption (S). Let Iz � 0: Then, LðzÞu ¼ 0 implies u¼ 0, provided

(1) either z 62 R and u 2 H2 (no eigenvalues)
(2) or z 2 R and u ¼ R0ðz2Þf for some hxi12þf 2 L2 (no embedded resonances).

Note that u 2 R0ðz2ÞY� satisfies ru,Du 2 Y and u 2 X (and u 2 Y if z 6¼ 0) by
Lemma 2.2.
We briefly discuss condition (2) for z¼ 0 (no resonances at 0). It is necessary since

the presence of resonances competes with dispersion, a well-studied effect since [34]. If

hxi12þrf 2 L2 then u ¼ D�1f satisfies hxi�1
2�r0u 2 L2 for all r0 > 0, thus, our non-reson-

ance assumption is slightly weaker than the usual one.

Remark 2.4. Assumption (S) is satisfied for z sufficiently large with respect to the coef-
ficients. This is a consequence of estimate (4.6) in the next section.
Moreover, the non-resonance assumption is generic in the following sense. We take a

parameter x 2 Rn0 and consider the modified operator Dþ xb: Under the previous
assumptions on � and l, then, the set of values x such that Dþ xb has a resonance at
0 is discrete. Indeed, one easily checks that 0 is a resonance for Dþ xb if and only if
�x�1 is an eigenvalue for the compact operator bðx, @ÞD�1 on the weighted L2 space

with weight hxi12þr:

Proposition 2.5. Let LðzÞ ¼ I3Dþ I3aðxÞz2 þ bðx, @Þ with jxj2hxidða� 1Þ 2 L1 and
bðx, @Þ a first-order matrix differential operator satisfying

jbðx, @Þvj � Cbðhxi�2�djvj þ hxi�1�djrvjÞ (2.16)
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for some Cb, d > 0. Assume L(z) satisfies the spectral assumption (S). Then, for Iz � 0
we have

kukX þ kzukY þ krukY þ kDukY � CðzÞkhxi12þLðzÞukL2 : (2.17)

Proof. As before we write

LðzÞ ¼ ðI þ KðzÞÞðDþ az2Þ, KðzÞ ¼ bðx, @ÞRðz2Þ, (2.18)

where RðzÞ ¼ ðDþ az2Þ�1 is the operator constructed in Proposition 2.3. Estimates
(2.4) and (2.15) and the assumptions on the coefficients imply the compactness of K(z)
as an operator on L21=2þ and the continuity of the map z 7! KðzÞ in the operator norm.

To prove injectivity of I þ KðzÞ, assume f þ KðzÞf ¼ 0 for some f 2 L21=2þ: Let u ¼
Rðz2Þf so that u solves LðzÞu ¼ 0: Note that by the final claim of Proposition 2.3 we
also have u ¼ R0ðz2Þg for some g 2 L21=2þ: If z 2 R, assumption (S) yields u¼ 0, and

hence, f ¼ ðDþ az2Þu ¼ 0: If z 62 R, since Y� � L2 and Rðz2Þ : L2 ! H2, we see that u
is actually an eigenfunction of L(z), and again by (S) we deduce u¼ 0. The rest of the
proof is similar to the previous ones. w

The spectral assumption (S) holds if a and b have some additional structure that is
present in our main goal, the Maxwell system in the second-order form (1.11). We first
consider part (1) of (S) and exclude eigenvalues in the next result. Observe that the
Assumptions (2.19) and (2.25) imply condition (2.16) from Proposition 2.5, cf. (1.10).
This fact is used below several times.

Proposition 2.6. Assume that the coefficients in Proposition 2.5 have the form

a xð Þ ¼ � xð Þl xð Þ, b x, @ð Þu ¼ r�r� u� � xð Þl xð Þr � 1
l xð Þr � 1

� xð Þ u
� 	

,

(2.19)

where � and l are bounded and uniformly strictly positive. Then, property (1) in the spec-
tral assumption (S) is satisfied.

Proof. In the present case, the equation LðzÞu ¼ 0 can be rewritten as

z2�luþ Duþr�r� u� �lr� 1
l
r� 1

�
u

� 	
¼ 0

or equivalently

z2uþ 1
�l

rðr � uÞ � r� 1
l
r� 1

�
u

� 	
¼ 0: (2.20)

Assume that z 62 R and u 2 H2 is a solution of (2.20). By taking the divergence of the
equation, we see that the function / ¼ r � u satisfies

z2/þr � 1
�l

r/
� 	

¼ 0:
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As z 62 R, this equation implies / ¼ 0 (i.e., u is divergence free) since the operator

r � 1
�lr/

 �

is selfadjoint and non negative as soon as the (real valued) coefficient �l is

bounded and strictly positive. Thus, the equation LðzÞu ¼ 0 reduces to

z2u ¼ r� 1
l
r� 1

�
u

� 	
, r � u ¼ 0, u 2 H2: (2.21)

It is now convenient to set

E ¼ u=�, H ¼ �ðilzÞ�1r� E, (2.22)

so that ðE,HÞ are H1 solutions of the stationary Maxwell system

i�zE ¼ r�H, ilzH ¼ �r� E, r � ð�EÞ ¼ r � ðlHÞ ¼ 0: (2.23)

We integrate the identity

jx̂ � Ej2 þ jHj2 � jx̂ � EþHj2 ¼ �2Rðx̂ � E� �HÞ
over a sphere jxj ¼ R: The divergence theorem then yieldsð

jxj¼R
jx̂ � Ej2 þ jHj2 � jx̂ � EþHj2
� 

dS ¼ �2R
ð
jxj�R

r � ðE� �HÞdx:

Writing

r � ðE� �HÞ ¼ �H � ðr � EÞ � E � ðr � �HÞ ¼ �izljHj2 þ i�z�jEj2,
we deduceð

jxj¼R
jx̂ � Ej2 þ jHj2
� 

dSþ 2Iz
ð
jxj�R

�jEj2 þ ljHj2
� 

dx ¼
ð
jxj¼R

jx̂ � EþHj2dS: (2.24)

If we integrate in R from 0 to þ1, the RHS gives a finite contribution since E,H 2 L2:
As a consequence the second integral on the LHS must be 0 (recall that Iz > 0). We
have proved that E ¼ H ¼ 0 and in particular u¼ 0. w

We next treat resonances at z2 > 0 which requires more sophisticated tools.

Proposition 2.7. Assume that the coefficients in Proposition 2.5 have the form (2.19) and
satisfy �, l > 0 as well as

hxi2þdðj�� 1j þ jl� 1j þ jD2�j þ jD2ljÞ þ hxi1þdðjr�j þ jrljÞ 2 L1: (2.25)

Then, also property (2) in the spectral assumption (S) is satisfied if z 2 Rnf0g:

Proof. Let z 2 Rnf0g so that k ¼ z2 > 0: We take a solution u of LðzÞu ¼ 0 of the form
u ¼ R0ðkÞf for some f 2 L21=2þ ,! Y�: In particular, from (2.15) with a¼ 1 we know

that u,ru,Du 2 Y:
Proceeding as in the previous proposition, we see that / ¼ r � u 2 Y satisfies

k/þr � 1
�l

r/
� 	

¼ 0

which can be written as
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ðDþ kÞ/�rb � r/þ kð�l� 1Þ/ ¼ 0, b ¼ ln ð�lÞ:
Setting / ¼ ffiffiffiffiffi

�l
p

w, this equation is transformed into

ðDþ kÞwþ cðxÞw ¼ 0, cðxÞ ¼ 1
2
Db� 1

4
jrbj2 þ kð�l� 1Þ: (2.26)

Condition (2.25) for some d0 > d implies that jxj2hxidcðxÞ 2 ‘1L1 and cw 2 Y�: Lemma
3.3 in [31], thus, yields w¼ 0, and hence, / ¼ 0:
We next show some decay of u. Since u is divergence free, as in Proposition 2.6 the

equation LðzÞu ¼ 0 is reduced to (2.21) with z2 ¼ k: Defining ðE,HÞ as in (2.22), withffiffiffi
k

p
in place of z, we see that ðE,HÞ satisfy the Maxwell system (2.23) with z ¼ ffiffiffi

k
p

> 0:
Since Iz ¼ 0, Eqs. (2.24) and (2.22) implyð

jxj¼R
jx̂ � Ej2 þ jHj2
� 

dS ¼
ð
jxj¼R

jx̂ � EþHj2dS

¼
ð
jxj¼R

jl
ffiffiffi
k

p
j�2jr � E� il

ffiffiffi
k

p
x̂ � Ej2dS:

Multiplying both sides by the (radial) function hxis�1 and integrating in the radial vari-
able, we arrive at

khxis�1x̂ � EkL2 þ khxis�1HkL2 � CðlÞk�1=2khxis�1 r� E� il
ffiffiffi
k

p
x̂ � E


 �
kL2 :

Now, the radiation estimate (2.7) with s ¼ 1
2þ yields

khxi�1
2þ r � ix̂

ffiffiffi
k

p� �
R0ðkÞf kL2 � Ckhxi12þf kL2 : (2.27)

By means of E ¼ u=�, we write

r� E� il
ffiffiffi
k

p
x̂ � E ¼ r 1

�

� 	
� uþ i

ffiffiffi
k

p

�
ð1� lÞx̂ � uþ 1

�
r� u� i

ffiffiffi
k

p
x̂ � u

� �
: (2.28)

We know that u ¼ R0ðkÞf for some f 2 Y�, so that u 2 X and
ffiffiffi
k

p
u 2 Y by (2.5).

Condition (2.25) and (2.4) then imply that the first two terms on the RHS of hxi�1
2þ

times (2.28) are bounded by khxi12þf kL2 : Using also (2.27), we derive

khxi�1
2þx̂ � EkL2 þ khxi�1

2þHkL2 � Cð�, l, kÞkhxi12þf kL2 < 1:

This proves that hxi�1
2þH, and hence, hxi�1

2þr � E are contained in L2. Conversely,

E ¼ ��1R0ðkÞf satisfies hxi�1=2�E 2 L2 by (2.4). The condition r � ð�EÞ ¼ 0 and the

decay of r�, thus, give hxi�1
2þr � E 2 L2: It follows that hxi�1

2þrE is an element of L2,

which leads to hxi�1
2þru 2 L2 and the estimate

khxi�1
2þrukL2 � Cð�, l, kÞkhxi12þf kL2 < 1:

Recalling the original equation satisfied by u, we have

ðDþ kÞu ¼ �g

with g ¼ kða� 1Þuþ bðx, @Þu and a ¼ �l: Since u,ru 2 Y , the decay Assumption

(2.25) and (2.4) yield hxi12þg 2 L2: By the radiation estimate (2.7) for R0ðkÞ, we obtain
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that hxi�1
2þ ru� i

ffiffiffi
k

p
x̂u

� �
2 L2 and in conclusion hxi�1

2þu 2 L2: Note that also jxj�1
2þu

belongs to L2.
To prove that u¼ 0, we use a Carleman estimate from proposition 5 of [35] for the

special case of the operator Dþ k and of a function with jxj�1=2þu 2 L2: There it is
shown that

kwqukL2 þ
���� jxjwq
h0ð ln jxjÞ þ jxj ru

����
L2
� kwðxÞq�1ðDþ kÞukL2

where wðxÞ ¼ ehð ln jxjÞ, e, s1 > 0 are small but fixed, and

h0 tð Þ ¼ s1 þ set=2 � s1
� � s2

s2 þ eet
, q jxjð Þ ¼ h0 ln jxjð Þ

jxj2 1þ h0 ln jxjð Þ2
jxj2

 ! !1=4

:

The estimate is uniform in s � ŝ for some ŝ � 1: We further set uðrÞ ¼ hð ln rÞ and
note

qðrÞ ¼ r�
1
4ðu0ðrÞ þ u0ðrÞ3Þ14:

We can write

kwq�1ðDþ kÞukL2 � kwq�1 1
�l

Dþ k
� 	

ukL2 þ kkwq�1ð�l� 1ÞukL2

and also

� 1
�l

Du ¼ r� 1
l
r� 1

�
uþ L:O:T: ¼ kuþ L:O:T:

Here, the lower order terms are bounded by hxi�2�djuj þ hxi�1�djruj due to (1.10) and
(2.25). We obtain

kwqukL2 þ
���� jxjwq
h0ð ln jxjÞ þ jxj ru

����
L2
� kwq�1ðL:O:T:ÞkL2 þ kkwq�1ð�l� 1ÞukL2 :

To absorb the RHS by the left, we have to prove that the functions m1 ¼ q�2hxi�2�d

and m2 ¼ q�2ð1þ u0Þhxi�1�d are smaller than a certain constant g > 0 uniformly in x
for a fixed large s. This will yield u¼ 0, and thus, the result. Let r ¼ jxj: We first
observe that

u0ðrÞ ¼ h0ð ln rÞ
r

¼ s3 þ s1er
1
2

s2r
1
2 þ er

3
2

,

m1ðxÞ � hxi�3
2�dðu0ðrÞ þ u0ðrÞ3Þ�1

2 � hxi�3
2�du0ðrÞ�1

2 � hxi�1
2�du0ðrÞ�1

2,

m2ðxÞ � hxi�1
2�d 1þ u0ðrÞ

ðu0ðrÞ þ u0ðrÞ3Þ12
¼ hxi�1

2�du0ðrÞ�1
2 � Chxi�1

2�d sr
1
4 þ e

1
2r

3
4

s
3
2 þ ðs1eÞ

1
2r

1
4

¼: mðxÞ:

Let r � r0 for some r0 � 1 to be fixed below. We compute

mðxÞ � r�
1
4�d

s
1
2

þ e
1
2r

1
4�d

ðs1eÞ
1
2r

1
4

� s�
1
2 þ r�d

0 :

14 P. D’ANCONA AND R. SCHNAUBELT



uniformly for s � 1 and r � r0: We can fix r0 � 1 and s0 � ŝ such that mðxÞ � g for
all s � s0 and jxj � r0: Let now jxj ¼ r � r0: In similar way we estimate

mðxÞ � sr
1
4 þ e

1
2r

3
4

s
3
2 þ ðs1eÞ

1
2r

1
4

� s�
1
2r

1
4
0 þ s�

3
2e

1
2r

3
4
0:

Fixing a large s � s0, we conclude that mðxÞ � g and hence m1ðxÞ,m2ðxÞ � g for
all x. w

It is possible to exclude also a resonance at z2 ¼ 0, provided the first derivatives of
the coefficients decay a bit faster. We now use that the space dimension is n¼ 3 which
did not play a role so far.

Proposition 2.8. Assume the real-valued coefficients �, l > 0 satisfy (2.19) and

j�� 1j þ jl� 1j þ jD2lj þ jD2�j� hxi�2�d, jr�j þ jrlj� hxi�3
2�d (2.29)

for some d 2 0, 12
� �

. Let Lð0Þu ¼ 0 for some u ¼ D�1f and f 2 L21=2þ. Then, u¼ 0, so

that spectral assumption (S) is true in view of Propositions 2.6 and 2.7.

Proof. 1) We have Du ¼ f 2 L21=2þ ,! Y�, and hence, D2u 2 L2: Moreover, Lemma 2.2
yields ru 2 Y and u 2 X: As before, we first consider the function / ¼ r � u which
now fulfills the equation

r � 1
�l

r/
� 	

¼ 0, i:e:, D/ ¼ rb � r/, b ¼ ln ð�lÞ:

Starting from r/ 2 L2, we get D/ 2 L2, and then, r/ 2 H2
loc, so that / 2 C1: By

(2.29),

g ¼ rb � r/ satisfies g 2 L23
2�d

2
, rg 2 L23

2þd:

Note that this implies hxi32þdg 2 L6 because of

khxi32þdgkL6 � kr hxi32þdg

 �

kL2 � khxi12þdgkL2 þ khxi32þdrgkL2 < 1:

Since / ¼ D�1g, we can estimate

j/ðxÞj�
ð jgðyÞj
jx � yj dy� khxi32�d=2gkL2

ð
dy

hyi3�djx � yj2
 !1=2

� jxj�1þd=2

using the standard inequality ð
R

n

dy

hyiajx � yjb � jxjn�a�b

for a, b 2 ð0, nÞ with aþ b > n: In a similar way we obtain

jr/ðxÞj�
ð jgðyÞj
jx� yj2 dy� khxi32þdgkL6

ð
dy

hyið3þ2dÞ3=5jx� yj12=5
 !5=6

� jxj�1�d:

Together we have proved the decay
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j/ðxÞj� hxi�1þd=2, jr/ðxÞj� hxi�1�d: (2.30)

Let v be a radial cutoff function equal to 1 on B(0, 1) and with support in B(0, 2). Set
vRðxÞ ¼ vðR�1xÞ for R � 1 and /R ¼ vR/: We compute

rðar/RÞ ¼ 2arvR � r/þra � rvR/þ a/DvR, a ¼ ð�lÞ�1:

Multiply by /R and integrate by parts. The above estimates then implyð
jxj�R

a r/Rj2 �
ð
R�jxj�2R

ðR�1hxi�2�d=2 þ hxi�1�dR�1hxi�2þd þ hxi�2þdR�2Þ
�����

(we used again (2.29)) and we deduce that for R ! 1ð
jxj�R

a r/Rj2 �R�d=2 ! 0:
�� (2.31)

We conclude that r/ ¼ 0, and by the decay of / we have r � u ¼ / ¼ 0:
2) Using r � u ¼ 0, as in Proposition 2.6 the equation Lð0Þu ¼ 0 is reduced to

r� 1
l
r� 1

�
u

� 	
¼ 0 or equivalently Du ¼ �bðx, @Þu ¼: F: (2.32)

We can write

jFj ¼ jbuj� ðjrlj2 þ jr�j2 þ jD2�jÞjuj þ ðjr�j þ jrljÞjruj: (2.33)

We have ru 2 Y � L2�1=2�r, u 2 X � L2�3=2�r (see (2.4)), and by assumption Du 2
L21=2þr, for some r > 0: Hypothesis (2.29) then yields that

hxi12þd�rjDuj� hxi�3
2�rjuj þ hxi�1

2�rjruj 2 L2:

(Actually, we only use condition (1.13) here.) We fix numbers d
2 > c0 > c > r: By

H€older’s inequality, Du ¼ F belongs Lp with

1
p
¼ 1

2
þ

1
2 þ c0 � r

3
< 1:

Sobolev’s embedding, thus, implies that

ru 2 Lq with
1
q
¼ 1

3
þ c0 � r

3
<

1
2
, u 2 Lr with

1
r
¼ c0 � r

3
:

We infer hxic�r�1
2ru 2 L2 and hxic�r�3

2u 2 L2, so that hxi12þdþc�rDu 2 L2 by (1.13).
We can repeat the argument replacing 1

2 � rþ d by 1
2 � rþ cþ d, and derive that

hxi2c�r�1
2ru and hxi2c�r�3

2u belong to L2. This procedure can be started as long as 1
2 �

rþ kcþ c0 < 3
2 : If

1
2 � rþ kcþ c0 � 1 we obtain ru 2 L2 where the improvement stops

for ru: For u we can achieve hxi�1
2�d

2u 2 L2:
Assumption (2.29) now gives F 2 L2ð3þdÞ=2 and

hxi32þdjFj� hxi�1
2juj þ jruj:

The second term at the right belongs to L6 since krukL6 � kDukL2 and Du 2 L21=2þ: For
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the first term we have

khxi�1
2ukL6 � kr hxi�1

2u

 �

kL2 � khxi�3
2ukL2 þ khxi�1

2rukL2 < 1

by the above decay properties. We infer that hxi32þdF 2 L6: Thus, we can repeat the
argument in Step 1 and we obtain

juðxÞj� hxi�1þd=2, jruðxÞj� hxi�1�d: (2.34)

For vR as above, the map uR ¼ vRu satisfies

r� 1
l
r� 1

�
uR

� 	
¼ r� 1

a
rvR � u

� 	
þ 1
l
rvR � r� 1

�
u

� 	

because of (2.32). Similar to (2.31), we conclude thatð
jxj�R

jr � 1
�
uRj2 1l dx�R�d=2

and hence, r� 1
� u ¼ 0: The Helmholtz decomposition, thus, yields 1

� u ¼ ru with the
potential

u ¼ D�1r � 1
�
u ¼ D�1 r 1

�
� u

� 	
,

where we employed again r � u ¼ 0: Estimates (2.29) and (2.34) imply

juðxÞj�
ð

dy

hyi52þd
2jx� yj

� jxj�1
2�d

2, jruðxÞj�
ð

dy

hyi52þd
2jx � yj2

� jxj�3
2�d

2:

Conversely, we have 0 ¼ r � u ¼ r � ð�ruÞ which leads toð
jxj�R

�jruj2dx ¼
����
ð
jxj¼R

��ux̂ � rudS

�����R2R�1
2�d

2R�3
2�d

2 �R�d:

As R ! 1, we infer that u ¼ �ru ¼ 0: w

3. High frequencies

In the high frequency regime jzj � 1 we can prove more precise estimates, with the
correct dependence on z of the constants. This will require a splitting of space variables
in two domains: for large x we can use a Morawetz type estimate since lower order
terms are small there, while for bounded x a modified Carleman estimate is sufficient.
This kind of splitting has been used by several authors (see e.g. [36]).

3.1. Morawetz estimate

Assume a(x) > 0 and let

f ¼ Dvþ z2aðxÞv, z2 ¼ kþ ig: (3.1)

Here, we may assume g � 0 since the case g < 0 is reduced to the first one by conju-
gating the equation. Then, for all real valued / and w we have the well-known
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identities

Rr � fQþ Pg ¼ � 1
2
DðDwþ /Þjvj2 þ 2@jv@j@kw@k�v � kaðxÞ/jvj2 þ krw � rajvj2

þ /jrvj2 þ 2gaðxÞI vrw � r�v½ � þRð D,w½ � þ /Þ�vf �,
(3.2)

r � P ¼ /jrvj2 � z2aðxÞjvj2/þ f�v/� 1
2
D/jvj2 þ iIð�vrv � r/Þ (3.3)

for the functions

Q ¼ rv D,w½ ��v � 1
2
rDwjvj2 �rwjrvj2 þrwaðxÞkjvj2,

P ¼ rv/�v � 1
2
r/jvj2:

The quick way to check these identities is by expanding the derivatives of P and Q at
the left-hand side. In these computations we assume that the functions are sufficiently
regular, and below we also need some integrability; these technical assumptions can be
removed by approximation arguments. We rewrite (3.2) in the form

RrfQþ Pg þ Ig þ If ¼ Irv þ Iv (3.4)

where

Irv ¼ 2@jv ð@j@kwÞ @kv þ /jrvj2, Iv ¼ � 1
2
DðDwþ /Þjvj2 � kaðxÞ/jvj2 þ krw � rajvj2,

If ¼ �Rðf D,w½ ��v þ f �v /Þ, Ig ¼ �2gaðxÞIð�v rw � rvÞ:

1) We first deduce from (3.3) some easy estimates, where we now work in three
space dimensions for simplicity. We take the imaginary part in (3.3) and integrate on
R

3: It follows

g
ð
aðxÞjvj2/ ¼ I

ð
f�v/þ I

ð
�vrv � r/: (3.5)

Choosing / ¼ 1, we infer

gka1=2vk2 ¼ I

ð
f�v: (3.6)

Similarly, the real part of (3.3) yieldsð
/jrvj2 ¼ k

ð
ajvj2/�R

ð
f�v/þ 1

2

ð
D/jvj2 (3.7)

and with / ¼ 1

krvk2 ¼ kka1=2vk2 �R

ð
f�v: (3.8)

In order to estimate the term Ig in (3.4), we use (3.6) and (3.8) to deduceð
Ig � 2jgkja1=2rwkL1ka1=2vkL2krvkL2 � Cjgj1=2

ð
jf�vj

� 	1=2

jkkja1=2vk2L2 þ
ð
jf�vj

� 	1=2
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with C ¼ 2ka1=2rwkL1 : Equation (3.6) then leads toð
Ig � C

ð
jf�vj

� 	1=2

jkj
ð
jf�vj þ jgj

ð
jf�vj

� 	1=2

,

and we arrive at the estimateð
Ig � 2ka1=2rwkL1ðjkj þ jgjÞ1=2kf�vkL1 : (3.9)

2) In (3.5) we choose / as

/ðxÞ ¼ 1 if jxj � R, /ðxÞ ¼ 2� jxj
R

if R � jxj � 2R, /ðxÞ ¼ 0 if jxj � 2R: (3.10)

We compute

jgj
ð
jxj�R

ajvj2 �
ð
jxj�2R

jf�vj þ 1
R

ð
R�jxj�2R

jvkrvj

�

ð
jxj�2R

jf�vj þ Rkvk _Xkrvk _Y :

(3.11)

Observe that we have used the homogeneous norms (2.2). Dividing by R and taking the
supremum over R> 0, we obtain the estimate

jgkja1=2vk2_Y � kjxj�1f�vk2L1 þ kvk _X þ krvk2_Y : (3.12)

Next, take / ¼ 1
jxj�R and note that

D/ ¼ � 1
R2

djxj¼R:

For this /, Eq. (3.7) impliesðjrvj2 � kajvj2
jxj�R dxþ 1

2R2

ð
jxj¼R

jvj2dS �
ð jf�vj
jxj�R � kjxj�1f�vkL1 : (3.13)

To proceed, we have to distinguish three cases for k. First, let k � 0: We deduce

1
R

ð
jxj�R

jrvj2 þ ajkkvj2
� �

dxþ 1
2R2

ð
jxj¼R

jvj2dS � kjxj�1f�vkL1 ,

and thus, taking the supremum over R> 0,

krvk2_Y þ jkkja1=2vk2_Y þ kvk2_X � kjxj�1f�vkL1 :
Combined with (3.12), this relation shows

krvk2_Y þ kza1=2vk2_Y þ kvk2_X � kjxj�1f�vkL1 for k � 0: (3.14)

If k � 0, with a similar computation, from (3.13) we infer the inequality

krvk2_Y þ kvk2_X � C0 kjxj�1f�vkL1 þ jkkja1=2vk2_Y

 �

for k � 0

for a suitable constant C0 > 0: Let now k � ð2C0Þ�1jgj: As k � k _Y � k � kY , the above
estimate, (3.12) and (3.14) imply
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krvk2Y þ kza1=2vk2Y þ kvk2_X � kjxj�1f�vkL1 for k � C1jgj (3.15)

where C1 ¼ ð2C0Þ�1:

Recall now that f ¼ ðDþ z2aÞv: In the desired result we also have a first-order oper-
ator b ¼ bðx, @Þ satisfying (3.27) below, with a sufficiently small constant r. To include
this term, we write f ¼ ðDþ z2aþ bÞv� bv: We can control the new term with bv via

kjxj�1�vbðx, @ÞvkL1 � rkjxj�1=2hxi�1�d=2vk2L2 þ rkhxi�ð1þdÞ=2rvkL2khxi�ð1þdÞ=2jxj�1vkL2
so that (a variant of) (2.4) shows

kjxj�1�vbðx, @ÞvkL1 � rkvk2_X þ rkrvk2Y :
These terms can be absorbed at the left if r > 0 is small enough. Inserting f ¼
ðDþ z2aþ bÞv� bv in (3.15), we conclude

krvk2Y þ kza1=2vk2Y þ kvk2_X � kjxj�1�vðDþ z2aþ bÞvkL1 for k � C1jgj: (3.16)

Observe that

kjxj�1g�vkL1 � kgkY�kjxj�1vk _Y � kgkY�kvk _X :

again by a variant of (2.4). Absorbing a kvk2_X term, we conclude

krvkY þ kza1=2vkY þ kvk _X � kðDþ z2aþ bÞvkY� for k � C1jgj: (3.17)

3) It remains to consider the case 0 � C1jgj � k, for which we need (3.4). For arbi-
trary R> 0, we now employ the functions

w ¼ R2 þ jxj2
2R

1jxj�R þ jxj1jxj>R, / ¼ � 1
R
1jxj�R: (3.18)

One calculates

w0 ¼ jxj
jxj�R , w00 ¼ 1

R
1jxj�R,

Dwþ / ¼ 2
jxj�R , DðDwþ /Þ ¼ � 2

R2
djxj¼R:

(3.19)

We assume

0 < a � aðxÞ � M, khxia0�a�1k‘1L1 � 1
4
:

Using these relations and the inequalityð
rw � rajvj2 � �ka0�jvj2kL1 � �2ka1=2vk2Ykhxia0�a�1k‘1L1 ,

cf. (2.3), we derive

sup
R>0

ð
Iv � kvk2_X þ k

2
ka1=2vk2Y : (3.20)

(Recall (2.2).) Since w is radial, we can write
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2@jv ð@j@kwÞ @kv ¼ 2w00jx̂ � rvj2 þ 2
w0

jxj jrvj2 � jx̂ � rvj2
� 

� 2
R
1jxj�Rjrvj2,

so that

sup
R>0

ð
Irv � krvk2Y : (3.21)

Integrating (3.4), the lower bounds (3.20) and (3.21) show

kvk2_X þ kka1=2vk2Y þ krvk2Y � sup
R>0

ð
If þ sup

R>0

ð
Ig: (3.22)

In view of jDwþ /j � 2=jxj and jrwj � 1, we haveð
If � 2kjxj�1f�vkL1 þ 2kfr�vkL1 :

Because of 0 � C1jgj � k, estimate (3.9) for the above w yieldsð
Ig� ðMkÞ1=2kf�vkL1 : (3.23)

for every R> 0. We, thus, arrive at

kvk2_X þ kka1=2vk2Y þ krvk2Y � kjxj�1f�vkL1 þ kfr�vkL1 þ ðMkÞ1=2kf�vkL1 for k � C1jgj:

We now use the inequalities

kjxj�1f�vkL1 � kf kY�kvk _X , kf�vkL1 � kf kY�kvkY
as well as jgj � 1

C1
k and a � a, to obtain

kvk2_X þ kzvk2Y þ krvk2Y � CðM, aÞkf k2Y� : (3.24)

Recall that f ¼ ðDþ z2aðxÞÞv: As in (3.16), in (3.24) one can now add and subtract
the term bv on the right-hand side and absorb error terms for a small r > 0 (w.r.t. a
and M). We conclude that

kvk2_X þ kzvk2Y þ krvk2Y � cða,MÞkðDþ z2aþ bÞvk2Y� : (3.25)

Putting the pieces together, (3.17) and (3.25) we have proved the following uniform
resolvent estimate under a smallness condition on the coefficients of bðx, @Þ:
Proposition 3.1. Let z 2 C with Iz � 0. Assume that for some M, a > 0

a � aðxÞ � M, khxia�1a0�k‘1L1 � 1
4
, (3.26)

while the first-order operator bðx, @Þ satisfies for some r, d > 0

jbðx, @Þvj � rðhxi�2�djvj þ hxi�1�djrvjÞ: (3.27)

Let r be sufficiently small with respect to a and M. We then have

kvk _X þ kzvkY þ krvkY � cða,M, r, dÞkðDþ z2aþ bÞvkY� : (3.28)
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We now localize estimate (3.28) to a region jxj � S, where S> 1 is fixed but arbi-
trary. We shall assume that condition (3.27) is satisfied only in this region:

jbðx, @Þvj � rðhxi�2�djvj þ hxi�1�djrvjÞ for jxj > S: (3.29)

Let v0 be a real valued radial cutoff equal to 0 for jxj � 1 and equal to 1 for jxj � 2,
with a non negative radial derivative v00 � 0: Set vðxÞ ¼ v0ðx=SÞ with the parameter
S> 1. Note that

jrvj� S�11jxjS, jDvj� S�21jxjS

where jxj  S is a shortcut for S � jxj � 2S: We consider w ¼ vv, L ¼ Dþ az2 þ b,
z2 ¼ kþ ig, and

f ¼ Lv, g ¼ Lw ¼ vf þ L, v½ �v, L, v½ �v ¼ 2rv � rvþ Dvvþ b, v½ �v:
Assumption (3.29) yields

j bðx, @Þ, v½ �vj � jvjrhxi�1�djrvj� rS�2�djvj1jxjS,

where we can assume w.l.o.g. r � 1: We, thus, obtain

j L, v½ �vj � cS�1ðjvj þ jrvjÞ1jxjS (3.30)

for some constant c ¼ cðr,MÞ: We now prove a version of (3.28) for vS ¼ vv:
1) It is sufficient to consider g � 0 as the case g < 0 follows by conjugation. First, let

�1 < k � C1g < þ1: We can here apply estimate (3.16) with w in place of v, i.e.,

krwk2Y þ kzwk2Y þ kwk2_X � ckjxj�1�wLwkL1 :
(Since w¼ 0 for jxj � S, it is sufficient to assume the localized condition (3.29) on the
lower order terms.) Writing Lw ¼ vLvþ ½L, v�v and using the estimate (3.30), we compute

kjxj�1�wvLwkL1 � kjxj�1�wvLvkL1 þ cS�1kðjvj þ jrvjÞvkL1ðjxjSÞ

for some c ¼ cðr,MÞ: The space ‘1L1L2 was introduced after (2.3). Analogously, we
define ‘1L1L2 and control its norm by

kuk‘1L1L2 :¼
X
j�0

ð2jþ1

2j

 ð
jxj¼r

juj2dS
!1

2

dr �
X
j�0

2
j
2

ð
Aj

juj2dx
 !1

2

� kukY� ,

employing (2.3) in the last step. By means of a variant of (2.3), we, thus, obtain

kjxj�1�wvLvkL1 � kjxj�1wk‘1L1L2kvLvk‘1L1L2 � kwk _XkvLvkY� ,

We conclude

krwk2Y þ kzwk2Y þ kwk2_X � ckvLvk2Y� þ cS�1kðjvj þ jrvjÞvkL1ðjxjSÞ (3.31)

for �1 < k � C1g < þ1:

2) Let now k � C1g � 0: For this case we resort to (3.22) with w ¼ vv in place of v
and h ¼ ðDþ z2aðxÞÞw in place of f which gives

kwk2_X þ kkwk2Y þ krwk2Y � sup
R>0

ð
~Ih þ sup

R>0

ð
~Ig (3.32)
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where w and / are given by (3.18) as well as

~Ih ¼ �R 2rw � r�w þ Dw�w þ /�wð Þhð Þ, ~Ig ¼ �2ga xð ÞI �w rw � rwð Þ:
By (3.19) we have jrwj � 1 and henceð

~Ig � 2Mgk�wrwkL1 � 2Mgk�wrvkL1 þ 2MgS�1kjvj2kL1 jxjSð Þ (3.33)

for all R> 0. Next, identities (3.6) and (3.8) imply the estimates

gkvk2 � a�1kf�vkL1 , krvk2 � Mkkvk2 þ kf�vkL1
where k � k ¼ k � kL2 : Taking into account S> 1 and k � C1g, we infer

gS�1k1jxjSvk2 � a�1kf�vkL1 ,
gk�vrvkL1 � gk1=2kvk2 þ gk�1=2krvk2 � a�1k1=2kf�vkL1 þMgk1=2kvk2 þ gk�1=2kf�vkL1

� a�1 þMa�1 þ C�1
1

� �
k1=2kf�vkL1 :

So (3.33) leads toð
~Ig � C a,Mð Þ 1þ kð Þ1=2kf�vkL1 � C a,M, qð ÞkLvk2Y� þ q2 1þ kð Þkvk2Y (3.34)

for all q > 0: Conversely, ~Ih can be written as

~Ih ¼ �R 2vw0�vr þ 2v0w0�v þ Dwþ /ð Þ�w� � � 2v0vr þ Dvvþ vLv� vb x, @ð Þv� �
 �
¼ N þ I þ II þ III þ IV

for the summands

N ¼ �4vv0w0jvrj2,
I ¼ �R 2v0w0�v þ Dwþ /ð Þ�w� � � 2v0vr,
II ¼ �R 2rw � r�w þ Dwþ /ð Þ�wð ÞDvvð Þ,
III ¼ �R 2rw � r�w þ Dwþ /ð Þ�wð ÞvLvð Þ,
IV ¼ R 2rw � r�w þ Dwþ /ð Þ�wð Þ b x, @ð Þw � b, v½ �v� �� �

:

The term N is negative and can be dropped. For the remaining terms, we recall from
(3.19) that jrwj � 1 and jDwþ /j � 2=hxi on the support of v, independently of
R> 0. Moreover, the definition of v yields

v0 � cS�11jxjS � chxi�1 and jDvj � cS�21jxjS � chxi�2

for S> 1. We, thus, obtain

I þ II� S�2jvj jrvj þ jvjð Þ1jxjS,

III� jvLvj jrwj þ hxi�1jwj
� �

,

kIIIkL1 � c0kvLvk2Y� þ 1
10

khxi�1wk2Y þ 1
10

krwk2Y :

Note that khxi�1wkY � kwk _X , cf. (2.4). For IV we use (3.29) and get
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IV � c jrwj þ hxi�1jwj
� �

r hxi�1�djrwj þ hxi�2�djwj þ S�2�djvj1jxjS


 �
� crhxi�1�d jrwj þ hxi�1jwj

� �2 þ crS�2jvj21jxjS,

estimating b, v½ � as in (3.30). Invoking (2.4), it follows

kIVkL1 � rkwk2_X þ rkrwk2Y þ rS�2kv2kL1 jxjSð Þ:

Thus, if r is small enough we deriveð
~Ih � ckvLvk2Y� þ cS�2k jrvj þ jvjð ÞvkL1 jxjSð Þ þ

1
5
kwk2_X þ 1

5
krwk2Y :

Plugging this estimate and (3.34) in (3.32) and absorbing some terms at the LHS, we
arrive at

kwk2_X þ kkwk2Y þ krwk2Y � CkLvk2Y� þ CS�1k jvj þ jrvjð ÞvkL1 jxjSð Þ þ q2 1þ kð Þkvk2Y :
(3.35)

By the condition 0 � g � C1k we can replace k by jkþ igj ¼ jzj2 on the LHS of the
inequality. Combining (3.31) and (3.35), we have proved the following uniform resolv-
ent estimate for functions localized outside a ball, provided that the lower order coeffi-
cients are small in that region.

Proposition 3.2. Let M, a, r, d > 0 and S> 1. Assume that a(x) satisfies (3.26), while the
first-order operator bðx, @Þ satisfies

jbðx, @Þvj � rðhxi�2�djvj þ hxi�1�djrvjÞ for all jxj � S: (3.36)

Let r > 0 be sufficiently small with respect to a and M. Then, for all z 2 C the function
vS ¼ v1jxj�2S satisfies

kvSkX þ kzvSkY þ krvSkY � CkLvkY� þ C
S
k jvj þ jrvjð Þvk1=2L1 jxjSð Þ þ q 1þ kð Þ1=2kvkY

(3.37)

for all q > 0, where k ¼ Rz2, LðzÞ ¼ Dþ z2aðxÞ þ bðx, @Þ and C ¼ Cða,M, r, d, qÞ:

3.2. Carleman estimate

We shall combine estimate (3.37) with a Carleman estimate in a compact subset of R3,
in order to handle coefficients which may be large on a bounded subset of R

3: Our
goal is an estimate for (large) frequencies z2 ¼ kþ ig belonging to a suitable parabolic
region, which is needed for our later investigations. In the following computations we
consider functions u 2 H2 which decay fast enough, actually the result will be applied
to functions with compact support.
First, let Rz2 ¼ k < 0: Integration by parts yieldsð
jrvj2 �Rz2

ð
aðxÞjvj2 ¼ �R

ð
ððDvþ z2avÞ�vÞ, Iz2

ð
aðxÞjvj2 ¼ I

ð
ððDvþ z2avÞ�vÞ:

These identities lead to
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krvk2L2 þ jkkja1=2vk2L2 � kDvþ z2avkL2kvkL2 �
1
jkj kDvþ z2avk2L2 þ

jkj
4
ka1=2vk2L2

jgkja1=2vk2L2 �
1
jkj kDvþ z2avk2L2 þ

jkj
4
ka1=2vk2L2 :

Using a � aðxÞ, we obtain the elliptic estimate

krvk2L2 þ kzvk2L2 � krvk2L2 þ
1
a
kza1=2vk2L2 �

CðaÞ
jkj kðDþ z2aÞvk2L2 :

For any first-order operator bðx, @Þ with bounded coefficients, the above inequality
implies

krvk2L2 þ kzvk2L2 � Cða, k0ÞkðDþ z2aþ bðx, @ÞÞvk2L2 ,
kvk2X þ krvk2Y þ kzvk2Y � Cða, k0ÞkðDþ z2aþ bðx, @ÞÞvk2Y�

(3.38)

for all Rz2 � �k0ða, bÞ, where k0ða, bÞ > 0 depends only on a ¼ inf aðxÞ and the supre-
mum of the coefficients of bðx, @Þ: In the second line we employ (3.18) from [37]
and (2.3).
We, thus, focus on the case k > 0, starting with the main part Dþ az2: We use the

notations

r ¼ jxj, x̂ ¼ x
jxj , @r ¼ x̂ � r, X ¼ rr� x@r, ~X ¼ X� 2x̂:

As above, we denote the radial derivative of a radially symmetric function with an apex,

i.e., /0ðrÞ ¼ @r/: The vector fields X and ~X satisfy the relations

x̂ � X ¼ 0,
ð
S
2

~XfdS ¼ 0

and we have

X2 ¼ D
S
2 , D ¼ @2

r þ
2
r
@r þ 1

r2
X2, jrvj2 ¼ j@rvj2 þ 1

r2
jXvj2:

Fix two radially symmetric, real valued functions / and c. We introduce the trans-
formed operator

Q ¼ re/ðDþ z2aðxÞÞe�/r�1, z2 ¼ kþ ig, k, g 2 R,

or more explicitly

Q ¼ @2
r þ

1
r2
X2 þ z2aðxÞ þ /02� /00 � 2/0@r:

It is straighforward to check

@rfcA0g þ ~X � fcZ0g ¼ 2c � R Qv � vr½ � þ 2cgaðxÞIðv � vrÞ

þ ðc0 þ 4/0cÞjvrj2 � c
r2

� 	0
jXvj2 þ ðkaðxÞ þ /02� /00Þc� 0jvj2,

(3.39)

where k ¼ Rz2, g ¼ Iz2 and
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A0 ¼ j@rvj2 � 1
r2
jXvj2 þ ðkaðxÞ þ /02� /00Þjvj2, Z0 ¼ 2Rðr�2Xv � vrÞ:

Lemma 3.3. Assume a(x) satisfies

0 < aðxÞ � M, ð� þ rÞa0� � 2a� �, (3.40)

for some M> 0 and � 2 ð0, 1�. Let k ¼ Rz2, g ¼ Iz2, �k � 2g2, and s � M2 þ 4. Then,
we have the estimate

ke/hxi�1=2ruk2L2 þ ðRz2 þ s2Þke/uk2L2 � 10��4s�1ke/ð� þ rÞðDþ zaÞuk2 (3.41)

where /ðrÞ ¼ sðr2 þ rÞ:

Proof. Identity (3.39) implies

@rfcA0g þ ~X � fcZ0g þ s�1cjQvj2

� ðc0 þ ð4/0 � sÞc�M2c
3
2Þjvrj2 � c

r2

� 	0
jXvj2 þ ðkaðxÞ þ /02� /00Þc� 0jvj2 � g2c

1
2jvj2:

We make the choices

cðrÞ ¼ ð� þ rÞ2, /ðrÞ ¼ sðr2 þ rÞ
with the parameters s � M2 þ 4 and � 2 0, 1ð �: We obtain

‘ :¼ @rfcA0g þ ~X � fcZ0g þ s�1cjQvj2 � 2s r þ 1ð Þcjvrj2 þ 2� � þ rð Þ
r3

jXvj2

þ k acð Þ0 þ s2 � þ rð Þ3 � g2c
1
2


 �
jvj2:

Condition (3.40) yields acð Þ0 � �c1=2, and �k� g2 � 1
2 �k follows from the assumption

on z. We can, thus, continue the previous inequality as

‘ � 2s r þ 1ð Þcjvrj2 þ 2� � þ rð Þ
r3

jXvj2 þ 1
2
�k � þ rð Þ þ s2 � þ rð Þ3

� 	
jvj2:

Now, we integrate over the cylinder P ¼ 0, þ1½ Þ � S
2 and use the notation

kvk2P :¼
ðþ1

0

ð
S
2
jvj2dSdr:

So the above lower bound leads to

skvrk2P þ
��� 1
r3=2

Xv
���2
P
þ kkvk2P þ 2s2k � þ rð Þvk2P � 2s�1��2k � þ rð ÞQvk2P:

Setting v ¼ re/u, we have

kvkP ¼ ke/ukL2ðR3Þ, kr�3=2XvkP ¼ kr�3=2e/XukL2ðR3Þ,

kð� þ rÞQvkP ¼ ke/ð� þ rÞðDþ z2aðxÞÞukL2ðR3Þ,

which implies the first partial estimate
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skvrk2P þ
��� e/

r3=2
Xu
���2
L2
þ kke/ukL2 þ 2s2kð� þ rÞe/uk2L2

� 2��2s�1ke/ð� þ rÞðDþ z2aðxÞÞuk2L2 :
(3.42)

In order to handle the vr term, we first define v ¼ rw, i.e., w ¼ e/u: Observe that

kvrk2P ¼
ð ���wr þ w

r

���2dx ¼
ð

jwrj2 þ jwj2
r2

þ 2Rwr
�w
r

� 	
dx,ð

2Rwr
�w
r
dx ¼

ð
1
r
x̂ � rjwj2dx ¼ �

ð
jwj2r � x̂

r

� 	
dx ¼ �

ðjwj2
r2

dx,

and hence

kvrkP ¼ kwrkL2ðR3Þ ¼ ke/ður þ /0uÞkL2ðR3Þ, /0ðrÞ ¼ sð2r þ 1Þ:
We deduce

ke/urk2L2ðR3Þ � 2kvrk2P þ 8��2s2ke/ð� þ rÞuk2L2ðR3Þ:

So estimate (3.42) gives

ke/urk2L2 þ
��� e/

r3=2
Xu
���2
L2
þ ðkþ s2Þke/uk2L2 � 10��4s�1ke/ð� þ rÞðDþ z2aÞuk2L2 :

Inserting jruj2 ¼ jurj2 þ 1
r2 jXuj2, the assertion (3.41) follows. w

We now take a first-order operator bðx, @Þ and let L ¼ Dþ z2aþ b: Note that

ke/ð� þ rÞðDþ z2aÞukL2 � ke/ð� þ rÞLukL2 þ ke/ð� þ rÞbukL2 :
Assume that u has support in the ball jxj � K for some K � 1 and that bðx, @Þ satisfies

jbðx, @Þvj � Nðjvj þ hxi�1=2jrvjÞ: (3.43)

We can then estimate

ke/ð� þ rÞbuk2L2 � 2N2ðK þ 1Þ2ðke/uk2L2 þ ke/hxi�1=2ruk2L2Þ:
Taking a large parameter s � 1, the lower order terms on the RHS of (3.41) can be
absorbed yielding our Carleman estimate.

Proposition 3.4. Assume a(x) satisfies (3.40) and bðx, @Þ satisfies (3.43). Take z 2 C with
k ¼ Rz2, g ¼ Iz2 and �k � 2g2. Let /ðrÞ ¼ sðr2 þ rÞ, u 2 H2 have support in jxj � K

for some K � 1, and s � maxf4þM2, 80��4N2ðK þ 1Þ2g. Then, the following estimate
holds

ke/hxi�1=2ruk2L2 þ ðRz2 þ s2Þke/uk2L2 � 40��4s�1ke/Luk2L2 : (3.44)

Since hxi�1 � ð2KÞ�1 on the support of u, choosing s sufficiently large we deduce
from (3.44) the estimate

kukX þ kzukY þ krukY � cðK,M,N, �ÞkðDþ z2aðxÞ þ bÞukY� (3.45)

provided u is supported in jxj � K and z2 ¼ kþ ig lies in the parabolic region �k � 2g2:
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4. The complete resolvent estimate

We are ready to patch the previous estimates and deduce a global one valid for all fre-
quencies z2 ¼ kþ ig in a region of the form

X ¼ Xð�, k1Þ ¼ fk � �k1=2g [ fk2 þ g2 � k21g [ f�k � 2g2g (4.1)

for suitable �, k1 > 0: Recall that


 if Rz2 � �k0 for a sufficiently large k0 > 0, we can use the elliptic estimate (3.38);

 if z2 belongs to an arbitrarily large (but fixed) ball jz2j � k1, we can use Proposition 2.5.

Thus, to cover the entire region Xð�, k1Þ it remains to consider frequencies z2 ¼
kþ ig in the parabolic region given by k � k00 and �k � 2g2 for a sufficiently
large k00 > 0:
To this aim, we combine estimates (3.37) and (3.44) for functions vanishing inside,

resp. outside, balls. The assumptions on a(x) are

0 < a � aðxÞ � M, khxia�1a0�k‘1L1 � 1
4
, ð� þ rÞa0� � 2a� � (4.2)

for some � 2 ð0, 1�: For bðx, @Þ we require

jbðx, @Þvj � Cbðhxi�2�djvj þ hxi�1�djrvjÞ (4.3)

for some Cb, d > 0, which is the same as (2.16) in Proposition 2.5. Note that (4.2) con-
tains both (3.26) and (3.40), and (4.3) implies (3.43) (after possibly increasing N).
Conversely, if we take S0 > 1 sufficiently large (and possibly decrease d), we see that
(4.3) implies (3.36) for jxj � S for any S � S0: From now on, S0 is fixed. Thus, the
assumptions of both Propositions 3.2 and 3.4 are verified.
Fix a radial cutoff function v0 such that v0 ¼ 0 for jxj � 1 and v0 ¼ 1 for jxj � 2: Set

S ¼ 2S0 and vðxÞ ¼ v0ðS�1xÞ: We then decompose

kukX þ kzukY þ krukY � I þ II (4.4)

with

I ¼ kvukX þ kvzukY þ krðvuÞkY ,
II ¼ kð1� vÞukX þ kð1� vÞzukY þ krðð1� vÞuÞkY :

Writing L ¼ LðzÞ ¼ Dþ z2aþ b, we can apply (3.45) to II since ð1� vÞu is compactly
supported in jxj � 2S, obtaining

II� kLðð1� vÞuÞkY� � kLukY� þ kjuj þ jrukjL2ðS�jxj�2SÞ

The last term at the right is supported in jxj � 2S0: It can, thus, be estimated via (3.37)
in Proposition 3.2 with S0 instead of S, and hence

II � CkLukY� þ qð1þ jzjÞkukY þ Ckðjuj þ jrujÞuk1=2L1ðjxjS0Þ

where q > 0 is arbitrarily small and C ¼ Cða,M, r, d, q, S0Þ: We next treat I again using
(3.37) with S0 instead of S (recall that we have S ¼ 2S0), which yields

I � CkLukY� þ qð1þ jzjÞkukY þ Ckðjuj þ jrujÞuk1=2L1ðjxjS0Þ:
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Summing up, we get

I þ II � CkLukY� þ qð1þ jzjÞkukY þ Ckðjuj þ jrujÞuk1=2L1ðjxjS0Þ

For every q > 0, the last summand is bounded by

kðjuj þ jrujÞuk1=2L1ðjxjS0Þ � qkrukY þ CðS0, qÞkukY , (4.5)

leading to

kukX þ kzukY þ krukY � CkLukY� þ qðkzukY þ krukYÞ þ CkukY :
Here, q > 0 is arbitrary and C ¼ Cða,M, r, d, q, S0Þ: Taking q ¼ 1=2 and absorbing two
terms by the LHS, we infer

kukX þ kzukY þ krukY � CkLukY� þ CkukY :
If we assume jzj � 2C, we can also absorb the last summand and we obtain

kukX þ kzukY þ krukY � CkLukY�

for all z in the region jzj � 2Cða,M, r, d, S0Þ such that �k � 2g2: We now choose a suf-
ficiently large k1 > 0 in the definition (4.1) of X and employ (3.38) and Proposition 2.5
as indicated after (4.1). In this way, the following main resolvent estimate is proved.

Proposition 4.1. Assume a(x) and bðx, @Þ satisfy (4.2), (4.3), jxj2hxidða� 1Þ 2 L1, and
the spectral assumption (S). Then, we can find k1 > 0 such that for all z2 ¼ kþ ig 2 C

in the region X ¼ Xð�, k1Þ defined in (4.1), the operator LðzÞ ¼ Dþ z2aðxÞ þ bðx, @Þ sat-
isfies the estimate

kukX þ kzukY þ krukY � kLðzÞukY� (4.6)

with a constant uniform in z.
The same proof applies to a matrix operator of the special form

LðzÞ ¼ I3Dþ I3aðxÞz2 þ bðx, @Þ:

Remark 4.2. The last condition in (4.2) is implied by

a0�
a

� 1
� þ r

(provided � is small enough). Thus, we see that the following assumption

a0�ðxÞ � �0aðxÞhxi�1�d (4.7)

implies the last two conditions in (4.2), provided �0 is small enough.

5. Smoothing estimates

We shall now convert estimate (4.6) into a smoothing estimate for the wave equation.
First, we repackage (4.6) in a weaker form in terms of weighted L2 norms, in order to
apply the Laplace transform. Recall from Propositions 2.6–2.8 that hypothesis (S) is
valid for our Maxwell system, under mild extra decay conditions.
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Corollary 5.1. Let LðzÞ ¼ I3Dþ I3aðxÞz2 þ bðx, @Þ be a matrix operator such that

(1) a ¼ infaðxÞ > 0, hxi2þdða� 1Þ 2 L1 and a0� � 1
4 ð1� 2�dÞ�1ahxi�1�d,

(2) jbðx, @Þvj� hxi�2�djvj þ hxi�1�djrvj,
(3) the spectral assumption (S) holds

for some d > 0: Then, there exists k1 > 0 such that for any z with z2 2 Xð1� a, k1Þ we
have

kvkL2�3=2�
þ kzvkL2�1=2�

þ krvkL2�1=2�
� kLðzÞvkL2

1=2þ
(5.1)

where we use the notation kukL2s ¼ khxisukL2ðR3Þ:

Proof. It is easy to check that assumption (1) implies (4.2), with � ¼ 1� a: In view of
(2.4), estimate (4.6) implies (5.1). w

Let u : Rt � R
3
x ! C

3 be a function with uðt, xÞ ¼ 0 for t< 0 and such that the maps
@k
t u : R ! H2�kðR3Þ are continuous and grow sub-exponentially for k¼ 0, 1, 2. For z ¼

aþ ib in the upper half plane Iz > 0, then, the ‘damped’ Fourier transform

vðz, �Þ :¼
ðþ1

�1
eitzuðt, �Þdt

is defined in L2ðR3Þ: It satisfies

�z2vðz, �Þ ¼
ðþ1

�1
eitz@2

t uðt, �Þdt, ðDþ bÞvðz, �Þ ¼
ðþ1

�1
eitzðDþ bÞuðt, �Þdt

so that

ðDþ az2 þ bÞvðz, xÞ ¼
ðþ1

�1
eitzðDþ b� a@2

t Þuðt, xÞdt

for a.e. x 2 R
3: Plancherel’s formula, thus, yieldsð

jðDþ ðaþ ibÞ2aþ bÞvðaþ ib, xÞj2da ¼ 2p
ð
e�2btjðDþ b� a@2

t Þuðt, xÞj2dt:

We multiply by the weight hxi2s and integrate also in x, obtaining

kðDþ ð� þ ibÞ2aþ bÞvkL2ðdaÞL2s ðR3Þ� ke�btðDþ b� a@2
t ÞukL2ðdtÞL2s ðR3Þ

for any s 2 R, though the norms could be infinite. In a similar way we deduce

kvð� þ ibÞkL2ðdaÞL2s ðR3Þ� ke�btukL2ðdtÞL2s ðR3Þ,

krvð� þ ibÞkL2ðdaÞL2s ðR3Þ� ke�btrukL2ðdtÞL2s ðR3Þ,

jzkjvð� þ ibÞkL2ðdaÞL2s ðR3Þ� ke�bt@tukL2ðdtÞL2s ðR3Þ:

Note that if z ¼ aþ ib with b > 0 sufficiently small, then, z2 ¼ kþ ig lies in the para-
bolic region X. We assume that G ¼ ðDþ b� a@2

t Þu belongs to L2L21=2þ: Estimate (5.1),

thus, implies that
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ke�btukL2ðdtÞL2�3=2�
þ ke�bt@tukL2ðdtÞL2�1=2�

þ ke�btrukL2ðdtÞL2�1=2�

� ke�btðDþ b� a@2
t ÞukL2ðdtÞL2

1=2þ
:

(5.2)

for sufficiently small b > 0: (In particular, the involved norms are finite.) Here, the
implicit constant does not depend on b, so that one can let b ! 0 by Fatou’s lemma.
As usual, no modification is necessary in the matrix case.
We apply (5.2) to a solution of the problem

ða@2
t � D� bðx, @ÞÞU ¼ Gðt, xÞ, Uð0, xÞ ¼ @tUð0, xÞ ¼ 0: (5.3)

Proposition 5.2. Let Uðt, xÞ : Rt � R
3
x ! C

3 be a solution of the Cauchy problem (5.3)
subject to the above growth conditions, where a(x) and bðx, @Þ are as in Corollary 5.1

and hxi1=2þG 2 L2L2. Then, the following estimate holds:

kUkL2L2�3=2�
þ k@tUkL2L2�1=2�

þ krUkL2L2�1=2�
� kGkL2L2

1=2þ
: (5.4)

Proof. Assume G¼ 0 for t � 0, so that U¼ 0 for t � 0 and we can apply (5.2). Letting
b # 0 we obtain (5.4). The same estimate is valid if G¼ 0 for t � 0 (just by time reversal
t ! �t). By linearity, estimate (5.4) holds for arbitrary G. w

We next focus on the actual Maxwell equations

@2
t Eþ 1

�
r� 1

l
r� E ¼ 0, r � ð�EÞ ¼ 0,

or equivalently (with D ¼ �E)

@2
t Dþr� 1

l
r� 1

�
D ¼ 0, r �D ¼ 0:

Let H be the Hilbert space

H ¼ fu 2 L2ðR3;C3Þ : r � u ¼ 0g (5.5)

endowed with the scalar product ðu, vÞH ¼ Ð
��1u � �vdx and the corresponding norm

kukH ¼ ðu, uÞ1=2H , and let H ¼ Hðx, @Þ be the operator

Hðx, @ÞU ¼ r� 1
l
r� 1

�
U (5.6)

which is selfadjoint and non negative on H: The spectral theorem implies that the flow

eit
ffiffiffi
H

p
is well defined, bounded and continuous on H: Let U(t, x) be the solution to

@2
t U þ HU ¼ Fðt, xÞ, Uð0, xÞ ¼ 0, @tUð0, xÞ ¼ 0, (5.7)

where F is H–valued and hence

r � F ¼ 0:

By Duhamel’s formula U is given by

Uðt, xÞ ¼
ðt
0
H�1=2 sin ððt � sÞ

ffiffiffiffi
H

p
ÞFðsÞds:
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We, thus, have

ffiffiffiffi
H

p
U ¼

ðt
0
sin ððt � sÞ

ffiffiffiffi
H

p
ÞFðsÞds, @tU ¼

ðt
0
cos ððt � sÞ

ffiffiffiffi
H

p
ÞFðsÞds: (5.8)

Note that also U is divergence free, and hence, HU is given by

HU ¼ � 1
�l

DU þr� 1
l
r� 1

�
U � 1

�l
r�r� U:

Therefore, problem (5.7) can be written in the form (5.3) with the choices

a ¼ �l, bðx, @ÞU ¼ r�r� U � �lr� 1
l
r� 1

�
U, G ¼ aF: (5.9)

We collect in the next lemma some basic estimates involving
ffiffiffiffi
H

p
and H. Observe that a

map u 2 _H
2
satisfies ru 2 L6 and juj� hxi1=2: Hence, H : _H

2 ! L2 is bounded if

jr�j þ jrlj� hxi�1�d, jD2�j� hxi�2�d: (5.10)

Lemma 5.3. Let H be the operator in (5.6) and c, d > 0. Assume that the coefficients �, l
and their first and second derivatives are bounded and that �, l � c. We take divergence

free functions f from _H
1
in (i) and (ii), from H2 in (iii), and from H2: in (iv). Then, the

following estimates hold.

(i) If jr�j� hxi�1�d, then

k
ffiffiffiffi
H

p
f kL2 � krf kL2 : (5.11)

(ii) If

jr�j þ jrlj� hxi�3
2�d, jD2�j� hxi�5

2�d, (5.12)

then

k
ffiffiffiffi
H

p
f kL2 � krf kL2 : (5.13)

(iii) We have

khxi�1
2�dDf kL2 � khxi�1

2�dHf kL2 þ khxi�1
2�df kL2 , (5.14)

khxi�1
2�dHf kL2 � khxi�1

2�dDf kL2 þ khxi�1
2�df kL2 : (5.15)

(iv) If (5.12) is true, then, for r 2 ð0, dÞ
khxi�1

2�rDf kL2 � khxi�1
2�rHf kL2 : (5.16)

Proof. Proof of (5.11). Integrating by parts we have

k
ffiffiffiffi
H

p
f k2L2 � k

ffiffiffiffi
H

p
f k2H ¼ ðHf , f ÞH ¼

ð
1
l

jr � 1
�
f j2dx� kr � f k2L2 þ kr�� f k2L2

� krf k2L2 þ khxi�1�df k2L2 � krf k2L2 þ kf k2L6 � krf k2L2 :
(5.17)
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This computation is valid for f 2 H2 \H, and extends to f 2 _H
1 \H by

approximation.

Proof of (5.14) and (5.15). Integration by parts yields (all norms are L2)

khxi�srf k2 � khxi�sDf kkhxi�sf k þ 2skhxi�srf kkhxi�s�1f k
for every s> 0. By the Cauchy–Schwarz inequality and absorbing one term at the right,
we obtain

khxi�srf k2 � 2khxi�sDf kkhxi�sf k þ 2s2khxi�s�1f k2

and then, for arbitrary q > 0,

khxi�srf k � qkhxi�sDf k þ Cðq, sÞkhxi�sf k:
Since r � f ¼ 0, we can write Hf in the form

�lHf ¼ Df þ b1ðxÞ � rf þ b0ðxÞf
for suitable bounded matrices bj. Taking q small in the previous estimate, we deduce

khxi�sHf kL2 � khxi�sDf kL2 � khxi�srf kL2 � khxi�sf kL2
� khxi�sDf kL2 � Ckhxi�sf kL2 :

The proof of (5.15) is similar.

Proof of (5.16). 1) Assume by contradiction the existence of a sequence ðfnÞ such that

r � fn ¼ 0, khxi�1=2�rDfnkL2 ¼ 1 and khxi�1=2�rHfnkL2 ! 0: (We may assume that fn is
a Schwartz function vanishing at 0 together with its derivatives.) By compact embedding
we can extract a subsequence (again denoted by fn) which converges in H1

loc to a limit

function f such that r � f ¼ 0, khxi�1=2�rDf kL2 � 1 and khxi�1=2�rHf kL2 ¼ 0:
We first prove that f 6¼ 0: Note that for this step it is enough to assume (5.10).

Recalling (2.33), for a sufficiently regular v we have

jr �r� vj� jHvj þ jbðx, @Þvj,
jbðx, @Þvj� ðjrlj2 þ jr�j2 þ jD2�jÞjvj þ ðjr�j þ jrljÞjrvj:

The decay of the coefficients, thus, implies (all norms are L2)

khxi�sr�r� vk� khxi�sHvk þ khxi�s�1�drvk þ khxi�s�2�dvk:
for s ¼ 1

2 þ r: As in the proof of (5.14), we integrate by parts and get

khxi�s�1�drvk2 � khxi�s�dDvkkhxi�s�2�dvk þ Cðs, dÞkhxi�s�1�drvkkhxi�s�2�dvk:
Cauchy–Schwarz allows us to absorb a term at the left and hence

khxi�s�1�drvk � qkhxi�s�dDvk þ CðqÞkhxi�s�2�dvk
where q > 0 can be taken arbitrarily small. In conclusion we obtain

khxi�sr�r� vk � qkhxi�s�dDvk þ Ckhxi�sHvk þ Ckhxi�s�2�dvk:
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Now take vRðxÞ ¼ vðx=RÞ as above and suppose v ¼ ð1� vRÞw, with w divergence free.
Then, we have

khxi�sDðð1� vRÞwÞk� khxi�sr�r� ðð1� vRÞwÞk þ kjwj þ jrwkjL2ðR�jxj�2RÞ:

We combine this inequality with the previous one. For sufficiently small q we can
absorb a term at the left and derive, for v ¼ ð1� vRÞw with r � w ¼ 0,

khxi�sDvk�Ckhxi�sHvk þ Ckhxi�s�2�dvk þ kjwj þ jrwkjL2ðR�jxj�2RÞ: (5.18)

Now, we split

1 ¼ khxi�sDfnk � khxi�sDðvRfnÞk þ khxi�sDðð1� vRÞfnÞk:
For the first term we write

khxi�sDðvRfnÞk � khxi�sHðvRfnÞk þ khxi�sbðx, @ÞðvRfnÞk
� khxi�sHfnk þ kjfnj þ jrfnkjL2ðjxj�2RÞ:

For the second one we use (5.18) with w ¼ fn: Summing up, we infer

1� khxi�sHfnk þ kjfnj þ jrfnkjL2ðjxj�2RÞ þ R�dkhxi�s�2ð1� vRÞfnk: (5.19)

We recall the Allegretto–Rellich inequality

kjxj�a�2ukL2 � kjxj�aDukL2 , (5.20)

if infk2N0 j4kðkþ 1Þ � ð2aþ 3Þð2aþ 1Þj > 0 which can be applied to functions that van-
ish in a neighborhood of 0 and decay fast enough at 1: (See theorem 6.4.1 and remark
6.4.2 in [38].) Then, the last term can be estimated by

CR�dkhxi�sDðð1� vRÞfnÞkL2 �R�dkhxi�sDfnkL2 þ R�dkjfnj þ jrfnkjL2ðjxj�2RÞ:

Using khxi�sDfnkL2 ¼ 1 and fixing a large R, we arrive at

1� khxi�sHfnk þ kjfnj þ jrfnkjL2ðjxj�2RÞ þ R�d,

1� khxi�sHfnk þ kjfnj þ jrfnkjL2ðjxj�2RÞ:

Since khxi�sHfnk ! 0 and fn ! f in H1
loc as n ! 1, we conclude that f 6¼ 0: Moreover,

Df belongs to L2�1=2�r:

2) We finally prove that f¼ 0 and so deduce the required contradiction. To this aim
we use that Df ¼ �bðx, @Þf ¼: F since r � f ¼ 0 and Hf¼ 0. We want to proceed as in
Proposition 2.8 for which we will need to establish F 2 L23=2þd: The above argument

shows that the functions ð1� v1Þfn are uniformly bounded in L2�5=2�r, and so f belongs

to L2�5=2�r: Interpolation yields rf 2 L2�3=2�r: We now use the additional decay (5.12)

of the coefficients to deduce that

hxid�rjDf j ¼ hxid�rjFj� hxi�5
2�rjf j þ hxi�3

2�rjrf j 2 L2: (5.21)

We take numbers d > c0 > c > r, where we may assume that d � 1
6 : Setting

1
p1

¼ c0 � r
3

þ 1
2
< 1,
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H€older’s inequality implies that Df 2 Lp1 : From Sobolev’s embedding we then infer

rf 2 Lq1 ,
1
q1

¼ 1
p1

� 1
3
¼ c0 � r

3
þ 1
6
:

as well as

hxi�af 2 L1, a ¼ 2� 3
p1

¼ 1
2
� c0 þ r > 0:

The functions hxic�r�2f and hxic�r�1rf are, thus, contained in L2 due to H€older’s
inequality. Assumption (5.12) then yields

hxidþc�rþ1
2jDf j� hxic�r�2jf j þ hxic�r�1jrf j 2 L2:

As a result, Df is an element of Lp2 with

1
p2

¼ c0 þ c� rþ 1
2

3
þ 1
2
< 1:

Employing Sobolev’s embedding again, we obtain

rf 2 Lq2 with
1
q2

¼ c0 þ c� r
3

þ 1
3
2 1

3
,
1
2

� 	
, f 2 Lr2 with

1
r2

¼ c0 þ c� r
3

:

Hence, hxi2c�r�3
2f 2 L2 and hxi2c�r�1

2rf 2 L2 so that hxidþ2c�rþ1Df 2 L2 by (5.12).

Repeating these steps, we gain another factor hxicþ1
2: We, thus, obtain f 2 L2�1, rf 2

L2 and Df ¼ F 2 L23=2þd, also interpolating with rf 2 Lq2 : Moreover, we have rf 2 L6

since Df 2 L2, as well as

jrðhxi�1f Þj� hxi�1jrf j þ hxi�2jf j 2 L2

so that hxi�1f 2 L6: Using (5.12) once more, we derive

hxi32þdjDf j� hxi�1jf j þ jrf j 2 L6:

The argument used in Proposition 2.8 now leads to f¼ 0.

Proof of (5.13). The converse inequality is proved by interpolation with the inequality

kDf kL2 � kHf kL2 : (5.22)

for divergence free f 2 _H
2
: One shows (5.22) by contradiction, assuming the existence

of ðfnÞ with r � fn ¼ 0, kDfnkL2 ¼ 1 and kHfnkL2 ! 0: Here, we may assume that fn is a
Schwartz function vanishing at 0 together with its derivatives.
We proceed as the Proof of (5.16) above. As in step 1) of this proof we deduce that

fn tends in H1
loc to a function f 6¼ 0 with r � f ¼ 0, Hf¼ 0 and kDf kL2 � 1: One only

has to modify the last summand in (5.19) with s¼ 0 to R�d
2khxi�d

2�2ð1� vRÞfnk, in order
to use the Rellich-Allegretto inequality (5.20) with a ¼ d=2: As in step 2) of the Proof
of (5.16), one also sees that f belongs to L2�2�r and rf to L2�1�r for some r > 0: Just
using assumption (5.10) we deduce (5.21) and can proceed as before to conclude the
contradiction f¼ 0. w
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We are now in position to apply Corollary 5.1, combined with Propositions 2.6–2.8
concerning hypothesis (S).

Proposition 5.4. Let �, l : R3 ! R and bðx, @Þ as in (5.9). For a d > 0 assume that

(1) inf�l > 0 and ð�lÞ0� � 1
4 ð1� 2�dÞ�1�lhxi�1�d,

(2) jr�j þ jrlj� hxi�1�d and j�� 1j þ jl� 1j þ jD2�j þ jD2lj� hxi�2�d,

(3) either 0 is not a resonance (i.e., if ðDþ bÞu ¼ 0 with u ¼ D�1f for some hxi12þdf 2
L2 then u ¼ 0) or we strengthen (2) by

jr�j þ jrlj� hxi�3
2�d: (5.23)

Then, for any divergence free forcing term F 2 L2L21=2þ we have

khxi�1
2�
ðt
0
cos ððt � sÞ

ffiffiffiffi
H

p
ÞFðsÞdskL2ðdtÞL2 � khxi1=2þFkL2L2 , (5.24)

khxi�1
2�
ð
R

cos ððt � sÞ
ffiffiffiffi
H

p
ÞFðsÞdskL2ðdtÞL2 � khxi1=2þFkL2L2 : (5.25)

Proof. We check the hypotheses in Corollary 5.1 on the coefficients. Assumption (1) in
the corollary follows from conditions (1) and (2) here, and assumption (2) in the corol-
lary is an easy consequence of (2) here (compare with (2.25)). The spectral assumption
(S) reduces to (3) here in view of Propositions 2.6–2.8.
We can approximate F in L2L21=2þ by divergence free functions Fn 2 C1L21=2þ with

compact support in time. The corresponding solutions Un to (5.7) then satisfy the con-
ditions of Proposition 5.2. By density we can, thus, assume that U has the required
regularity and growth. Since for divergence free solutions the wave equations �lUtt ¼
ðDþ bÞU þ �lF and Utt ¼ HU þ F coincide, we can apply estimate (5.4). Hence, the
solution U of problem (5.7) satisfies

khxi�3
2�UkL2L2 þ khxi�1

2�rUkL2L2 þ khxi�1
2�@tUkL2L2 � khxi12þFkL2L2 :

Because of (5.8), we obtain

khxi�1
2�
ðt
0
cos ððt � sÞ

ffiffiffiffi
H

p
ÞFðsÞdskL2L2 � khxi12þFkL2L2

i.e., (5.24). By time translation invariance, we can replace the integral
Ð t
0 with

Ð t
T for an

arbitrary T< 0, where the implicit constant does not dependent of T, and hence withÐ t
�1 by letting T ! �1: By time reversal, the estimate is then valid also with the inte-

gral
Ð t
�1 replaced by

Ðþ1
t : Summing the two, we arrive at (5.25). w

By a modification of the standard TT� method we obtain the corresponding homoge-
neous estimates.

Proposition 5.5. Under the assumptions of Proposition 5.4 we have for any divergence
free data f in the respective spaces

khxi�1=2�eit
ffiffiffi
H

p
f kL2ðdtÞL2 � kf kL2 , khxi�1=2�@teit

ffiffiffi
H

p
f kL2ðdtÞL2 � kf k _H

1 , (5.26)
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khxi�1=2�reit
ffiffiffi
H

p
f kL2ðdtÞL2 � kf kH1 , khxi�1=2�Deit

ffiffiffi
H

p
f kL2ðdtÞL2 � kf kH2 : (5.27)

Proof. 1) By the change of variable s ! �s, estimate (5.25) implies

khxi�1=2�
ð
R

cos ððt þ sÞ
ffiffiffiffi
H

p
ÞFðsÞdskL2ðdtÞL2 � khxi1=2þFkL2L2 :

Summing the two inequalities, we get

khxi�1=2�
ð
R

cos t
ffiffiffiffi
H

p� �
cos s

ffiffiffiffi
H

p� �
FðsÞdskL2ðdtÞL2 � khxi1=2þFkL2L2 : (5.28)

By subtraction we obtain this estimate with sin t
ffiffiffiffi
H

p� �
sin s

ffiffiffiffi
H

p� �
instead of cos t

ffiffiffiffi
H

p� �
cos s

ffiffiffiffi
H

p� �
:

To exploit the above bounds, we consider the duality

ððF,GÞÞ ¼
ð
R

ðFðtÞ,GðtÞÞHdt ¼
ð
R

ð
R

3
Fðt, xÞ�Gðt, xÞ��1dt

and the weighted space Z� of divergence free F with finite norm

kFkZ� ¼ khxi1=2þFkL2L2 :
Define ðTf ÞðtÞ ¼ cos t

ffiffiffiffi
H

p� �
f for f 2 H and t 2 R, as well as T�F ¼ Ð

R
cos s

ffiffiffiffi
H

p� �
FðsÞ ds 2 H at first for F 2 Z� with compact support in time. (Recall H is selfadjoint
for the �–product.) We obtain

TT�F ¼
ð
cos t

ffiffiffiffi
H

p� �
cos s

ffiffiffiffi
H

p� �
FðsÞds,

as well as ððF,Tf ÞÞ ¼ ðT�F, f ÞH and ððTT�F,GÞÞ ¼ ðT�F,T�GÞH for such f, F and G.
Estimate (5.28) yields

jððT�F,T�GÞÞj ¼ jððhxi�1=2�TT�F, hxi1=2þGÞÞj� kFkZ�kGkZ� :

Taking F¼G we deduce

kT�Fk2H � kFk2Z� ¼ khxi1=2þFk2L2L2 :
By density, the operator T� : Z� ! H is bounded. Duality implies

khxi�1=2� cos t
ffiffiffiffi
H

p� �
f kL2L2 ¼ kTf kZ ¼ sup

kFkZ��1
jððF,Tf ÞÞj ¼ sup

kFkZ��1
ðT�F, f ÞH � kf kH

where the suprema are taken over F with compact support in time. A similar argument
gives

khxi�1=2� sin t
ffiffiffiffi
H

p� �
f kL2L2 � kf kH:

Combining the two estimates we get the first of (5.26). By the estimate already proved
and (5.11) we have

khxi�1=2�@teit
ffiffiffi
H

p
f kL2L2 ¼ khxi�1=2�eit

ffiffiffi
H

p ffiffiffiffi
H

p
f kL2L2 � k

ffiffiffiffi
H

p
f kL2 � krf kL2

and this concludes the Proof of (5.26).
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2) Applying (5.14) to u ¼ eit
ffiffiffi
H

p
f and using the first inequality in (5.26) we have

khxi�1=2�DukL2L2 � khxi�1=2�HukL2L2 þ khxi�1=2�ukL2L2
¼khxi�1=2�eit

ffiffiffi
H

p
Hf kL2L2 þ khxi�1=2�eit

ffiffiffi
H

p
f kL2L2

� kHf kL2 þ kf kL2
and by (5.15) we obtain the second part of (5.27). The first estimate in (5.27) then fol-
lows by complex interpolation of weighted Sobolev spaces with the first inequality in
(5.26). w

Under more restrictive decay conditions on the coefficients, we can prove a variant
of (5.27) in homogeneous norms that is needed below.

Proposition 5.6. Let �, l : R3 ! R and bðx, @Þ as in (5.9). For some d > 0 assume that

(1) inf�l > 0 and ð�lÞ0� � 1
4 ð1� 2�dÞ�1�lhxi�1�d,

(2) j�� 1j þ jl� 1j þ jD2lj� hxi�2�d, jr�j þ jrlj� hxi�3
2�d, and jD2�j� hxi�5

2�d:

Let f be divergence free. Then, in addition to (5.26) and (5.27), we have the estimates

khxi�1=2�reit
ffiffiffi
H

p
f kL2ðdtÞL2 � krf kL2 , khxi�1=2�Deit

ffiffiffi
H

p
f kL2ðdtÞL2 � kHf kL2 , (5.29)

Proof. Note that under these assumptions, the spectral condition (S) is satisfied due to
Propositions 2.6–2.8. By (5.16) in Lemma 5.3 combined with (5.26) we have

khxi�1
2�Deit

ffiffiffi
H

p
f kL2L2 � khxi�1

2�Heit
ffiffiffi
H

p
f kL2L2 ¼ khxi�1

2�eit
ffiffiffi
H

p
Hf kL2L2 � kHf kL2 :

This proves the second estimate in (5.29). Complex interpolation with (5.26) then yields

khxi�1
2�reit

ffiffiffi
H

p
f kL2L2 � k

ffiffiffiffi
H

p
f kL2 ,

and recalling (5.11) we obtain also the first estimate. w

6. Strichartz estimates

We first deduce from the results in [12] a conditional Strichartz estimate for the wave
equation

ða@2
t � D� bðx, @ÞÞU ¼ F, Uð0, �Þ ¼ U0, @tUð0, �Þ ¼ U1: (6.1)

Recall that a couple ðp, qÞ 2 ½2,1�2 is wave admissible in dimension n¼ 3 if

1
p
þ 1
q
¼ 1

2
, p 2 2,1½ �, q 2 2,1Þ:½

We often use that multiplication by �, ��1, l or l�1 is continuous on the Strichartz
spaces, as shown in the next lemma.

Lemma 6.1. Let m 2 W1,1 be positive with 1
m 2 L1 and jrmj� hxi�1� and let (p, q) be

wave admissible. Then, the operator f 7! mf is bounded on spaces _H
2=p
q0 , _H

�2=p
q and
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_H
1�2=p
q . In addition, assume that jD2mj� hxi�2�. Then, f 7! mf is also bounded

on _H
1þ2=p
q0 :

Proof. Observe that j jDj2=pmj� hxi�2=p� by interpolation so that jDj2=pm belongs to

L3p=2: Let 1
j ¼ 1

q0 � 2
3p 2 ½12 , 1

q0�: Sobolev’s inequality yields _H
2=p
q0 ,! Lj: We, thus, obtain

k jDj2=pðmf ÞkLq0 � kmkL1 k jDj2=pf kLq0 þ kjDj2=pmkL3p=2 kf kLj � kf k _H
2=p

q0
:

Duality then implies the boundedness on _H
�2=p
q : We further have

j jDj1�2=pmj� hxi�2=q� and _H
1�2=p
q ,! L3q: As above, one now shows that f 7! mf is

continuous on _H
1�2=p
q :

For the last claim, let f 2 _H
1þ2=p
q0 : The first step allows us to bound jDj2=pðmrf Þ in

Lq0: For the term jDj2=pðrmf Þ, we note that _H
1þ2=p
q0 ,! L3q0 since 1þ 2

p � 3
q0 ¼ � 1

q0 and

that jDj2=prm 2 L3q0=2 since 1þ 2
p


 �
3q0
2 ¼ 3: Hence, jDj2=prmf belongs to Lq0 by

H€older’s inequality. The remaining summand rmjDj2=pf is contained in Lq0 because

rm 2 L3 and _H
1
q0 ,! L

3q0
3�q0 : w

Proposition 6.2. Assume that the coefficients a(x) > 0 and bðx, @Þ satisfy
(1) hxi2þdjD2aj þ hxi1þdjDaj þ hxidja� 1j 2 L1,
(2) jbðx, @Þvj� hxi�2�djvj þ hxi�1�djrvj

for some d > 0. Let (p, q) and (r, s) be wave admissible. Then, there exists R0 > 0 such
that, for any R � R0 and any solution U of problem (6.1), we have the estimate

kjDj�2
pDt, xUkLpLq � kDt, xUð0ÞkL2 þ kjDj2rFkLr0Ls0 þ kDt, xUkL2L2ðjxj�Rþ1Þ (6.2)

with an implicit constant depending on R.

Proof. Let R be a large parameter to be chosen below and vðxÞ ¼ vRðxÞ be a smooth
cutoff equal to 1 on a ball B(0, R) and vanishing outside Bð0,Rþ 1Þ, whose derivatives
are bounded independently of R. We decompose U ¼ vþ w with v ¼ vU and w ¼
ð1� vÞU: Let (p, q) and (r, s) be wave admissible.
1) The piece w is supported in jxj � R and solves the problem

ða@2
t � D� bðx, @ÞÞw ¼ Gþ ð1� vÞF, wð0, �Þ ¼ ð1� vÞU0, wtð0, �Þ ¼ ð1� vÞU1,

where G is the commutator G ¼ ½v,Dþ b�U: Note that G is supported in R � jxj �
Rþ 1 and satisfies, for some constant depending on the coefficients,

jGj � CðjUj þ jDxUjÞ1R�jxj�Rþ1: (6.3)

Moreover, by choosing R large enough, we see that in the region jxj � R the coefficients
fulfill assumptions (8), (9) and (10) of [12] (modified as in remark 1 of that paper) with
a constant e > 0 which can be made arbitrarily small as R ! 1:
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We want to apply theorem 2 of [12] with s¼ 0 for R � R0 and some sufficiently large
R0 � 2: However, this theorem does directly apply to zero-order terms in our situation.
So we use it with the modified inhomogeneity Gþ ð1� vÞF þ b0w, where bw ¼
b1 � rwþ b0w: We combine theorem 2 with estimates (12) and (16) of [12], all for
s¼ 0. These estimates allow to bound the X0 and Y0 norms of [12] from below and
above, respectively, by weighted L2-based norms. Using also Lemma 6.1, it follows

sup
j�jR

khxi�1
2rwkL2L2ðAjÞ þ kjDjrDt, xwkLpLq

� kDt, xwð0ÞkL2 þ kjDjqðð1� vÞFÞkLr0Ls0 þ
X
j�jR

khxi12ðGþ b0wÞkL2L2ðAjÞ

� kDt, xwð0ÞkL2 þ kjDjqFkLr0Ls0 þ khxi12þGkL2L2 þ
X
j�jR

khxi�3
2�dwkL2L2ðAjÞ,

where R� 2jR , r ¼ � 2
p , q ¼ 2

r and Aj ¼ f2j�1 � jxj � 2jg: H€older’s and Sobolev’s

inequalities implyX
j�jR

khxi�3
2�dwkL2L2ðAjÞ �

X
j�jR

2�jð1=2þdÞkwkL2L6ðAjÞ �
X
j�jR

2�jð1=2þdÞkrwkL2L2ðAjÞ

�R�d
0 sup

j�jR
khxi�1

2rwkL2L2ðAjÞ:

Taking a large R0, we infer

kjDjrDt, xwkLpLq � kDt, xwð0ÞkL2 þ kjDjqFkLr0Ls0 þ khxi12þGkL2L2 :
Since G is compactly supported in R � jxj � Rþ 1, we can bound

khxi12þGkL2L2 � kGkL2L2
with an implicit constant �R1=2þ, and Sobolev’s embedding further yields

kDt, xwð0ÞkL2 � CðRÞkDt, xUð0ÞkL2 :
Recalling the definition of G, the previous estimate can, thus, be simplified to

kjDjrDt, xwkLpLq � kDt, xUð0ÞkL2 þ kjDjqFkLr0Ls0 þ kjUj þ jDxUkjL2L2ðR�jxj�Rþ1Þ: (6.4)

2) Next, we consider the remaining piece v supported in jxj � Rþ 1, which solves

ða@2
t � D� bðx, @ÞÞv ¼ �Gþ vF, vð0, xÞ ¼ vU0, @tvð0, xÞ ¼ vU1:

In the region jxj � Rþ 1 the coefficients satisfy assumptions (8), (9) and (10) of [12]
(again modified as in remark 1 of the paper) but with a possibly large constant � there.
We want to apply theorem 3 of this article. As above, we have to generalize this result
to the case of potentials. Moreover, in this theorem only treats inhomogenities in Y0

and not in Lr
0 _H

�2=r
s0 þ Y0, as needed by us.

We first extend this result to a forcing term of the form f þ g 2 Lr
0 _H

�2=r
s0 þ L2L21=2þ

using the parametrix K from theorem 3 of [12]. (We note that L2L21=2þ ,! Y0 by (16) of

this article). Let P ¼ a@2
t � D� b1 � r: We consider a function u with Pu ¼ f þ g: Set

~u ¼ u� Kf so that P~u ¼ ðI � PKÞf þ g: (See the proof of lemma 9 in [12].) We restrict
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the time interval to t 2 ½0, s� for some s 2 ð0, 2� and let Lps ¼ Lpð0, sÞ: Estimates (24) and

(25) of [12] then yield

kjDj�qDt, xukLrsLs þ kjDjrDt, xukLpsLq
� kjDj�qDt, x~ukLrsLs þ kjDj�qDt, xKf kLrsLs þ kjDjrDt, x~ukLpsLq þ kjDjrDt, xKf kLpsLq
� kDt, xðu� Kf ÞkL1s L2 þ kðI � PKÞf þ gkY0 þ kjDjqf kLr0s Ls0
� kDt, xukL1s L2 þ kjDjqf kLr0s Ls0 þ kgkY0 :

Here, we also use that, on ð0, sÞ, the X0 norm (modified as in remark 1 of [12]) is con-
trolled by the L1L2 norm. The implicit constant is uniform in s � 2, but depends
on R.
Let t 2 ½0, s� and Dt, xuð0Þ ¼ 0: A standard energy estimate yields

kDt, xuðtÞk2L2 �
ðt
0

ð
R

3
ðjf j þ jgj þ jrujÞj@tuj dx ds

� kjDjqf kLr0s Ls0 kjDj�q@tukLrsLs þ kgkL1sL2 k@tukL1s L2 þ
ðt
0
jjDt, xuðsÞk2L2ds:

By means of Gronwall’s inquality we infer

kDt, xukL1s L2 � kDt, xuð0ÞkL2 þ jkjDj�q@tukLrsLs þ jk@tukL1s L2

þ cðjÞðkjDjqf kLr0s Ls0 þ khxi1=2þgkL2sL2Þ:
We can absorb the second and third term on the right choosing a small j > 0 so that

kjDjrDt, xukLpsLq � kDt, xuð0ÞkL2 þ kjDjqf kLr0s Ls0 þ khxi1=2þgkL2sL2 : (6.5)

3) We put the term �b0v to the RHS as before, now applying (6.5) with f ¼ vF and
g ¼ b0v� G: To deal with the zero-order part, we also involve the trivial Strichartz pair
ð1, 2Þ, obtaining

krvkL1s L2 þ kjDjrDt, xvkLpsLq � kDt, xvð0ÞkL2 þ kjDjqðvFÞkLr0s Ls0 þ khxi12þGkL2sL2
þ khxi�3

2�vkL2sL2 :
Employing H€older’s and Sobolev’s inequalities as in step 1, we control the last sum-
mand by

khxi�3
2�vkL2sL2 � krvkL2sL2 � s

1
2krvkL1s L2 :

For a fixed small s > 0 we can absorb this term by the LHS. As before we then simplify
the estimate to

kjDjrDt, xvkLpsLq � kDt, xvð0ÞkL2 þ kjDjqFkLr0s Ls0 þ kGkL2sL2 :
This inequality is invariant under time translations. By a finite iteration, we conclude

kjDjrDt, xvkLp
0, 2½ �L

q � kDt, xvð0ÞkL2 þ kjDjqFkLr0
0, 2½ �L

s0 þ kGkL2
0, 2½ �L

2 (6.6)

controlling the initial values by means of the Strichartz pair ð1, 2Þ: Observe that this
estimate is valid on any time interval of length 2.
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We now use a reduction which (to our knowledge) originates in [29]. Let I be the
sequence of intervals I ¼ ½k, kþ 2� for k 2 Z and f/IgI2I be a smooth partition of unity
adapted to I : The cutoffed function vI ¼ /IðtÞvðt, xÞ solves

ða@2
t � D� bðx, @ÞÞvI ¼ FI þ GI , vIðk, xÞ ¼ @tvIðk, xÞ ¼ 0,

where FI ¼ v/IF and GI ¼ a½@2
t ,/I�v� /IG are supported in fjxj � Rþ 1, t 2 Ig: We

have

jGIðt, xÞj � CðjUj þ jDt, xUjÞ1jxj�Rþ1ðxÞ1IðtÞ: (6.7)

Estimate (6.6) on the time interval I yields

kjDjrDt, xvIkLpI Lq � kjDjqFIkLr0I Ls0 þ kGIkL2I L2 :

kDt, xDhkL2L2�1=2�
þ kDt, xDhkL2L2�1=2�

: We now raise both sides to the power p � 2 and

sum over I 2 I , obtaining
kjDjrDt, xvkpLpLq �

X
I

kjDjrDt, xvIkpLpI Lq �
X
I

kjDjqFIkpLr0I Ls0 þ
X
I

kGIkpL2I L2 :

Since
P

cpI �
P

cjI
� �p=j

for j 2 1, p½ �, we deduce

kjDjrDt, xvkpLpLq �
X
I

kjDjqFIkr
0

Lr0I L
s0

� 	p=r0 þ
X
I

kGIk2L2I L2
� 	p=2

:

Inquality (6.7) then leads to

kjDjrDt, xvkLpLq � kjDjqðvFÞkLr0Ls0 þ kjUj þ jDt, xUkjL2L2ðjxj�Rþ1Þ:

We also use Sobolev’s inequality to estimate U by DxU with a constant depending on R.
Together with Lemma 6.1 and (6.4), the assertion follows. w

Using estimate (19) of [12] one checks easily that the results in this article, and hence
Proposition 6.2, are valid more generally for the system of wave equations

ðaI3@2
t � I3D� bðx, @ÞÞU ¼ F, Uð0, �Þ ¼ U0, @tUð0, �Þ ¼ U1, (6.8)

with diagonal principal part, where bðx, @Þ is a matrix first-order operator which
satisfies decay assumptions as in Proposition 6.2. We now apply (6.2) to the Maxwell
system

@2
t Dþr� 1

l
r� 1

�
D ¼ F, Dð0, �Þ ¼ D0, @tDð0, �Þ ¼ D1, r �D0 ¼ r �D1 ¼ r � F ¼ 0:

(6.9)

Recall that the solution to the above problem is given by

DðtÞ ¼ cos t
ffiffiffiffi
H

p� �
D0 þ sin t

ffiffiffiffi
H

p� �
H�1=2D1 þH�1=2

ðt
0
sin ððt � sÞ

ffiffiffiffi
H

p
ÞFðsÞds: (6.10)

We denote by Dh the solution to the problem with F¼ 0 and by Di that one
with D0 ¼ D1 ¼ 0:
For F¼ 0, the conditional Strichartz estimate in Proposition 6.2 and the smoothing

estimates in Propositions 5.5 and 5.6 easily yield the Strichartz inequality for Dh: The
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usual TT� argument then allows us to bound @tDi and
ffiffiffiffi
H

p
Di in Lp _H

�2=p
q : To replace

here
ffiffiffiffi
H

p
by r, one would need a variant of Lemma 5.3 in _H

�2=p
q which should require

a substantial effort. We by-pass this difficulty by means of a modified TT� argument
that also uses ideas from Proposition 5.5. This is possible since we only have to control
an error term in L2L2�1=2� arising from Proposition 6.2. Here, it turns out to be enough

to estimate rH�1=2 in L2�1=2� just using Lemma 5.3.

Theorem 6.3. Under the assumptions of Proposition 5.6, Then, the solution Dðt, xÞ to
problem (6.9) satisfies for any wave admissible (p, q) and (r, s) the estimate

kjDj�2
pDt, xDkLpLq � krD0kL2 þ kD1kL2 þ kjDj2rFkLr0Ls0 : (6.11)

Proof. As in the Proof of Proposition 5.4 we can recast (6.9) in the form (6.8). Since the
conditions in Proposition 6.2 are satisfied, estimate (6.2) yields

kjDj�2
pDt, xDkLpLq � krD0kL2 þ kD1kL2 þ kjDj2rFkLr0Ls0 þ kDt, xDkL2L2ðjxj�R0þ1Þ:

for some fixed radius R0 � 1: The last term is bounded by a constant times

kDt, xD
hkL2L2�1=2�

þ kDt, xD
ikL2L2�1=2�

:

In view of (6.10), Propositions 5.5 and 5.6 and (5.13) yield

kDt, xD
hkL2L2�1=2�

� krD0kL2 þ kD1kL2 :

We, thus, have shown (6.11) for F¼ 0.
Consider now the case F 6¼ 0: To complete the proof it is sufficient to prove the estimate

kDt, x

ðt
0
H�1

2eiðt�sÞ ffiffiffiHp
FðsÞdskZ � CkFkE�

where F is divergence free and we set E ¼ Lr _H
�2=r
s and Z ¼ L2L2�1=2�: First, we notice

that by the Christ–Kiselev Lemma this estimate follows from the analogous unretarded
one (since r> 2)

kDt, x

ð
H�1

2eiðt�sÞ ffiffiffiHp
FðsÞdskZ � CkFkE� :

Next, we split Dt, xH�1
2
Ð
eiðt�sÞ ffiffiffiHp

FðsÞds ¼ Dt, xeit
ffiffiffi
H

p
H�1=2

Ð
e�is

ffiffiffi
H

p
FðsÞds and we recall from

Propositions 5.5 and 5.6 the inequalities

keit
ffiffiffi
H

p
f kZ � kf kL2 , kreit

ffiffiffi
H

p
f kZ � krf kL2 :

Combined with (5.13), these estimates yield����Dt, x

ð
H�1

2eiðt�sÞ ffiffiffiHp
FðsÞds

����
Z

�

����
ð
e�is

ffiffiffi
H

p
FðsÞds

����
L2
þ
����rH�1

2

ð
e�is

ffiffiffi
H

p
FðsÞds

����
L2

�

����
ð
cos ðs

ffiffiffiffi
H

p
ÞFðsÞds

����
L2
þ
����
ð
sin ðs

ffiffiffiffi
H

p
ÞFðsÞds

����
L2
:

(6.12)
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In the first part of the proof we have seen

kDt, xH
�1

2 sin t
ffiffiffiffi
H

p� �
f kE � kf kL2 , kDt, x cos t

ffiffiffiffi
H

p� �
f kE � krf kL2 :

Considering only Dt, the first inequality implies

k cos t
ffiffiffiffi
H

p� �
f kE � kf kL2 ,

while the second one gives

k sin t
ffiffiffiffi
H

p� �
f kE ¼ kDt cos t

ffiffiffiffi
H

p� �
H�1

2f kE � krH�1
2f kL2 � kf kL2

using again (5.13). Applying the dual estimates we see that both terms in (6.12) can be
estimated by kFkE� , and this concludes the proof. w

The above theorem now easily implies our main result.

Proof of Theorem 1.1. In view of (1.6), the main results for D is an immediate conse-
quence of the above theorem. The magnetic field B solves (1.7) which is of the same
form as Eq. (1.6) for D except that � and l are interchanged. So Theorem 6.3 is true
with B instead of D if we replace the condition on second derivatives in (2) of
Proposition 5.6 by

jD2�j� hxi�2�d, jD2lj� hxi�5
2�d:

Theorem 1.1 for B again follows easily taking into account (1.7) and Lemma 6.1.
By Lemma 6.1, we can replace D by E in Theorem 1.1, with the divergence condi-

tions r � ð�E0Þ ¼ r � ð�E1Þ ¼ 0: One can pass from B to H in same way as from D
to E. w
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