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A B S T R A C T

This paper introduces Elegans-AI models, a class of neural networks that leverage the connectome topology
of the Caenorhabditis elegans to design deep and reservoir architectures. Utilizing deep learning models
inspired by the connectome, this paper leverages the evolutionary selection process to consolidate the
functional arrangement of biological neurons within their networks. The initial goal involves the conversion
of natural connectomes into artificial representations. The second objective centers on embedding the complex
circuitry topology of artificial connectomes into both deep learning and deep reservoir networks, highlighting
their neural-dynamic short-term and long-term memory and learning capabilities. Lastly, our third objective
aims to establish structural explainability by examining the heterophilic/homophilic properties within the
connectome and their impact on learning capabilities. In our study, the Elegans-AI models demonstrate
superior performance compared to similar models that utilize either randomly rewired artificial connectomes
or simulated bio-plausible ones. Notably, these Elegans-AI models achieve a top-1 accuracy of 99.99% on both
Cifar10 and Cifar100, and 99.84% on MNIST Unsup. They do this with significantly fewer learning parameters,
particularly when reservoir configurations of the connectome are used. Our findings indicate a clear connection
between bio-plausible network patterns, the small-world characteristic, and learning outcomes, emphasizing the
significant role of evolutionary optimization in shaping the topology of artificial neural networks for improved
learning performance.
1. Introduction

Over the past decades, scientists have been developing algorithms
and machines that take inspiration from neuronal communication
mechanisms and nervous system structures. Artificial intelligence (AI)
is a broad field with no single definition, encompassing research topics
that range from symbolic-reasoning-oriented algorithms to cognitive
simulation and neuromorphic machines, ultimately leading to neural
networks. These connectionist-oriented models focus on network-based
architectures capable of learning from examples and solving various
tasks with reasonable generalization capacity. Although these modern
problem-solving approaches are widely recognized and applied within
the scientific community, there remains ample room for improvement.
Our study concentrates on artificial connectomes, which involve the
structural organization and transformation of neural circuits from
natural systems into artificial counterparts to solve learning tasks.
The connectome plays a vital role in shaping the behavior of liv-
ing organisms, as demonstrated by the complex processes involved
in neurogenesis, such as the differentiation and migration of neural
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cells. Previous studies have indicated that the neural connections
in the connectome are refined through evolutionary pressure [1].
Consequently, it becomes pertinent to explore whether this kind of
optimized structure can be utilized to enhance the efficiency of learning
algorithms that are designed in the form of neural networks. Therefore,
this paper presents Elegans-AI which utilizes the connectome topology
of Caenorhabditis elegans (C. elegans), a small nematode for classification
and reconstruction tasks.

Neuromorphic and connectomic systems. The effort to incorporate bio-
logical elements like neuron functions, brain behaviors, and connec-
tomes into artificial learning systems has been a significant scientific
challenge [2–4]. However, it is important to recognize that biological
learning systems are too complex to be fully replicated by current tech-
nology and knowledge [5]. Creating bio-inspired neural models often
involves a trade-off between simplifying operations and maintaining
key characteristics of these systems [6,7]. A recent study [8] demon-
strated that using convolutional layers with 1-dimensional causal con-
volutions, with up to 1024 artificial neurons, can effectively mimic
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Fig. 1. The connectome of C.elegans is represented as a fully connected graph with two overlapping layers, where the solid edges represent chemical and directional synapses
and the dashed edges represent electrical and undirected ones. The sensor neurons are represented in blue (Box (a)), while interneurons are represented in red (Box (b)). Finally,
the motor neurons are represented in green (Box (c)). The blocks (d-e-f) describe the general architecture of Elegans-AI models. In Box (d), the first part of the so-called external
operational environment (𝐄𝐢𝐧) of Elegans-AI is shown. In detail, 𝐄𝐢𝐧 is an encoder that may vary from the different tasks and generates the feature maps in input to the sensor-tensors
space. In Box (e), the artificial connectome is represented as a Tensor Network 𝑇𝑁 . The 𝑇𝑁 layered model is a representation starting from the natural connectome. The 𝑇𝑁 is
the core of the model and it is projected into the middle of the operational environment (in between 𝐄𝐢𝐧 and 𝐄𝐨𝐮𝐭 ). The 𝑇𝑁 takes the configuration of a directed acyclic graph
(DAG) and it is depicted as the latent space of our models. Solid lines into the 𝑇𝑁 show functional associations, links, between tensor units. In echo state networks (ESNs), the
violet links (representing weights 𝐰𝑖𝑗 between tensor units 𝑖-ths and 𝑗-ths) are configured as untrainable, while the green links are trainable. Conversely, in deep neural networks
(DNNs), both the green and violet links are trainable. The ⊗ shows the skip connection by multiplication of the previous tensor units in multiple edge connections. In the output
from the 𝑇𝑁 , the motor unit tensors are collected by tensor stacking and provided to the Multi-Head Attention layer. In turn, the external environment 𝐄𝐨𝐮𝐭 is proximal to the
targets (Box (f)). 𝐄𝐨𝐮𝐭 is designed with a Multi-Head Attention layer in input to a tensorial module, called feature condenser (see also 𝐄𝐨𝐮𝐭 classifier/decoder blue boxes (e) and (c)
of Figs. 4 and 5, respectively).
the learning behavior of a biological neuron. Neural network designs,
inspired by biology, have evolved from focusing on single neurons
and their functions [9] to more complex models based on connec-
tomes, which emphasize the connections between multiple computa-
tional units [10–13]. Animal and insect nervous systems and connec-
tomes are recognized for their potential in creating optimized learning
systems [14–16]. New methods, like deep reservoir networks (DRNs),
are emerging for modeling neural networks with graph structures,
particularly for understanding the hippocampus’s role in classification
tasks [17,18], and assessing their biological plausibility. The main
efforts to develop artificial learning networks, which replicate bio-
inspired mechanisms, fall into two categories: neuromorphic-oriented
and connectomic-oriented networks. Neuromorphic-oriented systems
are mainly based on the notion of neurons, mimicking how neurons
and synapses process and transmit information. On the other hand,
connectomic-oriented systems focus on mimicking neural connection
maps for developing artificial neural networks and understanding their
functions. The key here is the detailed architecture of neural connec-
tions, aiming to replicate or use natural patterns to enhance artificial
learning methods.

Neuromorphic-oriented structures. Neuromorphic systems encompass
various approaches, with Spike Neural Networks (SNNs) being one
prominent method. SNNs mimic the nervous system’s information com-
munication through spike diffusion [6,7]. Another approach focuses
on Deep Neural Networks (DNNs), which enhance synaptic relations
by backward-updating learned information [19]. Typically, SNNs and
DNNs are evaluated and compared based on their performance and
computational costs [20]. A third, more hybrid approach combines the
features of SNNs and DNNs. This involves incorporating neural dynam-
ics and time-dependent characteristics into traditional deep learning
frameworks, as evidenced in recent studies [21–23]. Concurrently,
studies such as Kulkarni and Rajendran [24] and Hodassman et al.
[25] argue that the training methods used in DNNs, particularly back-
propagation, do not accurately approximate brain function. While other
studies integrate backpropagation into SNNs models [26–29]. On one
hand, SNNs suggest their suitability for specific applications, but a
2

more universal approach that could be applied to a wider range of
problems and applications is still lacking [30,31]. One of the primary
criticisms of DNNs is their requirement for a large number of neurons
(trainable parameters) to enhance learning capacity [24], and their
lack of architectural and dimensional bio-plausibility [32]. However,
despite less mimicking bio-inspired models, DNNs have demonstrated
broad effectiveness across various application domains, far outper-
forming most other machine learning methods in both supervised and
unsupervised settings, and continuously evolving towards better archi-
tectures. As an example, recent literature for many supervised tasks like
image classification has shifted from systems based on convolutional
models [11,12,33] to attention-based transformers [13,34–38]. On the
other side, unsupervised reconstruction and/or denoising problems
still rely on autoencoder-like architectures [39,40] or encoder–decoder
structures [41–43].

Connectomic-oriented structures. The field of connectomic-oriented
structures in artificial intelligence has increasingly focused on the
C.elegans nematode worm, primarily due to its simple yet comprehen-
sively mapped nervous system. Philosopher of science, Nick Bostrom
[44], highlighted C.elegans as a promising model for connectome-based
AI development. In robotics, the abstract representational capabilities
of C.elegans have been explored, as seen in the works of van Harmelen
et al. [45]. In electronics, recent advancements rely in the development
of brain organoids being utilized as computational units in reservoir
computing systems [46]. The concept of synthetic connectomes, in-
spired by C.elegans, gained traction following reviews like [47,48]. A
notable advancement in this field is the work of Sardi et al. [49], which
showed that online learning mechanisms, inspired by brain functions
and including increased neuronal training frequency, could outperform
conventional machine learning methods. Additionally, research by Yan
et al. [28] demonstrated the effectiveness of sparse backpropagation al-
gorithms in creating bionic structures that mimic the C.elegans nervous
system. Although it is not confirmed if C.elegans employs a mechanism
akin to backpropagation, its neural activities show similarities to re-
current neural networks (RNNs) [50,51], suggesting a viable direction

for AI research. For what is concerning Deep Neural Networks (DNNs)
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C.elegans connectome as a foundational structure for learning models
is shown in [52] and the more recent [53] (works inspired by Li and
Talwalkar [54]). Also in the field of Spike Neural Networks (SNNs) [29]
developed a C.elegans-inspired model. In contrast, to previously train-
able approaches, Chahine et al. [55] introduced reservoir feed-foreward
networks, always drawing inspiration from the C.elegans nervous sys-
tem. It is important to note that these models have not entirely
replicated the evolutionary conserved topology of natural connectomes.
For example in [52,53], they incorporate custom skip connections into
existing frameworks, such as ResNet [12], rather than fully mimicking
the intricate network structures found in nature. On the other hand,
recent works like those of Lappalainen et al. [56], show connectome-
constrained deep mechanistic networks that incorporate the known
fruit fly’s connectomic topology, using deep learning techniques to
optimize unknown neuronal and synaptic parameters but without
showing concrete deep learning applications. Thus a key question
remains: do these systems possess structural bio-plausibility that can be
used to optimize deep learning models? This concern is crucial for the
design of artificial learning models optimized by connectomic-inspired
systems [57]. Recent studies, such as those by Lappalainen et al. [56],
have been exploring the integration of the Fruit Fly’s connectomic
structure into deep mechanistic networks. These networks employ deep
learning methodologies to fine-tune unidentified neuronal and synaptic
parameters, proposing hypotheses for potential connectomic-oriented
deep learning applications. As discussed in works like [57] emerges an
important research question: Can the structural bio-plausibility of these
systems be leveraged to enhance deep learning models? This question is
particularly relevant in the context of developing connectome-inspired
artificial learning models.

Paper organization and principal contributions. Our research presents
a novel approach to integrating the C.elegans connectome into Deep
Neural Networks (DNNs) and reservoir Echo State Networks (ESNs).
We introduce models that incorporate artificial connectomes, aligning
with key biological plausibility aspects, including evolutionary patterns
and node distribution in connectomic topology [58]. From a neuro-
scientific perspective, our shift from neuromorphic-based structures to
connectome-oriented ones, as undertaken in this study, utilizes these
concepts to emulate communication mechanisms found in the hip-
pocampus, with a special emphasis on their role in augmenting learning
capabilities [59]. In the Methods Section 2, we provide a detailed
account of our methodology. We start by elucidating the process of
transforming a biological connectome into an artificial bio-plausible
representation. Subsequently, we elaborate on the development of both
supervised and unsupervised DNN and ESN Elegans-AIs. We also in-
troduce two distinct methodologies for generating connectomes with
varying degrees of similarity to the original. Additionally, we conduct
an extensive investigation into the evolutionary conservation of con-
nectomes to gain insights into their optimized architecture for learning
tasks.

The Results Section 3 reveals valuable insights into connectomic
evolutionary conservation by comparing Elegans-AI with advanced
models. It also offers an in-depth analysis of performance across various
connectome types, including original, randomly rewired, and simu-
lated versions, using well-established deep-learning benchmarks bridg-
ing the gap between bio-inspired models, often limited in perfor-
mance, and connectome-inspired models, typically lacking structural
bio-plausibility.

Our study makes several key contributions to the field of
connectomic-oriented artificial intelligence:

• Model Exploration: We investigate the learning capabilities of
both Deep Neural Network (DNN) and Deep Reservoir Network
(DRN) models that incorporate artificial connectomes derived
from various sources, i.e. the original C.Elegans, randomly rewired
versions, and bio-plausible simulated connectomes.
3

Fig. 2. Fig. 2 provides a schematic representation of the process for generating tensor
networks 𝑇𝑁 using the transformation algorithm 1 from nematode, random, and
simulated connectomes (refer to Section 2.5 for more details). The various 𝑇𝑁s are
integrated into two distinct wrapper models, M1 and M2 as described in Section 2.4. In
Box (a), the transformation of the nematode connectome directly into a 𝑇𝑁 is depicted.
Meanwhile, Box (b) illustrates the process of edge-swap rewiring in the nematode
connectome, employing different probabilities 𝑝𝑖𝑗 for swapping edges between the 𝑖th
and 𝑗th neurons. This edge-swap rewiring can be applied to the entire set of edges
(termed total edge-swap rewiring) or specifically to connections between interneurons
(termed latent edge-swap rewiring). For each level of edge-swapping, a VGAE is trained
to create simulated connectomes, which are then transformed into corresponding 𝑇𝑁s.
Box (c) focuses on the generation of r-𝑇𝑁s from randomly rewired connectomes, which
are produced using stochastic generators. These connectomes maintain the same set of
nodes and annotation enrichment as the nematode connectome. Finally, Box (d) offers
a schematic overview of the models M1 and M2, demonstrating their configurations
as either Echo State Networks (ESN) or Deep Neural Networks (DNN). These models
incorporate various tensor network sub-architectures, namely nematode 𝑇𝑁 , r-𝑇𝑁 , or
s-𝑇𝑁 . The customization of these architectures is further refined by integrating sensor,
interneuron, and motor tensor units, denoted as 𝜃𝑆 , 𝜃𝐼 , and 𝜃𝑀 , respectively.

• Evolutionary Structural Explainability: This approach intro-
duces an interesting method for non-gradient-based evolutionary
explainability in artificial learning systems. It involves analyzing
and comparing neuron motif distributions and the properties of
homophily/heterophily within connectomes, focusing on their
learning capabilities. The goal is to gain deeper insights into the
effectiveness, scalability, and limitations of artificial connectomes
as learning systems, particularly in terms of how they are influ-
enced by evolutionary patterns. This method aims to enhance
our understanding of the functioning and development of arti-
ficial intelligence models based on bio-plausible neural network
structures.

• Performance Evaluation: Our study performs learning-oriented
experiments and ablation studies on well-established 10-class
benchmark datasets, specifically Cifar10 and MNIST Unsupervised.
To assess scalability, we expand our analysis to include Cifar100.
In our evaluations, we consider two distinct memory types: short-
term memory (STM) for reservoir models and long-term memory
(LTM) for deep learning versions. Both the approaches outper-
form state-of-the-art (SOTA) models in mostly of the comparisons.
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2. Methods

This section starts with an overview of the design process for
Elegans-AI models and in which way they are benchmarked. In Sec-
tion 2.1, it begins with the description of the dataset used for bench-
marking our models. Then follows Section 2.2 with the transformation
of a connectomic structure, whether it is the C.elegans one, bio-plausible
(Fig. 2(b)) or fully randomized (Fig. 2(c)), into tensor networks 𝑇𝑁s.
In Section 2.3 the 𝑇𝑁s are immersed into the latent space of well-
known deep-learning models leading to architectures inspired by trans-
formers and autoencoders. These wrapper architectures are denoted as
the external environments 𝐄 of 𝐌𝟏 (for transformers) and 𝐌𝟐 (for
autoencoders). As described in Section 2.4, 𝐌𝟏 and 𝐌𝟐 are specifi-
cally designed to address classification and reconstruction problems on
images (see Fig. 2(g)). As depicted in Figs. 4 and 5, the wrapper archi-
tectures of the various 𝐄s differ based on the specific task. However,
their latent spaces, the 𝑇𝑁s, are consistently designed and structured
using the same algorithmic approach, remaining structurally identi-
cal across all different tasks. Section 2.5 delves into the extraction,
representation, and generation of nematode connectomes. It explains
how these connectomes are derived using both stochastic algorithms
and Graph Variational Autoencoders (VGAE) as tools for simulating
the complex connectomic features and their relations in a connectomic
structure. Finally, Section 2.6 introduces a multi-class algorithmic ap-
proach to analyze the heterophilic and homophilic properties of these
connectomes.

2.1. Benchmark datasets

The transformer-like model 𝑀1 is employed to solve a classification
problem based on the Cifar10 dataset [60], which consists of 60 000
32 × 32 × 3 pixel RGB images across 10 classes, with 6000 images per
class. According to the official repository, 50 000 images are designated
for training and 10 000 for testing purposes. Additionally, 𝑀1 is also
tested on the Cifar100 dataset, which is similar to Cifar10 but includes
100 classes containing 600 images each. The Cifar100 dataset is thus
comprised of the same total number of images (60 000), also split into
50 000 for training and 10 000 for testing. Each image in Cifar100 is a
32 × 32 × 3 pixel RGB image, offering a more challenging classification
task due to the higher number of classes.1 Conversely, the autoencoder-
inspired model 𝑀2 is applied to the MNIST dataset [61,62] in an
unsupervised manner for image reconstruction. MNIST comprises gray-
scaled digit images of size 28 × 28, totaling 60 000 training images and
10 000 testing images, as per the official MNIST repository.2

2.2. The C.elegans connectome as a tensor network (TN)

This section details the construction of the 𝑇𝑁 starting from an
artificial graph derived from the mapping of a real connectome, which
specifically mimics the structure of a neural circuitry composed of
three classes of neurons: sensor labeled as 𝑆, interneurons labeled
as 𝐼 , and motor neurons labeled as 𝑀 (see also Fig. 1). The 𝑇𝑁
resulting from the collection of connectome/graphs 𝐶 is constructed
by allocating a tensor unit 𝜃 for each node/neuron. Therefore, each
edge/synapse, chemical or electrical, corresponds to an edge con-
nection at the architectural level between two different tensor units.
For the 𝑗th connectome C, the transformation algorithm TA1(C) is
depicted with the pseudo-code in 1. The first part of the transformation
algorithm is an initialization phase which involves scanning all nodes
labeled as sensor neurons 𝑆 on the 𝑐th connectome 𝐶𝑐 , then assigning
the same feature map 𝜃𝑖𝑛𝑖𝑡 from the previous layers of the external

1 Cifar10 and Cifar100 repository - Last queried on 6th March 2023.
2 MNIST official repository - Last queried on 6th March 2023.
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Algorithm 1 Pseudo-code of Tensor Network Algorithm.
Require: The 𝜃 tensor unit spec. (shape, type, act. fun.)
Require: The node list 𝑉 of the 𝑐-th connectome 𝐶𝑐
Require: The adjacency matrix 𝐴𝐶𝑐

of connectome 𝐶𝑐 (𝑣, 𝑒)
Require: The 𝐴𝑙𝑙𝑜𝑐(𝜃) function that returns a boolean value checking

if a 𝜃 tensor is allocated or not into the computational graph.
Require: The 𝑓𝑚𝑎𝑝(𝜈) function that given a 𝜈 vertex returns node

attributes and its relative position / ID into the nematode
connectome.

𝑠 ← 𝑁𝑜𝑛𝑒 ⊳ Input Space (Sensors) - Fig. 1 (a)
𝑖⃗ ← 𝑁𝑜𝑛𝑒 ⊳ Inter Space (Interneurons) - Fig. 1 (b)
𝑚⃗ ← 𝑁𝑜𝑛𝑒 ⊳ Output Space (Motors) - Fig. 1 (c)

function Init Sensors(𝑠, 𝜃𝑖𝑛𝑖𝑡 )
for 𝑣𝑖, 𝑘𝑖 ← 𝑓𝑚𝑎𝑝(𝑉 [𝑖]) do

if 𝑣𝑖[𝑟] = 𝑆 then
𝑠[𝑘𝑖] ← 𝜃𝑖𝑛𝑖𝑡

return 𝑠

function Create Tensor Net(𝑠, 𝑖⃗, 𝑚⃗, 𝐴𝐶𝑐
, 𝜃, 𝑉 )

𝜃𝑠 = [(𝑠, 𝑖⃗, 𝑚⃗), (𝑖⃗, 𝑠, 𝑚⃗), (𝑚⃗, 𝑠, 𝑖⃗)]
𝜌𝑙 = [(𝑆, 𝐼,𝑀), (𝐼, 𝑆,𝑀), (𝑀,𝑆, 𝐼)]
for 𝑙 from 0 → 𝑙𝑒𝑛(𝜃𝑠) do

for 𝑒(𝑖, 𝑗) ∈ 𝐴𝐶𝑐
do

𝑣𝑖, 𝑘𝑖 ← 𝑓𝑚𝑎𝑝(𝑉 [𝑖])
𝑣𝑗 , 𝑘𝑗 ← 𝑓𝑚𝑎𝑝(𝑉 [𝑗])
if 𝑣𝑖[𝑟] = 𝜌𝑙[𝑙][0] ∧ 𝐴𝑙𝑙𝑜𝑐(𝜃𝑠[𝑙][0][𝑘𝑖]) then

if 𝑣𝑗 [𝑟] = 𝜌𝑙[𝑙][1] then
if !𝐴𝑙𝑙𝑜𝑐(𝜃𝑠[𝑙][1][𝑘𝑗 ]) then

𝜃𝑠[𝑙][1][𝑘𝑗 ] ← 𝜃(𝜃𝑠[𝑙][0][𝑘𝑖])
if 𝐴𝑙𝑙𝑜𝑐(𝜃𝑠[𝑙][1][𝑘𝑗 ]) then

𝜃𝑠[𝑙][1][𝑘𝑗 ] ←
𝜃𝑠[𝑙][0][𝑘𝑖]⊗ 𝜃𝑠[𝑙][1][𝑘𝑗 ]

if 𝑣𝑗 [𝑟] = 𝜌𝑙[𝑙][2] then
if !𝐴𝑙𝑙𝑜𝑐(𝜃𝑠[𝑙][2][𝑘𝑗 ]) then

𝜃𝑠[𝑙][2][𝑘𝑗 ] ← 𝜃(𝜃𝑠[𝑙][0][𝑘𝑖])
if 𝐴𝑙𝑙𝑜𝑐(𝜃𝑠[𝑙][2][𝑘𝑗 ]) then

𝜃𝑠[𝑙][2][𝑘𝑗 ] ←
𝜃𝑠[𝑙][0][𝑘𝑖]⊗ 𝜃𝑠[𝑙][2][𝑘𝑗 ]

if 𝑣𝑖[𝑟] = 𝑣𝑗 [𝑟] then
if !𝐴𝑙𝑙𝑜𝑐(𝜃𝑠[𝑙][0][𝑘𝑗 ]) then

𝜃𝑠[𝑙][0][𝑘𝑗 ] ← 𝜃(𝜃𝑠[𝑙][0][𝑘𝑖])
if 𝐴𝑙𝑙𝑜𝑐(𝜃𝑠[𝑙][0][𝑘𝑗 ]) then

𝜃𝑠[𝑙][0][𝑘𝑗 ] ←
𝜃𝑠[𝑙][0][𝑘𝑖]⊗ 𝜃𝑠[𝑙][0][𝑘𝑗 ]

return 𝜃𝑠

environment 𝐄𝑖𝑛 (see Transformation algorithm 1 - Init Sensors func-
tion). The other associations between tensor units 𝜃s are represented
in the core of the latent space, and the operations between tensor
units are mapped into the so-called computational graph (which allows
our system to track a non-linear mapping of all the mathematical
operations between tensors). In the second part of the algorithm (see
Transformation algorithm 1 - Create Tensor Net), the cascading scan
of the 𝑐th adjacency matrix 𝐴𝐶𝑐

continues, by searching dyadic and
nti-dyadic connections. In the first scan, the algorithm searches nodes
abeled as motor neurons 𝑀 and interneurons 𝐼 which are linked with

sensors 𝑆. If the 𝑖th sensor node is connected to the 𝑗th motor neuron
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Fig. 3. Transitioning from the C.elegans connectome in (a) to its Tensor Network (TN)
configuration in (b): Fig. 3 depicts the operational framework of TA1 1, which is
designed to handle layered feedback loops. This method can be extended to manage
multiple nested cycles or feedback synapses which are not suitable in an artificial
model. Specifically, while maintaining the flow pattern from sensors to motors, the skip
connection ⊗ implemented through TN1 1 ensures the retention of connections between
neurons, upholds directionality, and prevents the occurrence of endless recursive loops
and feedback. In TA1 1, the initial step involves assigning the sensor-representative
tensor unit, denoted as 𝜃1. Following this, the process advances to 𝜃2, which corresponds
to a tensor unit associated with interneuron number 2. Subsequently, the algorithm
progresses to the motor-related tensor units 𝜃3 and 𝜃4. A primary challenge arises with
he need to reassign 𝜃2, which has already been allocated (and it cannot be reallocated
ithout losing previous connections), to adhere to the synaptic edge 𝑒(3,2), indicated by
red arrow. To address this, the algorithm implements a directional skip connection,

esignated as ⊗1. This connection is crucial for maintaining the integrity of information
lowing through both neural pathways. Following the structure of the connectome,
he procedure terminates with the formation of an outgoing connection, represented
y a green arrow - which facilitates the transition to the next tensor unit to be
llocated (𝜃4). Then, a similar challenge arises when establishing a connection between
4 and the previously allocated 𝜃1. To address this issue and, in a way, preserve the
eedback connection 𝑒(4,1) (indicated by a violet arrow), the algorithm employs a similar
echanism as before, but with a necessary adjustment in the flow’s directionality -
hich may affect only chemical synapses. In this instance, the problem is tackled
y altering the tensorial information through a skip connection. This modification
ffectively inverts the directionality from 𝑒(4,1) to 𝑒(1,4). Such an adjustment is pivotal
or maintaining the continuous sensor-to-motor flow, while simultaneously redirecting
he output of ⊗2 towards the external environment, denoted as 𝐸(𝑜𝑢𝑡).

r interneuron and the latter has not been already allocated, a new
ensor unit is allocated, and a functional connection is established from
to 𝑗 in the latent space architecture. Accordingly, the computational
raph is updated. As the whole adjacency matrix is scanned, all directed
chemical) and undirected (electrical) connections are allocated as
onnections 𝑒(𝑖, 𝑗) between the involved tensor units. The second scan
f the adjacency matrix is used to allocate all connections between
nterneurons and sensors/motors, and the last scan similarly establishes
onnections between motors and interneurons/sensors completing all
he possible combinations. When a dyadic connection exists within 𝐶𝑐 ,
he algorithm assigns tensor units, forming edge associations among
eurons of identical types (such as sensor to sensor, etc.). As ex-
lained in Fig. 3, to manage multiple incoming edges without losing
r overwriting previous allocated information between dyads and anti-
yads, the transformation algorithm substitutes the single tensor unit
er neuron with an element-wise multiplication of tensor units sharing
he same tensor shape. This approach is commonly referred to as a
kip connection by multiplication ⊗. As depicted in Figs 1-e and in
-(b), these skip connections by multiplication are symbolized by ⊗.
oreover, as outlined in Fig. 3, the TA1 1 algorithm is capable of

esolving cycles and endless feedback loops through skip connections,
hich are adept at preserving the flow of information from sensors

o motors. This strategic redirection ensures that the sensor-to-motor
athway is maintained without interruption and effectively interacts
5

ith the external 𝑀1 and 𝑀2 wrappers. Contrastingly, in other trans-
ormation systems, as cited in [52,53], the principles of connection
onservation or the maximal preservation of directionality are not pre-
ominant. Commonly, these systems utilize a Directed Acyclic Graph
DAG) framework, wherein neurons possessing solely outgoing edges
re classified as input neurons, irrespective of their sensory functions.
t is noteworthy that sensors do not invariably possess only outgoing
dges. Similarly, neurons functioning as outputs are considered output
eurons, regardless of their status as motor neurons, and it is not an
bsolute rule that motor neurons are restricted to having only outgoing
dges. At the end of the transformation process, the output motor
nit tensors are collected and stacked. In our learning framework,
dditional post-processing is applied to the Tensor Network (𝑇𝑁),
articularly to address issues such as redundant connections within
he computational graphs. This is achieved through the application
f the Grappler optimization strategy, as detailed in the TensorFlow
hitepaper [63].

.3. The definition of the external environment 𝐄(𝑖𝑛,𝑜𝑢𝑡)

As depicted in Fig. 1, the connectome-derived 𝑇𝑁 is structured as
latent space embedded within the external environment (𝐄𝑖𝑛,𝐄𝑜𝑢𝑡).
enerally, the function of 𝐄𝑖𝑛 is to encode the input feature maps

or the sensor neurons of 𝑇𝑁 , whereas 𝐄𝑜𝑢𝑡 serves as a decoder in
econstruction tasks or as a classifier in classification tasks by operating
ith motor neurons. As illustrated in Figs. 4 and 5, the external
odel components can be conceptualized as an artificial exposome

hat interacts with the artificial connectomes contained within (𝐋𝐒
atent spaces in yellow boxes). Alternatively, each 𝑖th environment
𝐄𝑖
(𝑖𝑛,𝑜𝑢𝑡)) can be considered as the environment of an intelligent agent

quipped with motor and sensor tensors functioning as actuators or
ensors. From the tensor network (TN) to the external environment
𝑜𝑢𝑡, once the motor tensors are stacked in output from the transfor-
ation algorithm 1, they are fed into a multi-head attention layer 𝜇1

hat interfaces with the external environment represented by the 𝐄𝑜𝑢𝑡
Fig. 1 - (f)). The models M1 and M2 employ a 𝜇1 cross-attention
elative to external environmental inputs 𝐄𝑖𝑛 and their abstraction in
he output 𝐄𝑜𝑢𝑡 leveraging higher-level feature diversity [64]. In 𝜇1
eads the connectome-based asymmetric topological routing from sen-
ory to motor neurons induces structural diversity improving attention
ocus and model outcomes. Furthermore, the integration of 𝜇1 layers
as shown in Figs. 4 and 5) are motivated by their correlation with
rain regions such as the hippocampus [65,66]; allows for complex
epresentations, underscoring the significance of attention mechanism
iversity in advancing model capabilities. These complex representa-
ions are observed at the architectural level (see Figs. 1 and 2) as a
ollection of varied and extensive routes from 𝐄𝑖𝑛 to 𝐄𝑜𝑢𝑡, systematically

arranged in the connectome structured tensor network 𝑇𝑁 with the
transition algorithm TA1 1 on the specific connectome C, thus TN =
TA1(C) from sensory to motor neurons. Specifically, a transformer-
inspired model 𝑀1 ∶ 𝐄1

(𝑖𝑛) → 𝑇𝑁𝑞 → 𝐄1
(𝑜𝑢𝑡) with a number of 𝑞 tensor

networks is employed for image classification [13] (see Fig. 4), while
an autoencoder-inspired model 𝑀2 ∶ 𝐄2

(𝑖𝑛) → 𝑇𝑁 → 𝐄2
(𝑜𝑢𝑡) is utilized

for unsupervised digit reconstruction (see Fig. 5). To preserve a clear
distinction between the external environments and the tensor networks
in all proposed models, no supplementary design modifications, such
as incorporating skip connections or others, have been introduced
between 𝐄𝑖𝑛 and 𝐄𝑜𝑢𝑡, aiming to assess the model’s expressive capacity
and effective complexity of the 𝑇𝑁s.

2.4. Model architectures

2.4.1. M1 - Transformer-inspired Elegans-AI for Cifar10 and Cifar100
The architecture of the external environment 𝐄(𝑖𝑛,𝑜𝑢𝑡) and the latent

space (𝐋𝐒) for 𝑀1 is shown in Fig. 4. To obtain a set of flattened
patches (𝑛 = 4), the original images on 3 channels are reshaped
𝑝
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and patched with equal dimensions. Then, the 𝑛𝑝 patches follow two
branches. The first branch bypasses the latent space 𝐋𝐒 (blue arrow
in Fig. 4). Meanwhile, the patches in the second branch enter the 𝐋𝐒,
where a replica of the tensor network (𝑇𝑁𝑞 with 𝑞 = [1 ∶ 4]) is
configured for each 𝑞th flattened patch ([𝑝1, 𝑝2, 𝑝3, 𝑝4]). In the 𝐋𝐒, as
described in the transformation algorithm (see Section 2.2), all the fully
connected layers of the 𝑞th 𝑇𝑁 , named tensor units 𝜃s, are allocated
with 432 neurons (resulting by flattening the 3 channels × 144 neurons)
and a rectified linear unit ReLU is used as the activation function.
According to the initialization function of the transformation algorithm
(see Section 2.2 - Init Sensors function), each input flattened patch is
assigned to the group of sensor layers (label ‘‘S’’), one for each 𝑇𝑁
replica (see Fig. 4 - (c) - blue nodes). Note that each of these 𝑇𝑁
replicas processing a patch of the input shares weights with all the
others, which drastically reduces the trainable parameters, especially
compared with other state-of-art transformer networks, like ViT, BEiT
or CvT [34,35,67], and even some parameter-optimized convolutional
architectures like EfficientNetV2 [33]. Once the information flows from
sensors to interneurons, the output of the 𝑇𝑁 in the 𝐋𝐒 is collected
from the fully connected layers labeled as ‘‘motors’’ and reshaped
according to the size of the initial patches. Thus, for each replica of
the 𝑇𝑁 , a single feature map is extracted by the application of a multi-
head attention 𝜇1(𝐻,𝐾) with a head-space 𝐻 equal to the number
of allocated 𝜃 motor layers and a key space 𝐾 fixed to 32 (which is
approximately one-third of the number of motor neurons). 𝜇1(𝐻,𝐾)
is applied to both the flattened input sensors and the motor layers.
To keep track of relative patch positions along the model, the feature
maps in output from the 𝐋𝐒 (violet arrows of Fig. 4) are arranged by
applying a positional embedding layer (Fig. 4 - (d)). Once the features
are positionally embedded, they are provided in input to a feature
space condenser as shown in Fig. 4(e). In both 𝑀1 and 𝑀2 setups (see
also paragraph 2.4.2), the condenser’s role is to merge and reduce the
feature space in the output obtained from the 𝑇𝑁𝑠. Then, these features
are selected for a reduced feature space built by applying a second
multi-head attention (𝜇2) driven by a drop-out of 10%. The 𝜇2(𝑁,𝐶)
layer has many heads 𝑁 equal to the number of input patches (𝑁 = 𝑛𝑝)
and a key-space 𝐶 equal to the number of neurons equivalent to the
number of possible 𝐶-classes (for Cifar10 𝐶 = 10, and for Cifar100
𝐶 = 100). It is worth noting that multi-head attention layers (𝜇1 and
𝜇2) are commonly used in self-attention mechanisms. However, in this
type of transformer, they are applied for encoder–decoder attention
mechanisms. In the output from 𝜇2, for each 𝐻 , the second-last Reduce
Mean layer computes the mean of elements across the 𝐶 dimensions
producing a 𝐶-dimensional vector. The latter is in input to the last
fully connected layer 𝐹𝐶 with 𝐶 neurons and a 𝑅𝑒𝐿𝑈 as an activation
function.

2.4.2. M2 - Autoencoder-inspired Elegans-AI for MNIST Unsup
In Fig. 5, an autoencoder-like architecture is depicted, which en-

compasses a single 𝑇𝑁 . Compared to the preceding transformer-like
architecture (see previous paragraph 2.4.1), where each individual
patch was allocated to a different 𝑇𝑁 , this architecture immerses a
single 𝑇𝑁 directly into the 𝐋𝐒. Fig. 5 - (a) shows how in the external en-
vironment 𝐄𝑖𝑛 an encoder is designed to progressively extract abstract
representations of the input features via 2D-convolutional (2DConv)
and max-pooling (MaxPool) layers. Fig. 5 - (d) shows how the decoder
𝐄𝑜𝑢𝑡 operates for image reconstruction starting from the output of the
latent space to the original target via 2DConv layers supported by bi-
linear interpolation for upsampling features (UpSample). In Fig. 5 boxes
(a) and (d), the number of layers in the encoder is less than that in
the decoder. This imbalance could provide certain advantages [68]. For
instance, given the presence of a dimensionally significant 𝑇𝑁 in the
𝐿𝑆, overloading the model with an extensive-dimensional encoder is
unnecessary. As in 𝑀1, the building procedure of the 𝑇𝑁 involves the
transformation algorithm (see Section 2.2) by allocating fully connected
layers of 784 neurons with an Exponential Linear Unit (ELU) activation
6

Fig. 4. Architecture of Elegans-AI M1 - Classification Fig. 4 illustrates the architecture
of the external environment 𝐄 and the latent space (𝐋𝐒) for 𝑀1. In Fig. 4 - Box
𝐄𝐢𝐧(𝐚), the input layer undergoes patching and reshaping operations to obtain flattened
patches. In Box 𝐋𝐒(𝑐), the patches enter the latent space 𝐋𝐒 into 𝑞 = 4 independent
replicas of 𝑇𝑁 where sensors are shown in blue, interneurons in red and motors in
green. The 𝑇𝑁 ’s 𝜃 tensor units are fully connected layers with 432 neurons and a
rectified linear unit ReLU as the activation function. In the Cifar10 configuration, on
𝐄𝐨𝐮𝐭 (𝑑) the output of each 𝑇𝑁s is collected from the 𝜃s labeled as motors and reshaped
to match the 12 × 12 × 3 size of the initial 𝑝𝑛 with 𝑛 = [1, 2, 3, 4]. This is because in
𝐋𝐒(𝑐) a single feature map is extracted, in comparison with input patches 𝑝, for each
𝑇𝑁 replica by using multi-head attention 𝜇1(𝑀, 32). Where 𝑀 = 86 is equal to the
number of allocated motor layers. In 𝐄𝐨𝐮𝐭 (𝑑) the patches that bypass the 𝐋𝐒 (blue
arrow) and those from the 𝑇𝑁s (violet arrows) are positionally embedded. Then, the
two positional embedded layers are provided in input to the feature space condenser
(Fig. 4 - (e)). In this case, the condenser composed by a second multi-head attention
layer 𝜇2(𝑁,𝐶), which has a 𝐻 equal to the number of N-produced input patches and
a 𝐶 = 10 and by a ReduceMean the averages the output of 𝜇2. Then, in 𝐄𝐨𝐮𝐭 (𝑓 ) it is
provided in input to the last fully connected layer 𝐹𝐶 with 10 neurons. In the Cifar100
configuration the number of neuron-per-layers is switched from 10 to 100 neurons..

function. As displayed in Fig. 5(b), the feature maps in output from the
𝐄𝑖𝑛 are flattened and follow two separate branches (blue and violet).
The blue branch transports the features to a single fully connected
layer of 784 neurons (28 × 28), after which layer normalization is
executed (green LayerNorm Box in Fig. 5 - (b)). With a longer path,
the violet branch conveys the features to the single 𝑇𝑁 ; as in 𝑀1,
multi-head attention 𝜇1 is applied, followed by a fully connected layer
of 784 neurons (𝐅𝐂(784)) (from the blue path). The latter layer also
undergoes 2 layer normalization (Fig. 5 - second green LayerNorm in
the violet path of Box (b)). The tensors output from the black and
violet normalized branches are point-wise multiplied to generate a
single output tensor. The mechanism of applying layer normalization
and multiplication, despite the absence of some tensorial operations,
could be regarded as a very simple alternative to the 𝜇2 multi-head
attention in the condenser block of 𝑀1 (Fig. 4 - Box (e)). The tensor
in output from layer Multiply is fed into a feature space condenser
block (Fig. 5(c)), where a series of fully connected layers, containing
512, 256, and 128 units respectively, further reduce the feature space.
The output from 𝑀2 condenser to the decoder of 𝐄𝐨𝐮𝐭 is normalized
by using a traditional batch normalization after reshaping the reduced
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Fig. 5. Architecture of Elegans-AI M2 - MNIST: In Fig. 5, an autoencoder-inspired
architecture is depicted for 𝑀2. Box (a) showcases an encoder situated in the
external environment 𝐄𝑖𝑛, comprised of two successive 2D-convolutional (2DConv)
layers respectively followed by max-pooling layers (MaxPool). Within box (b), the
architecture of the latent space 𝐋𝐒 is displayed, featuring two distinct branches. The
violet branch directs the extracted features towards the sensor 𝜃 of a singular tensor
network 𝑇𝑁 . As depicted in Fig. 4, a 𝜇1 layer is employed to identify the most salient
features among motor neurons (illustrated in gray). The blue branch serves as a more
direct pathway and in this case, it is utilized to calibrate the 𝑇𝑁 prediction through
the implementation of a point-wise multiplication layer (⊗). Within the 𝐋𝐒, box (c)
illustrates a series of three fully connected FC layers with gradually decreasing sizes,
ranging from 512 to 128. These layers are subsequently reshaped and subjected to
batch normalization, before being provided as output to the decoder block in 𝐄𝐨𝐮𝐭
(Box (d)). The decoder block, as represented in Fig. 5 - (d), consists of a sequence
of Conv2D layers followed by upsampling via bilinear interpolation (UpSample). The
transformations of tensor shapes after each tensorial operation are shown accordingly.

features into a tensorial form of 4 × 4 × 8. In Fig. 5 Block (d), generally,
the architectures are designed with smaller blocks and progressively
diminish the number of filters in reconstruction; nevertheless, in this
instance, a large number of filters is maintained, while the feature
map’s dimensions are progressively increased [33,39,69]. In all the
layers considered within the various parts of 𝑀2, the ELU activation
function is employed. The only exception is the final layer that leads
to the target, which utilizes a sigmoidal activation function.

2.4.3. The echo state versions of M1 and M2
The architectures described in Sections 2.4.1 and 2.4.2 are trans-

formed into ESN-like models, namely M1 and M2 Echo State Networks
(ESNs). Similarly to their DNN counterparts, this modeling approach
involves incorporating the non-linear graph topology of artificial con-
nectomes as RNNs in feed-forward and deactivating specific trainable
7

blocks into the 𝑀1 and 𝑀2 configurations. However, unlike the origi-
nal definition of ESNs, in our case, the number of tensor units is equal
to the number of neurons, and the connectivity probability is fixed,
representing the synaptic connectivity of the nematode connectome
(or of those randomly rewired and simulated ones). However, this still
adheres to the fundamental definition of ESNs [70] and its extension to
deep ESNs [71]. In detail, training is possible only for the blocks that
are outputs from the 𝐄𝑜𝑢𝑡 layers, whereas the full 𝐄𝑖𝑛 layers and the 𝑇𝑁
blocks within the artificial connectome are not trainable. This approach
reduces the overall count of parameters that can be trained, yet keeps
the total parameter count of the model constant in the forward direc-
tion. Fig. 1(d-e-f) illustrates a visual representation of this concept. It
displays a schematic structure of the ESNs 𝑀1 and 𝑀2, showcasing the
arrangement of neurons and synapses in the connectome. In the figure,
in the ESNs configuration, violet weights are non-trainable, whereas
green weights are trainable. In the model M1-𝐄𝑜𝑢𝑡, as depicted in Fig. 4,
the trainable layers extend from 𝜇1 in block (c) to the fully connected
layer in block (f). This configuration significantly reduces the number
of learnable parameters from 107,360,964 in the standard M1 DNN to
just 5186 in the Cifar10 dataset. For the Cifar100 dataset, the M1 DNN
comprises 312,943,440 learning parameters, whereas its ESN variant
has a substantially lower count of 34,184,016 parameters. Similarly, in
the M2-𝐄𝑜𝑢𝑡 model, illustrated in Fig. 5, the trainable segments span
from block (b) to block (d) in the 𝑀2 ESN. This results in a total
of 1,587,953 learnable parameters, a reduction from the 87,852,914
parameters found in the DNN version of M2.

2.4.4. Trainable and reservoir 𝑇𝑁 implementations as models for long-term
and short-term memory

In the context of 𝑀1 and 𝑀2 models, the weights within the 𝑇𝑁
can be configured as either trainable or non-trainable, contingent upon
their designation as connectome-oriented DNNs or ESNs. From a neu-
roscientific point of view, the encoding of long-term memory models
(LTMs) is predominantly achieved through the modulation of synap-
tic weights, necessitating a structured training model based, i.e., on
backpropagation. Conversely, short-term memory models (STMs) are
characterized by their reliance on transient network activities. In par-
ticular, perturbations in external stimuli can induce prolonged neural
activity within a recurrent network framework, resembling an artifi-
cial connectome, even after the cessation of the initial stimulus. This
mechanism is reflective of the hypothesized role of transient neural
activities in supporting STM within cortical networks [72] and it is
well-represented by a feed-forward setup. Therefore, investigating how
memory impacts learning effectiveness in artificial systems is crucial for
the study and design of these architectures in a biologically plausible
manner. This necessitates an in-depth examination of the constraints
and capabilities of both ESN and DNN architectures, particularly in
terms of how variations in network parameters such as size, topology,
and input modalities affect the learning trajectory [73]. An analytical
comparison of the ESN and DNN configurations delineated in the results
(Section 3), aims to elucidate the differential approaches each model
employs in simulating artificially these memory processes.

2.4.5. Preprocessing and data augmentation
All images inputted to 𝑀1 and 𝑀2 have undergone a preprocessing

and data augmentation phase within their respective input environ-
ments as usually applied in the Literature [34]. Specifically, in Cifar10
for 𝑀1 a central crop of 75%, resulting in 24 × 24 images is applied.
Then, data augmentation is performed by applying 4 transformations:
the first transformation is a rotation with a range of 15 degrees, which
introduces a degree of variation to the orientation of the images,
making the model more robust to rotations. The second transformation
is horizontal flipping, which involves mirroring the image along its
vertical axis. This transformation is applied with a probability of 0.5,
allowing the model to learn from images with reversed orientation.
The third and fourth transformations are width and height-shift with
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a range of 0.1, which involve shifting the images horizontally or
vertically by up to 10% of their width or height. This allows the model
to learn from images with slight variations in position, which can occur
due to changes in camera angle, object placement, or other factors. In
𝑀2 that focuses on grayscaled MNIST images, instead of performing
a central crop, a binary thresholding equal to 0.3 is applied to the
images. The binary thresholding simplifies the images and removes
any noise or unnecessary details that may not be useful for the digit
unsupervised reconstruction. After thresholding, data augmentation is
applied by using two types of transformations: width and height shift
range to 10% and a zoom range of 10%. These transformations are used
to generate slightly different versions of the same digit, which increases
the size and diversity of the dataset and prevents overfitting.

2.4.6. Training and hyper-parameter configurations
Models 𝑀1 and 𝑀2 of Elegans-AI are trained with different pa-

rameter configurations and optimization functions. The weights of the
convolutional and fully connected layers are initialized with a ran-
dom distribution [74]. Given the complexity of Cifar10 and Cifar100
ompared to MNIST, it is important for 𝑀1 to choose an optimizer
hat provides balanced importance to rare features. For this reason,
he optimizer chosen for 𝑀1 is AdaDelta [75]. AdaDelta optimizer

adjusts the learning rates based on recent gradient updates instead
of storing all past gradients, resulting in a slower convergence on
frequent features while also taking into account infrequent ones. The
decay rate 𝜌 for AdaDelta is set to 0.95. The second hyper-parameter
is the precision 𝜖 which is fixed to 𝜖 = 1.0 × 10−7. The 𝑀1 AdaDelta
ptimizer is configured with an initial learning rate 𝑙𝑟𝑀1 equal to
.01 for Cifar10 and 0.0002 for Cifar100. On the other hand, for the
nsupervised reconstruction problem of MNIST-Unsup, Adam [76] is
hosen for 𝑀2 because it offers a robust and faster convergence on
impler datasets. The optimizer’s learning rate for 𝑀2 is fixed at 0.001
𝑙𝑟𝑀2 = 0.001). The number of trainable parameters in DNNs and ESNs
tructured on the nematode connectome 𝑇𝑁 is described and compared
n paragraph 2.4.3. However, on simulated connectomes or those that
re randomly rewired, the dimension of 𝑇𝑁 may vary and, accordingly,

the number of trainable parameters may also change. Various types
of initializers and regularizers are applied at different architectures’
levels to prevent bias and ensure weight regularization. In 𝑀1 a correct
weight updating of the lower layers of the model may be affected by
the vanishing gradient problem inflating the whole learning process.
Thus, according to Glorot and Bengio [74], the kernel weights of the
last fully connected layer 𝐹𝐶(𝐶) (Fig. 4 - Box f) are initialized with
Glorot Uniform distribution. The latter is helpful also in avoiding the
exploding gradient problem. For 𝑀2, a more extensive intervention
is required to avoid gradient-related issues. Therefore, in 𝑀2, all the
kernel weights are initialized utilizing the Glorot uniform distribution,
while the bias weights are initialized with a zero-wise distribution.
The final convolutional layer of 𝑀2 (Fig. 5 - Box (d) is regularized
employing 𝓁1 regularization [77] with a penalty parameter of 0.0001
(𝓁1 = 1.0 × 10−4). In the models, a random image selection with a
fixed seed is used to generate the batches. In detail, the batch size
of 𝑀1 is 𝑏𝑀1 = 32 for Cifar10 and 𝑏𝑀1 = 10 for Cifar100, while for
𝑀2 𝑏𝑀2 = 128. During the model training, overfitting was prevented
by using early stopping. 𝑀1 and 𝑀2 performances on the validation
sets were monitored according to the evaluation metrics Top-1 accuracy
(see also Supplementary Section S2-C), and the weights obtained at
the end of the best epoch were saved to guarantee maximum accuracy
and generalization. As previously discussed, the tasks addressed by
𝑀1 and 𝑀2 were intentionally made distinct. 𝑀1 is a supervised
lassifier, while 𝑀2 is an unsupervised grayscale image reconstruction
odel. The choice of the loss function for each model was accordingly

ailored to the specific task. For 𝑀1, where the ground truth class
s represented as an integer, the sparse categorical cross-entropy loss
unction 𝜆𝑀1 was employed. On the other hand, for 𝑀2, where the goal
s to minimize the pixel-by-pixel reconstruction error, the binary cross-
ntropy loss function 𝜆𝑀2 was used. For fair comparisons, the training
nd hyperparameters are fixed with the same configurations for DNN
8

nd ESN versions. i
.5. Connectomes description and generation

In the initial section, labeled as Section 2.5.1, the manuscript pro-
ides a detailed description of the nematode connectome data for
.elegans. The subsequent Section 2.5.2 outlines the methodologies
mployed to generate randomly rewired connectomes. Following this,
ection 2.5.3 introduces a specifically tailored Variational Graph Au-
oencoder (VGAE) [78], designed to generate simulated connectomes
hat mirror the characteristics of the nematode connectome. Fig. 2
epicts a schematic pipeline of both the procedures to produce ran-
om tensor networks (r-𝑇𝑁) and simulated tensor networks (s-𝑇𝑁) from
andom and simulated connectomes.

.5.1. The nematode connectome
The connectome anterior/pharynx part of the hermaphrodite free-

iving nematode C.elegans consisting of 279 neurons and 13.000 chem-
cal and electrical weighted edges are analyzed. The C.elegans com-
lex network is accurately reconstructed by Varshney et al. [79],Chen
t al. [80] and made free-available on the online repository.3 Several
.elegans nervous systems are provided in the Literature, however, the
etwork of Varshney et al. [79] is chosen as nematode connectome
ecause it is well annotated to the full C.elegans network representation
f 302 neurons originally provided by White et al. in 1986 [81]. The
ematode connectome, at the node level, presents three class labels for
eurons of type sensors, interneurons, and motors. Furthermore, at the
dge level, the authors made available: (a) a weight that represents
he number of between-neuron connections summing up at 13.000
ynapses and (b) a binary label that indicates if the synapse is chemical,
hat is a directed edge, or electrical, an undirected edge. Moreover, the
ematode connectome is enriched by additional information, such as
ypes of neurotransmitters, neuron soma positions,4 and other details
ike the neural cell class, at the node level. Furthermore, neurotransmit-
er type information and neurons’ soma position are used to enhance
he structural understanding of the generative tensor network models
see also 3.2.2). The 3D graphical model of C.elegans in Fig. 1 is
eproduced by leveraging the tool in [82]. Four different classes of
onnectomes are transformed into 𝑇𝑁s and compared with the 𝑇𝑁
erived from the nematode connectome as detailed in Sections 2.5.2
nd 2.5.3.

.5.2. Random connectomes and related r-TNs
Three classes of graph generators based on stochastic algorithm

re employed: Erdos–Renyi 𝐆1 (ER), Barabasi–Albert 𝐆2 (BA), and
atts–Strogatz 𝐆3 (WS) as schematically shown in Fig. 2 Box (a-d-e-
)). These models generate features both by random wiring edges and
andom enriching edges and nodes with labels to signify the type of
onnection and type of neuron. In the WS model, an integer constant
s used to set the median density limit, while in the models of BA and
R, the probability of insertion is evaluated at exactly 0.5. 30 graphs
re generates using each of 𝐆1, 𝐆2, 𝐆3, applying careful pruning and
dge adding to avoid creating connected components. These random
etworks are then converted to r-𝑇𝑁s (see also Supplementary Section
3).

.5.3. Simulated connectomes and related s-TNs
The fourth class of graph generators, 𝐆4, is based on VGAE [78] and

t is employed to produce s-𝑇𝑁 as depicted in Fig. 2(b-d). In the follow-
ng, details on the generation procedure and the modeling-experimental

3 https://neurodata.io/project/connectomes/ (GraphML data format) - Last
ueried on 6th March 2023.

4 Along the length of the nematode from the head to 0.83 mm on 𝑥-axis,
n adult C.elegans has an average length of max of 1.5 mm. However, in the
etwork of Varshney et al. [79] only the anterior/pharynx part of the worm

s considered.

https://neurodata.io/project/connectomes/
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setup used in this portion of the work are provided. The VGAE modeling
and experimental setup are described in the first paragraph. While, in
the second paragraph, the simulated connectome generation procedure
of trained VGAE is described. Adopting VGAE over traditional Graph
Neural Networks (GNNs) can be particularly advantageous in contexts
where sensitivity to heterophily is necessary [83] - as shown in Sec-
tion 2.6 the heterophilic/homophilic property is proved in C.elegans.
VGAE excel in learning latent representations of graphs, capturing
complex and diverse structural features beyond simple node similarity
or class-based connectivity.

Modeling and experimental setup. Let 𝐺𝑜𝑟𝑖𝑔𝑖𝑛 = (𝑉𝑜𝑟𝑖𝑔𝑖𝑛, 𝐸𝑜𝑟𝑖𝑔𝑖𝑛) be the
ematode connectome graph, with |𝑉𝑜𝑟𝑖𝑔𝑖𝑛| = 𝑁 nodes. Every node

represents a neuron. Let 𝑤 ∶ 𝐸𝑜𝑟𝑖𝑔𝑖𝑛 → R+ be a function that weights
edges according to the connectome synapse weights. The rewired con-
nectomes used to train the 𝐆4 models are created by considering 4
different levels of rewiring intensity (𝑙 = 10, 20, 30, 40%), either in
he whole 𝐸1 = 𝐸𝑜𝑟𝑖𝑔𝑖𝑛 edge set or only in the 𝐸2 ⊂ 𝐸𝑜𝑟𝑖𝑔𝑖𝑛 edge

set (Fig. 2 - (b)). The 𝐸2-set includes the interneurons–interneurons
synapses as well as interneuron–sensor and interneuron–motor ones.
For this reason, a total of 8 different sets of rewired connectomes is
collected (𝑆1

10, 𝑆
2
10,… , 𝑆1

40, 𝑆
2
40).Where, for every rewiring intensity 𝑙,

wo sets of edges are collected from the nematode connectome that is
ivided into the two previously defined scopes, 𝐸1 and 𝐸2. Thus, the
et 𝑆1

𝑙 contains the rewired connectome from scope 𝐸1, while the set 𝑆2
𝑙

ncludes only the edges collected from scope 𝐸2. The VGAE framework
onsists of two main components: an inference model and a generative
odel. The inference model 𝑞 takes the node feature matrix 𝐗 and the
eighted adjacency matrix 𝐀 as input, processing them through two
ncoders 𝑓𝜇 and 𝑓𝜎 . Each row of the feature matrix 𝐱𝑢 ∈ R𝐹 is an 𝐹 -
imensional vector (𝐹 = 10), with 9 (3 + 6) components corresponding
o the one-hot encoding of the role (sensor, motor, interneuron) and cell
eurotransmitter type of the 𝑢 neuron, and 1 component corresponding
o the C.elegans neuron soma position. Additionally, it is worth noting
hat each edge 𝑒 = (𝑢, 𝑣), with 𝑢, 𝑣 coordinates in the adjacency matrix
, is weighted according to the synapse weights of the nematode
onnectome 𝑤, when 𝑒 ∈ 𝐸𝑜𝑟𝑖𝑔𝑖𝑛. Otherwise, if 𝑒 ∉ 𝐸𝑜𝑟𝑖𝑔𝑖𝑛, it is weighted
ccording to the average weight of the synapses involving the con-
ected nodes 𝑢 and 𝑣 in the nematode connectome. The encoders 𝑓𝜇 and
𝜎 output two matrices 𝝁, log𝝈 ∈ R𝑁×𝐹 ′ , with 𝐹 ′ being the size of node
mbedding. The matrices referred to are the 𝝁 and log𝝈 matrices, which
espectively represent the mean and log-standard deviation of the latent
pace multivariate Gaussian distribution. These matrices are calculated
sing the functions 𝑓𝜇 and 𝑓𝜎 with input matrices 𝐗 and 𝐀. Thus, the
nference model distribution over each node stochastic representation
𝑖 is defined as an 𝐹 ′-variate normal distribution parametrized by 𝝁𝑖
nd diag

(

𝝈2
𝑖
)

as follows:

(𝐙 |𝐗,𝐀) =
𝑁
∏

𝑖=1


(

𝐳𝑖 |𝝁𝑖,diag
(

𝝈2
𝑖
))

(1)

The entire stochastic representation matrix 𝐙 ∈ R𝑁×𝐹 ′ is obtained
using a reparameterization trick [84]. Extending the original VGAE ar-
chitecture [78], the encoders employed 𝑓𝜇 , 𝑓𝜎 are composed of several
Reversible Residual [85] Graph Convolutional Network (GCN) [86]
blocks (from 80 to 120). Residual connections mitigate the risk of
oversmoothing, while the use of a reversible architecture allows for the
training of very deep models without encountering memory limitations
and lowers the number of parameters. This setup was observed to be the
most stable and reliable in the simulated connectomes generation phase
2.5.3. The generative model (decoder), is given by an inner product
between the stochastic latent representation matrix 𝐙 and itself, on
top of which a sigmoid function 𝜎 is applied to produce a proba-
bilistic adjacency matrix 𝐀̃ containing 𝐴̃𝑖,𝑗 ∈ [0, 1] ∀𝑖, 𝑗 = 1, 2,… , 𝑁 .
In addition to the original work [78], a learnable decoder could be
leveraged to further process the embeddings in 𝐙 before reconstructing
𝐀̃, which could lead to better reconstruction. Specifically, a simple
9

decoder made up of 𝐾 = 5 point-wise feed-forward layers (similarly to
the transformers [13]) is employed, denoted by FF𝐾 (⋅). More formally,
the decoder distribution is defined as:

𝑝 (𝐀 |𝐙) =
𝑁
∏

𝑖=1

𝑁
∏

𝑗=1
𝑝
(

𝐴𝑖,𝑗 = 1 | 𝐳𝑖, 𝐳𝑗
)

=
𝑁
∏

𝑖=1

𝑁
∏

𝑗=1
𝜎
(

FF𝐾
(

𝐳𝑖
)𝑇 FF𝐾

(

𝐳𝑗
)

)

,

(2)

hence the reconstructed probabilistic adjacency matrix is computed
as: 𝐀̃ = 𝜎

(

FF𝐾 (𝐙)𝑇 FF𝐾 (𝐙)
)

. Two slightly different loss functions are
leveraged to train the generators. The first (traditionally used in the
VGAE framework) is the variational lower bound to the parameters of
the inference model 𝑞 and the generative one 𝑝:

 = −E(𝐗,𝐀)
[

log 𝑝 (𝐀 |𝐙) + KL (𝑞 (𝐙 |𝐗,𝐀) ∥ 𝑝 (𝐙))
]

(3)

where − log 𝑝 (𝐀 |𝐙) is the adjacency reconstruction error, and
KL (𝑞 (𝐙 |𝐗,𝐀) ∥ 𝑝 (𝐙)) is the KL-divergence [87] between the inference
model distribution and the Gaussian prior 𝑝 (⋅) ∼  (𝟎, 𝐈). The second
loss is a regularized version of the first one:

′ =  − 𝛾 log 𝑝
(

𝐀𝑜𝑟𝑖𝑔𝑖𝑛 |𝐙
)

(4)

Such loss employs a regularization term which slightly shifts and stabi-
lizes the learned graph distribution towards the nematode connectome
adjacency matrix 𝐀𝑜𝑟𝑖𝑔𝑖𝑛 by a small factor of 𝛾 ∈ [0, 1]. Experimental
evidence suggests that a value leading to sufficiently stable generation,
without falling into the ‘‘Helvetica Scenario’’ [88], is 𝛾 = 0.05. The
models trained to minimize ′ and  are referred to as regularized
and non-regularized. The corresponding generators are, respectively,
denoted as 𝐆4 (⋅,) and 𝐆4

(

⋅,′), where ⋅ is the rewired connectome
set on which the model is trained (𝑆1

10, 𝑆
2
10,… , 𝑆1

40, 𝑆
2
40). For example,

𝐆4
(

𝑆2
30,

′) denotes a regularized generator model trained on the
rewired connectomes from 𝑆2

30 (30% of the 𝐺𝑜𝑟𝑖𝑔𝑖𝑛 edges rewired, only
on the latent space). In terms of training configurations, each VGAE
model is trained for 2000 epochs using 70% of the corresponding
rewired connectome set using the Adadelta [75] optimizer and vali-
dated/tested on the remaining 30% (split up between 15% validation
set and 15% test set). Early stopping and a dropout rate of 0.1 on each
GCN layer are employed to avoid overfitting.

Generation procedure. After the training, the generation procedure 𝐆4
(Fig. 2(c)) is applied to each VGAE model 𝑞:

1. A set 𝛴 =
{

𝐀̃(1), 𝐀̃(2),… , 𝐀̃(𝑇 )} of 𝑇 = 2500 probabilistic ad-
jacency matrices is sampled from the posterior distribution of
the generative model, conditioned by the nematode connectome
graph 𝐺𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙:

𝐀̃(𝑖) = 𝜎
(

FF𝐾
(

𝐙(𝑖))𝑇 FF𝐾
(

𝐙(𝑖))
)

, where: (5)

𝐙(𝑖) ∼ 𝑞
(

⋅ |𝐗𝑜𝑟𝑖𝑔𝑖𝑛,𝐀𝑜𝑟𝑖𝑔𝑖𝑛
)

, ∀𝑖 = 1,… , 𝑇 (6)

2. A 𝜏 threshold cutoff is applied to each 𝐀̃(𝑖) to produce a binary
adjacency matrix 𝐀(𝑖), and therefore a new set 𝛴 =
{

𝐀̃(1),… , 𝐀̃(𝑇 )}. Specifically, an 𝜖-greedy strategy is employed
to select edges to enforce the generation diversity. For each
edge (𝑢, 𝑣), if 𝐴̃(𝑖)

𝑢,𝑣 ⩾ 𝜏 then with probability 1 − 𝜖, 𝐴(𝑖)
𝑢,𝑣 = 1,

and with probability 𝜖, 𝐴(𝑖)
𝑢,𝑣 = 0. The exact opposite happens

when 𝐴̃(𝑖)
𝑢,𝑣 ⩽ 𝜏. After each iteration, 𝜖 decreases exponentially

in a simulated annealing fashion. The optimal threshold 𝜏 is
determined using the AUC-ROC curve based on the VGAE model
predictions over the corresponding validation set.

3. Finally, a heuristic based on searching similarities in the nema-
tode connectome is used to post-process the adjacency matrices
through electric (undirected) and chemical (directed) synapses
(edges). Specifically, for each edge 𝑒 designated by the 𝑖th gen-

(𝑖)
erated adjacency 𝐀 :
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(a) - if the 𝑒 belongs to the nematode connectome as a di-
rect/undirect/both synapse, with weight 𝑤(𝑒), then 𝑒, is added
to the simulated connectome as a synapse of the same type(s),
with a weight of ⌈𝑤(𝑒) + 𝜃⌉, where 𝜃 ∼  (0, 2).
(b) - otherwise, if 𝑒 = (𝑢, 𝑣) does not belong to the nematode con-
nectome, then its synapse type it is chosen uniformly across the
three options: direct, undirect or both. The weight of the added
connection(s) is calculated as the ceiling of the average weight
of the synapses involving 𝑢 and 𝑣 in the nematode connectome,
plus a small 𝜃 ∼  (0, 2).

After the simulated connectomes have been generated, a representative
set of networks is chosen. Specifically, among the 5000 networks
generated for each rewiring type and level (2500 created with 𝐆4 (⋅,)
and 2500 created with 𝐆4

(

⋅,′)), a subset 𝑅 (⋅) of |𝑅 (⋅) | = 6 networks
is sampled according to distances from the nematode connectome. As
an example, 𝑅

(

𝑆2
30
)

contains 6 simulated connectomes sampled among
the 5000 generated by 𝐆4

(

𝑆2
30,

)

and 𝐆4
(

𝑆2
30,

′). Although the gen-
erators can establish different connections between nodes, the number
and the characteristics of the nodes remain unchanged, enabling a
comparison between the generated adjacency matrix and the nematode
one. To quantify the distances, the Jensen–Shannon metric is applied
to the adjacency matrices. Such an adjacency matrix-only metric can be
employed since the compared graphs completely share the same nodes.
Of the selected |𝑅 (⋅) | = 6, two simulated networks are chosen from
the first quartile of distances, two from the fourth quartile, and one
each from the second and third quartiles. The chosen graphs are then
converted to neural models producing the so-called s-𝑇𝑁s.

2.6. Evolutionary structural explainability: analyzing connectome learning
capacity with heterophilic/homophilic effects

The Multi-dyadic Effect Analysis (MiDEA) is a post-training tech-
nique used to examine the heterophilic network characteristics of
connectome-inspired models. It specifically concentrates on the in-
teractions of multiple dyadic and anti-dyadic motifs within a tensor
network (TN). This form of explainability is distinct from gradient-
based methods [89]. A motif and learning-based approach is pivotal for
deepening our comprehension of natural neural network functions and
advancing their artificial counterparts [56,57]. Our algorithm, drawing
on the research of Park and Barabasi [90], explores evolutionary opti-
mization in tensor networks (TNs) comprising sensor (S), interneuron
(I), and motor (M) nodes, focusing on their heterophilic/homophilic
characteristics. This methodology is also applied in our E. coli stud-
ies [91,92], offers a comprehensive understanding of complex network
dynamics. Following TA1’s procedures 1, it assesses neuron types and
connections to understand dyadic and anti-dyadic effects, comparing
these with results from randomly rewired and simulated connectomes
after training. This comparison is crucial for comprehending the impact
of particular neural configurations on the learning abilities of network
models and determining the extent to which the learning capacity of
a trained system correlates with its motif structure. Initially, MiDEA
(Section 2.6.1) evaluates relationships between neurons and calculates
the dyadic effect’s magnitude. The second phase (Section 2.6.2) ex-
pands this to all shortest paths, analyzing a range of multi-dyadic
effects. In the third phase, detailed in Section 2.6.3, it is computed the
multi-dyadic information content.

2.6.1. Tensor network multi dyadic/anti-dyadic (heterophilic/homophilic)
effect analysis

The dyadic/anti-dyadic effect between tri-class neurons can be ex-
plored with a configuration defined as follows: let 𝑛𝑠 represent sensor
neurons, 𝑛𝑖 inter-neurons, and 𝑛𝑚 motor neurons, making the total
neuron count 𝑁 = 𝑛𝑠+𝑛𝑚+𝑛𝑖, where 𝑠, 𝑚, and 𝑖 represent sensor, motor,
and inter-neuron, respectively. Edges in the connectome, denoted as 𝑚,
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are categorized by neuron synapse typology: 𝑚𝑚,𝑚, 𝑚𝑠,𝑠, and 𝑚𝑖,𝑖. The d
total edge count in a directed network is 𝑀𝑑 = 𝑚𝑚,𝑠 + 𝑚𝑠,𝑚 + 𝑚𝑚,𝑚 +
𝑚𝑠,𝑠 + 𝑚𝑖,𝑚 + 𝑚𝑚,𝑖 + 𝑚𝑖,𝑠 + 𝑚𝑠,𝑖 + 𝑚𝑖,𝑖. An interesting upper bound of 𝑀𝑑
is 𝑁(𝑁 − 1). The network density 𝛿𝑑 [93] for a directed graph is the
observed 𝑀𝑑 divided by 𝑁(𝑁 − 1), as shown in Eq. (7):

𝛿𝑑 =
𝑀𝑑

𝑁(𝑁 − 1)
(7)

In undirected networks, where directionality is absent, the total
edge count 𝑀𝑢 differs from 𝑀𝑑 . Here, heterogeneous connections
(e.g., 𝑚𝑚,𝑠 = 𝑚𝑠,𝑚) are counted once, leading to an upper bound of
𝑁(𝑁−1)

2 . The network density 𝛿𝑢 is defined in Eq. (8):

𝛿𝑢 =
2𝑀𝑢

𝑁(𝑁 − 1)
(8)

Random variables like 𝑋(𝑚,𝑠), 𝑋(𝑠,𝑚), and others describe the oc-
currence of similar or different neuron types in a directed network.
The expected interaction value between different neurons is modeled
in Eq. (9):

𝐸[𝑋(𝑠,𝑚)] = 𝑛𝑠 ⋅ 𝑛𝑚 ⋅ 𝛿𝑑 , (9)

ith 𝐸[𝑋(𝑠,𝑚)] = 𝐸[𝑋(𝑚,𝑠)] in undirected networks. Eq. (9) also describes
ariables like 𝑋𝑚,𝑖, 𝑋𝑖,𝑚, etc.

The expected value for the occurrence of the same neuron type is
efined in Eqs. (10), (11), and (12):

[𝑋(𝑠,𝑠)] =
𝑛𝑚(𝑛𝑚 − 1)

2
𝛿𝑑 (10)

𝐸[𝑋(𝑚,𝑚)] =
𝑛𝑠(𝑛𝑠 − 1)

2
𝛿𝑑 (11)

[𝑋(𝑖,𝑖)] =
𝑛𝑖(𝑛𝑖 − 1)

2
𝛿𝑑 (12)

Substituting 𝛿𝑑 with 𝛿𝑢 in Eqs. (9), (10), (11), and (12) yields a
similar formulation for undirected paths. These equations describe the
probability of linking neuron pairs according to Gilbert’s model for
random networks [94,95]. Deviations from expected values in 𝑚𝑠,𝑚,
𝑚𝑚,𝑠, etc., suggest non-random neuron arrangements. The magnitude
of the dyadic/anti-dyadic effect is measured against its expected value,
as shown in Eq. (13):

𝑚𝑠,𝑚 =
𝑚𝑠,𝑚

𝐸[𝑋(𝑠,𝑚)]
(13)

For dyadic effects, magnitudes 𝑚𝑠,𝑠 and 𝑚𝑚,𝑚 are calculated using
Eqs. (14) and (15):

𝑚𝑠,𝑠 =
𝑚𝑠,𝑠

𝐸[𝑋(𝑠,𝑠)]
(14)

𝑚𝑚,𝑚 =
𝑚𝑚,𝑚

𝐸[𝑋(𝑚,𝑚)]
(15)

Similarly for 𝑚𝑖,𝑖.
A magnitude 𝑚𝑥,𝑦 with 𝑥 = 𝑦 greater than 1 indicates a dyadic

effect, suggesting that such neurons connect more or less densely than
expected in a random setup. When 𝑚𝑥,𝑦 with 𝑥 ≠ 𝑦 is greater than 1,
it shows a heterophilic effect, and less than 1 indicates a homophobic
effect.

2.6.2. Shortest neural paths heterophilic/homophilic analysis
Traditionally, the heterophilic/homophilic effect is observed in bi-

class neuron types [90]. However, when three distinct types of neu-
rons are considered, this effect extends to all three classes, becom-
ing a dyadic effect on three neuron types. The idea of a multi het-
erophilic/homophilic effect arises when we average its dyadic effect
across neural pathways involving more than two elements. For in-
stance, consider a shortest path 𝐬𝐩 with a depth of 𝑛, commencing
from a sensor neuron (𝑠1) and culminating at a motor neuron (𝑚𝑛):
𝐩 ∶= 𝑠1 → 𝑖2 → 𝑖3⋯ → 𝑚𝑛. In this scenario, one can quantify its anti-

yadic effect (𝑚(𝑠1→𝑚𝑛)) by averaging the interactions of endpoint pairs
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(in a 2-by-2 manner) from 𝑠1 to 𝑚𝑛. In this context, our focus shifts to
he connectome topology, particularly in identifying and examining the
hortest neural pathways. To be precise, we define the shortest paths
s those with a maximum of four nodes and three edges connecting
ny two nodes. This approach allows us to simultaneously investigate
volutionary influences and gain insights into how the dyadic effect
xtends beyond pairs of nodes.

.6.3. Tensor network tri-class entropy analysis for heterophilic/homophilic
ffects

In this phase, the focus is on the impact of rewiring on heterophilic
onfigurations across three classes of neurons and their shortest paths
see 2.6.2), see supplementary materials Tables S3. The information
ontent of the network is expected to be sensitive to varying degrees of
ewiring. Accordingly, our entropy model incorporates the dyadic/anti-
yadic effect as a significant event. This is based on the number of edges
𝑑 and 𝑀𝑢, as defined in the earlier Section 2.6.1.
For directed networks, we define 𝑆𝑑 as the set of dyadic/anti-

dyadic elements: 𝑆𝑑 = [𝑚𝑠,𝑚, 𝑚𝑚,𝑠, 𝑚𝑠,𝑠, 𝑚𝑠,𝑖, 𝑚𝑖,𝑠, 𝑚𝑠,𝑖, 𝑚𝑚,𝑖, 𝑚𝑖,𝑖, 𝑚𝑚,𝑚].
onversely, in undirected networks, 𝑆𝑢 comprises elements: 𝑆𝑢 = [𝑚𝑠,𝑚,
𝑠,𝑖, 𝑚𝑚,𝑖, 𝑚𝑖,𝑖, 𝑚𝑠,𝑠, 𝑚𝑚,𝑚]. The cardinality of 𝑆𝑑 in the directed case is
𝑘, where 𝑘 = 2 represents a pair of neurons, and 𝑛 = 3 denotes the
hree neuron classes. In the undirected scenario, the cardinality of 𝑆𝑢
s
(𝑛+𝑘−1

𝑘

)

.
The 𝑖th event 𝑌𝑖, indicating the occurrence of a specific dyadic or

nti-dyadic effect within the neuronal network, is calculated as the
atio of each element in 𝑆𝑑 (or 𝑆𝑢) to 𝑀𝑑 (or 𝑀𝑢). Consequently, the
yadic/anti-dyadic entropy 𝐻(𝑌 ) is defined in Eq. (16) as:

(̂𝑌 ) = −
|𝑆|
∑

𝑖=1
𝑌𝑖𝑙𝑜𝑔2

(

𝑌𝑖
)

= −
|𝑆|
∑

𝑖=1

𝑆𝑖
𝑀

𝑙𝑜𝑔2

(

𝑆𝑖
𝑀

)

, (16)

where 𝑀 is equivalent to 𝑀𝑑 (or 𝑀𝑢) and 𝑆 corresponds to 𝑆𝑑 (or
𝑢). The dyadic/anti-dyadic information content (𝐼𝐶(𝑌 )), as defined

in Eq. (17), involves a comparative analysis between the entropy of
5000 randomly rewired C.elegans networks (𝐻(𝑌 )𝑅) and the nematode
network (𝐻(𝑌 )):

𝐼𝐶(𝑌 ) = 𝐻(𝑌 )𝑅 −𝐻(𝑌 ). (17)

This phase thus quantifies the extent of the network heterophilic
effect, offering insights into the structural and informational changes
induced in rewired and simulated tensor networks.

3. Results and discussion

In Section 3.1, the study examines models 𝑀1 and 𝑀2, which
use the nematode 𝑇𝑁 , comparing them with state-of-the-art models
in classification and reconstruction. Section 3.2 conducts a ablation
analysis of 𝑀1 and 𝑀2’s learning performances with the nematode
𝑇𝑁 , versus randomized r-𝑇𝑁 and simulated versions s-𝑇𝑁 . Section 3.3
investigates evolutionary optimization of connectomic architectures,
focusing on their heterophilic/homophilic traits in relation to learn-
ing performance for non-gradient structural explainability. Similarly,
Section 3.4 explores and compares the small-world property of the
analyzed connectomic architectures.

3.1. Comparisons with state-of-the-art models

In Table 1, our transformer-based 𝑀1 models, encompassing both
Deep Neural Network (DNN) and Echo State Network (ESN) versions,
exhibit substantial improvements in image classification tasks on the
Cifar10 and Cifar100 benchmark datasets, surpassing a range of state-
of-the-art (SOTA) models in deep learning and machine learning.5,6

5 Cifar10 Benchmark dataset.
6 Cifar100 Benchmark dataset.
11
Table 1
Elegans-AI 𝑀2 vs. SOTA models for MNIST Unsup.

Model Top-1 Acc.

Elegans-AI 𝑀2 DNN (ours) 99.8
IIC [100] 99.3a

Sparse Manifold Transform [41] 99.3a

Elegans-AI 𝑀2 ESN (ours) 98.5b

SubTab [42] 98.3
Stacked Capsule Autoencoder [39] 98.0
Self-Organizing Map [43] 96.9
Bidirectional InfoGAN [99] 96.6
Adversarial Autoencoder [40] 95.9
CatGAN [98] 95.7
InfoGAN [102] 95.0
PixelGAN AE [69] 94.7
Model F1 (%)
Elegans-AI 𝑀2 DNN (ours) 99.3
DenMune [101] 96.6a

Elegans-AI 𝑀2 ESN (ours) 94.9b

Highest accuracy is in bold.
a The second-best.
b The third-best.

These models include a variety of architectures, such as classical vi-
sion transformers like ViT, CvT, CaiT, BiT, and DeiT [13,34–37,96],
evolutionary-based transformer models like 𝜇2Net [38], and purely
convolutional architectures such as EfficientNetV2 [33].

The DNN and ESN versions of our 𝑀1 model achieved a remarkable
Top-1 accuracy of 99.99% on both the Cifar10 and Cifar100 test sets,
indicating a near-perfect classification performance. Notably, on the
Cifar10 dataset, our 𝑀1 model, with fewer training parameters (107𝑀),
outperformed the second-best transformer, ViT-H 14 [34], which has
a significantly larger parameter count of 623𝑀 . EfficientNetV2-L [33],
with 121𝑀 parameters, achieved a Top-1 accuracy of 99.10%, while
the ResNet -inspired transformer BiT-L [96] reached a Top-1 accuracy
of 99.37%. On the Cifar100 dataset, EfficientNet V2-L, with 120𝑀
parameters, achieved a Top-1 Accuracy of 96.08%, using a robust
combination of ad-hoc loss functions that simultaneously minimize loss
value and loss sharpness (SAM) [97]. In contrast, our DNN 𝑀1 model
achieved the best accuracy with 313𝑀 parameters, while the ESN ver-
sion required only 34𝑀 parameters. Interestingly, on Cifar10, the ESN
𝑀1 model, with approximately 5𝐾 learning parameters, demonstrated
the same performance as the DNN 𝑀1.

Moreover, our Elegans-AI DNN 𝑀2 model has outperformed ma-
chine/deep learning-based SOTA models in global benchmarks for
unsupervised digit reconstruction. These SOTA models encompass a
wide range of machine learning techniques, from autoencoder-like
architectures such as Stacked Capsule Autoencoders or Adversarial
Autoencoders [39,40], to GAN-based methods like CatGAN, InfoGAN,
or PixelGAN [69,98,99], and algorithms based on information theory
and topology, like Invariant Information Clustering (IIC) and Sparse
Manifold Transform [41,100].

Table 2 presents our 𝑀2 results in comparison with both deep learn-
ing and traditional machine learning models. The results are compiled
from the online benchmark repository,7 except for the Stacked Capsule
AutoEncoder (AE) [39], which reports a 40 × 40 MNIST accuracy of
98.7%. Our DNN 𝑀2 model achieves a Top-1 Accuracy of 99.78% with
an MSE of 0.0018, surpassing all other models in Table 2. Additionally,
DNN 𝑀2 exceeds an F1-score of 99.27%, compared to the 96.6%
achieved by DenMune [101]. The ESN version of 𝑀2, with an accuracy
of 98.5%, does not outperform some models listed in Table 2.

7 MNIST-Unsup - Last queried 6th March 2023.
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Table 2
Elegans-AI 𝑀1 vs. SOTA models for Cifar10 and Cifar100.

Model Cifar10 Cifar100

Top-1 Acc. Trainable params Top-1 Acc. Trainable params

Elegans-AI M1 DNN (ours) 99.9 107M 99.9 313M
Elegans-AI M1 ESN (ours) 99.9 5K 99.9 34M
EfficientNet V2-L (SAM) [97] 99.1 121M 96.08a 120M
ViT-H/14 [34] 99.5a 632M – –
𝜇2Net [38] 99.5a 111K 94.95b 100K
ViT-L/16 [34] 99.4b 307M – –
CaiT-M-36 U 224 [36] 99.4 86M – –
CvT-W24 [35] 99.4 276.7M 94.09 276.7M
BiT-L [96] 99.4 928M 93.51 928M
ViT-B [103] 99.3 928M – –
Heinsen Rout.+BEiT-l. 16
224 [67]

99.2 309.5M 93.8 309.8M

ViT-B/16 [104] 99.1 86M 93.9 86.5M
CeiT-S [105] 99.1 24.2M – –
AutoFormer-S 384 [106] 99.1 23M – –
TNT-B [107] 99.1 65.6M – –
DeiT-B [37] 99.1 86M – –
EfficientNetV2-L [33] 99.1 121M 92.3 121M
BPSR SNN ResNet [28] 90.74 260.7M – –
Swin-L + ML-Decoder [108] – – 95.1 –
ViT-B-16(ImageNet-21K-PT)
[109]

– – 94.2 87M

Astroformer [110] – – 93.36 161.75M
CaiT-M-36 U 224 [36] – – 93.1 86M
ViT-L(attn fine-tune) [103] – – 93.0 306M
TResNet-L-V2 [111] – – 92.6 77.1M
EfficientNetV2-M [33] – – 92.2 55M
BiT-M(ResNet) [96] – – 92.17 235M

Highest accuracy is in bold.
a The second-best.
b The third-best.
Fig. 6. Fig. 6 shows the comparisons on the validation set by using the Top-1 Accuracy over the number of training Epochs for Elegans-AI M1 and M2, boxes (a) and (b),
respectively. The models M1 and M2 are structured by the immersion of the original 𝑇𝑁 (red dashed lines) and of 30 random tensor networks (r-𝑇𝑁) produced by 3 stochastic
generators. Specifically, r-𝑇𝑁 (BA) is for Barabasi–Albert, r-𝑇𝑁 (ER) with Erdos–Renyi, and r-𝑇𝑁 (WA) for Watts–Strogatz generators. See also Section 3.2.1.
3.2. Ablation study: Evaluating nematode 𝑇𝑁 against r-𝑇𝑁s and s-𝑇𝑁s

The ablation study detailed in the document concentrates on evalu-
ating the learning performances of the nematode tensor network (𝑇𝑁),
comparing it with both randomly rewired tensor networks (r-𝑇𝑁) and
tensor networks simulated by VGAE (s-𝑇𝑁) (see Fig. 2). The primary
objective of this study is to dissect and comprehend the influence of
varying network structures on the learning efficiency and capabilities of
the models. Following this, Section 3.2.1 explores two specific ten-class
12
problems, Cifar10 and MNIST Unsup, to evaluate how models 𝑀1 and
𝑀2, when integrated with the nematode 𝑇𝑁 , compare to the randomly
rewired tensor networks (r-𝑇𝑁). Similarly, Section 3.2.2 investigates
these two ten-class problems to contrast the performance of 𝑀1 and
𝑀2 models using the nematode 𝑇𝑁 with the VGAE simulated tensor
networks (s-𝑇𝑁). Additionally, Section 3.2.3 provides a comparative
analysis, examining the performance of 𝑀1 and 𝑀2 models with the
nematode 𝑇𝑁 against both r-𝑇𝑁 and two variations of s-𝑇𝑁 : s-𝑇𝑁-
total and s-𝑇𝑁-latent. As shown in Fig. 2(d), the s-𝑇𝑁s latent are
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generated by our VGAE models trained on connectomes rewired on
the interneuron–interneuron edges only. In the second variant, there
are the s-𝑇𝑁s total produced by generators trained on totally rewired
onnectomes (for more details see Section 2.5.3).

.2.1. Comparing nematode TN with r-TNs
In this section, it is proved that the learning performance of DNN

odels based on the 𝑇𝑁 (see Fig. 1) of the nematode connectome
is significantly superior to those based on randomly rewired connec-
tomes on both Cifar10 and MNIST-Unsup datasets. In Supplementary
Section 2.5.2, the process of generating random tensor networks (r-𝑇𝑁s)
s detailed. The dimensions of the r-𝑇𝑁s are comparable with the
riginal 𝑇𝑁 . All model hyperparameters of Elegans-AI DNN and ESN
1 and 𝑀2 models remain unmodified for a fair comparison. Thus, for

ach experiment, only the r-𝑇𝑁-th connectome changes for each model
raining by reflecting the different random architectures generated. The
atio between accuracy and epochs in Fig. 6 can also be interpreted
s learning velocity indicators of the effectiveness of the Elegans-AI
NN 𝑀1 and 𝑀2 models with nematode 𝑇𝑁 , as they achieve higher

performance, in comparison to randomly generated ones (as shown
by Figs. 6, 8). Supplementary Figure 3 shows the model convergence
speed and accuracy of DNN 𝑀1 and 𝑀2 by tracking at which epoch
the minimum loss is reached. Concerning the supervised classification
problem of Cifar10 (see Fig. 6), the accuracy on the validation set of
the nematode connectome (label org - red dashed line) remains stable
across epochs outperforming all the 30 r-𝑇𝑁 structured models. The
10 models trained with the Watts–Strogatz (WS) generative algorithm
(blue solid line) exhibit slightly better performance, on average, com-
pared to those structured with the Barabasi–Albert (BA) (green dotted
lines) or Erdos–Renyi (ER) (orange dashed lines) generative algorithms.
Similarly, in MNIST -Unsup, the DNN models trained with WS r-𝑇𝑁s
follow the higher accuracy values of the nematode connectome only in
the first epochs and then gradually decrease. On the other hand, DNN
models structured with the ER algorithm maintain a higher accuracy for
both 𝐹1 and Accuracy scores in subsequent epochs without reaching
the accuracy of WS r-𝑇𝑁s. The same experimental set-up is built up
by considering the reservoir version of 𝑀1 and 𝑀2. Notably, in this
scenario, ESN M1 and M2 models based on WS reservoirs demonstrate
better performance with a lower number of learning parameters. The
WS random networks in ESN 𝑀1 (Supplementary Figure 5 (a)) match
completely the performance of the nematode network at several epochs,
in the ESN 𝑀2 (Supplementary Figure 5 (b), the WS (and also BA)
networks slightly enhance the nematode connectome learning capac-
ity, particularly during the initial epochs. What emerges is that the
classification of Cifar10 compared to the unsupervised reconstruction
of MNIST creates a gap in predictions within the ESNs, which could
be related to the fact that a 10-class classification task can be seen as a
short-term memory problem [112,113], whereas reconstruction is more
associated with a long-term memory problem [114], which in turn is
better addressed with Elegans-AI DNN versions.

3.2.2. Comparing nematode TN with s-TNs
After the comparison between the learning and prediction capabili-

ties of random and nematode connectomes, deep learning generators
are trained on optimized nematode connectome motifs to generate
new ones. Thus, a second comparison is made evaluating 48 simulated
connectomes generated by our ad-hoc VGAE model (see Section 2.5.3).
In Fig. 7, Elegans-AI M1 and M2 are compared through the Top-1
validation accuracy over the epochs (see also Fig. 7), showing that the
trained models based on the nematode connectome (indicated by the
green dashed line) overreach the average performance of two groups of
s-𝑇𝑁 predictors. The models trained by using the simulated networks
are divided into two groups by thresholding in half the Jensen–Shannon
distance 𝛿𝜏 from the nematode connectome. The thresholding criteria
for 𝑀1 and 𝑀2 and the s-𝑇𝑁 separation are detailed in Supplementary
13

igure 1. Thus, in Fig. 7, the results show that the connectomes with t
𝜏 ⩾ 0.5 have better average performance compared to those with a
𝜏 lower than 0.5, aligning with the intuition that networks closer to
the naturally optimized one should show better performance. Accord-
ingly, as shown in Supplementary Figure 1, the threshold is decided
by observing the distribution of connectomes obtained by leveraging
VGAEs.

3.2.3. Comparisons of nematode TN vs. r-TNs and s-TN variants
Fig. 8 illustrates that the simulated tensor networks (s-𝑇𝑁s) out-

perform the randomly rewired tensor networks (r-𝑇𝑁s) in terms of
significant performance gains. This figure presents a comparison focus-
ing on the validation set Top-1 Accuracy across various training epochs
for the deep neural networksM1 andM2, depicted in panels (a) and (b),
respectively. The models compared include the tensor network based
on the nematode connectome (represented by an orange dashed line),
the average performance of the random tensor networks (r-𝑇𝑁 , shown

ith a blue line), and the average performance of the simulated tensor
etworks (s-𝑇𝑁 , indicated by red and green dashed lines). Specifically,
-𝑇𝑁 total and s-𝑇𝑁 latent refer to s-𝑇𝑁 structures generated by
GAE models trained on connectomes with rewired edges either in

he entire edge set (the whole connectome) or only in the latent space
dge set, which involves rewiring solely the interneurons connections.
he data demonstrate that as more randomness is introduced into the
etwork, there is a corresponding decline in performance. While the
ematode network achieves high performance, the r-𝑇𝑁s exhibit the
oorest performance, while the s-𝑇𝑁s tend to display better average
erformance, especially when their structure more closely resembles
he nematode connectome. This observation is further elucidated in
upplementary Figure 2, which shows that the difference in multi-
yadic motif entropy is correlated with the Jensen–Shannon distance.
s the level of rewiring in the s-𝑇𝑁 graphs increases, their distance

rom the nematode connectome also increases, highlighting the im-
act of structural modifications on performance. Accordingly, it is
ignificant to note that the simulated networks, specifically the s-𝑇𝑁
atent, which are developed through learning the rewiring of only the
nterneurons, show better performance compared to those networks
hat underwent total rewiring. This observation again lends support
o the hypothesis that natural optimization processes can enhance
he learning performance of DNN 𝑀1 and 𝑀2 models on s-𝑇𝑁s -
hose with long-term memory capabilities. The performance changes
rastically when examining the results of reservoir computing 𝑀1 and
2 models, as detailed in Supplementary Figure 6. In these cases, the

erformance achieved by the reservoir models with s-𝑇𝑁 contrasts with
he higher effectiveness demonstrated by random tensor networks (r-
𝑁s) on the same problem setups, as also shown in Supplementary
igure 6. In reservoir approaches, this may depend on different small
ord properties of s-𝑇𝑁s and r-𝑇𝑁s as detailed in Section 3.4.

.3. Evolutionary optimization of C.elegans connectome in artificial learn-
ng systems

In light of the findings from our comparative analysis and ab-
ation study detailed in Section 3.2, a critical question arises: what
oes it make the evolutionary optimization of the nematode connec-
ome 𝑇𝑁 and its associated tensor network so significant, particu-
arly when contrasted with other trained models of similar dimen-
ionality but different neuronal organization? Furthermore, why do
arious 𝑇𝑁 versions, randomized and simulated with VGAE, exhibit
uch disparate learning performances? While a definitive answer re-
ains elusive, this section aims to shed light on potential reasons why

he C. elegans 𝑇𝑁 exhibits a structurally bio-plausible evolutionary
ptimized configuration compared to 𝑇𝑁s in both deep and reser-
oir configurations. Section 3.3.1 compares tensor networks using het-
rophilic/homophilic properties and entropy methods, contrasting the
. elegans connectome with its randomized versions to examine evolu-

ionary conservation. Section 3.3.2 delves into the information content
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Fig. 7. In Fig. 7 comparisons in terms of validation set’s Top-1 average accuracy over the number of training epochs for Elegans-AI M1 and M2 are shown in boxes (a) and
(b), respectively. The models are structured by the immersion of the original 𝑇𝑁 (green dashed line) and of two groups of simulated tensor networks (s-𝑇𝑁). Groups 1 (the
closest) and 2 (the farthest) stand for s-𝑇𝑁s whose structures are based on generated graphs which are the closest (orange bands) and the farthest (blue bands) to the nematode
connectome according to the Jensen–Shannon distance, respectively (see Supplementary Section S3-2). The plots show that models based on graphs that are closer to the nematode
connectome tend to have considerably better average performance. See also Section 3.2.2.
Fig. 8. In Fig. 8 the comparisons in terms of validation set Top-1 Accuracy over the number of training epochs for Elegans-AI M1 and M2 are shown in boxes (a) and (b),
respectively. The models taken into account are the tensor network based on the nematode connectome (orange dashed line) the average performance of the random tensor
networks (r-𝑇𝑁 , blue line), and the average performance of the simulated tensor networks (s-𝑇𝑁 , red and green dashed lines). Specifically, s-𝑇𝑁_total and s-𝑇𝑁_latent stand for
s-𝑇𝑁 whose structure is generated by VGAE models, trained on connectomes with rewired edges in the entire edge set (whole connectome) or only on the latent space edge set,
that means rewiring only interneurons connections. The graphs highlight how the more randomness is injected into the network, the more performance degrades. Aside from the
high performance reached by the nematode network, r-𝑇𝑁s show the worse performance, while s-𝑇𝑁s seem to show better average performance the more they are close to the
nematode connectome.
of the heterophilic/homophilic effect along shortest pathways, aiming
to understand structural preservation within networks. Section 3.3.3
explores the relationship between the heterophilic/homophilic fea-
tures and learning capacity on Cifar10 and MNIST-Unsup benchmarks,
evaluating its explanatory power in classification and reconstruction
problems, thus contributing to evolutionary structural explainability in
𝑇𝑁 .
14
3.3.1. Heterophilic/Homophilic effect of C.elegans connectome
Evolutionary optimization varies for functionalities associated with

chemical and electrical synapses [57]. The C.elegans connectome het-
erophilic/homophilic distances, compared to randomly rewired ones,
demonstrate the non-random organization of neuronal functions at
the neuron-type level. There is a noticeable increase in dyadic and
anti-dyadic distances for neuron pairs in the nematode connectome
versus randomly rewired versions, indicating the inherent importance
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of functional interplay among motor, sensory, and interneurons. As
indicated in Supplementary Tables S1 and S2, the extent of the het-
erophilic/homophilic effect intensifies in correlation with an increased
percentage of rewiring in random configurations. The data reveals an
average diversity of 50% in the nematode connectome compared to
the randomly rewired networks for electrical synapses, and a 62%
diversity for chemical synapses, highlighting their more pronounced
specificity. The MiDEA algorithm demonstrates that electrical synapses
are more significantly influenced by the heterophilic effect, whereas
the homophilic effect is more pronounced in chemical synapses (see
Supplementary Figure S4 - the nematode connectome is indicated with
a red dot). This aligns with previous research on C.elegans structural
motifs [57,79,115]. Moreover, and

3.3.2. Heterophilic/Homophilic effect information content on shortest paths
The heterophilic/homophilic information content (IC), detailed in

Supplementary Table S3, shows a progressive increase in heterophilic/
homophilic information content along electrical and chemical short-
est paths. This ’short memory’ property, observed in other biological
sequences, is described in [116]. Supplementary Tables S1, S2 also
highlight that structured paths in connectomes are highly conserved
and depend on synaptic path length. Even minor rewiring disrupts
this effect in shortest paths with fewer than four edges. Moreover,
variations in shortest path lengths (sp2, sp3, sp4) suggest that evolu-
tionary optimization primarily preserves the heterophilic/heterophobic
effect in the nematode connectome, with its relevance diminishing
as path length increases. These results are obtained using both Park
and Barabasi’s dyadic-effect algorithm [90] - only for sp2 - and our
extended MiDEA approach (Section 2.6).

3.3.3. Heterophilic/Homophilic effect and prediction performances
In this section, the learning ability as measured by classification/

reconstruction accuracy on the validation set and the influence of
heterophilic/homophilic connections is explained. In detail, the focus is
on analyzing the nematode TN, r-𝑇𝑁s, and s-𝑇𝑁s, specifically looking
at their chemical and electrical synaptic connections separately within
our three-colored network (see Methods 2.6). Fig. 9 illustrates how
chemical and electrical synapses, through their respective heterophilic
effects, have distinct impacts on the prediction performances of s-𝑇𝑁s
with respect to the nematode connectome by underlying the specific
contributions of different wiring configuration of the distinct synaptic
types. Moreover, as illustrated in Supplementary Materials Figure 3
(red dots), the nematode’s neural network exhibits a pronounced het-
erophilic effect in its electrical connections compared to its chemical
ones, and this property rapidly degrades even with small percentages
of random rewiring on r-𝑇𝑁s. The heterophilic/homophilic property
s slightly better preserved in the chemical connections (see 3.3.1),
nd this analysis reveals a clear separation between the two bands
n the learning performances. Conversely, in electrical synapses, the
eparation in performance deteriorates. These results suggest that in-
luding evolutionary characteristics in designing learning architectures
qual or similar to those in the nematode connectome, particularly re-
arding chemical and electrical heterophilic/homophilic features, could
nhance the learning performances. This concept highlights the poten-
ial benefits of mirroring biological structures in artificial intelligence
ystems.

.4. Small-world property of the different 𝑇𝑁s

The ablation study detailed in Section 3.2 and the findings in Sec-
ion 3.2.1 reveal that incorporating r-𝑇𝑁 with small-world properties
nto reservoir configurations boosts learning performance with a re-
uced computational time. This improvement is especially pronounced
n tasks demanding short-term memory for nonlinear predictions, par-
lleling patterns seen in human cortical connectivity [117]. Conversely,
n long-term memory tasks, as discussed in Section 3.2.2 and compared
15
in Section 3.1, DNN models 𝑀1 and 𝑀2 equipped with s-𝑇𝑁 config-
urations outperform other setups, achieving faster convergence. The
r-𝑇𝑁 connectomes in 𝑀1 and 𝑀2, characterized by their small-world
roperties similar to the C.elegans connectome [118], can suggest a
otential link between the small-world property and improved learning
erformance. The existence or lack of small-world characteristics in a
etwork might account for the varying results observed in reservoir
onfigurations, as depicted in Supplementary Figs. 5 and 6. In these
igures, the tensor networks (𝑇𝑁s) are exclusively feed-forward, con-
rasting with the deep configurations detailed in Section 3.2.3. This
bservation is also consistent with the results seen in DNN with rewired
ensor networks (r-𝑇𝑁), specifically, in the WS (Watts–Strogatz) net-
orks (the blue bands in Fig. 6) the small-world property has been
xtensively proved [119]. In detail, a stochastic network is considered
o have small-world properties if it combines the efficiency of random
etworks (short average path lengths) with the robustness of regular
etworks (high clustering), thereby offering a balance between random-
ess and structural order. Conversely, the presence of a high average
ath length coupled with a low clustering coefficient in a network often
uggests a structure that is more characteristic of a scale-free network.
n such networks, there are a few highly connected nodes (hubs) that
ominate the network, but local clusters are less prevalent. Our analysis
eveals that the nematode connectome shows an average path length of
pproximately 2.87 with a clustering coefficient of 0.21. In contrast, the
imulated connectomes have an average path length of about 3.25 and
clustering coefficient of approximately 0.15, with a 𝑝-value of about
.85×10−3. Meanwhile, random connectomes demonstrate small-world
haracteristics with an average path length of approximately 1.66 and
clustering coefficient of 0.38, with a 𝑝-value of about 0.10 × 10−5

also see Supplementary Table 4). In summary, the performance of
he random networks r-𝑇𝑁s in a reservoir configuration more closely
irrors that of the nematode connectome than the simulated networks

-𝑇𝑁s. On the other hand, the s-𝑇𝑁 models, when more closely aligned
ith the topology of the nematode connectome in DNN configurations

as evidenced by multi-dyadic motif analyses detailed in Section 3.3.2),
how the best performance in comparative evaluations.

. Conclusion

The study compares biological neural networks with bio-inspired
rtificial ones, focusing on their distinct long-term and short-term
emory capabilities, as seen in deep learning and reservoir computing
odels, respectively. This comparison underscores the complex, effi-

ient, robust, and adaptable nature of biological networks when applied
o artificial intelligence systems. The research emphasizes the neces-
ity of considering both the topology and the heterophilic/homophilic
roperties of neural connections in designing advanced AI models
hat are connectome-inspired. The research demonstrates how to effi-
iently integrate biological connectomes into artificial neural networks,
tilizing advanced techniques such as deep neural network transform-
rs, deep echo-state transformers, attention-based encoders/decoders,
nd echo-state encoders/decoders as wrappers. This integration has
esulted in improved outcomes in both classification and reconstruc-
ion tasks, showcasing scalability from simpler datasets like Cifar10 to
ore complex ones such as Cifar100. The efficacy of this approach is
ighlighted by the M1 model’s success in classification tasks within
short-term memory setting (reservoir configuration) and the M2
odel’s notable achievements in reconstruction tasks on the MNIST
nsup dataset, utilizing a long-term memory configuration. In the

eservoir configuration, our models significantly reduce the number of
rainable parameters always reaching a good accuracy. Thus, such an
pproach not only improves computational efficiency but also main-
ain the model’s generalization capabilities. Integrating evolutionary
ptimization principles from biological network organizations, which
ave evolved to process information efficiently, further refines this
fficiency. This strategy suggests a promising pathway for developing
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Fig. 9. Comparing Heterophilic Effects Relative to Learning Performance in Elegans-AI Models: Fig. 9 display the validation set’s Top-1 average accuracy over the training epochs
for Elegans-AI models M1 ((a-b)) and M2 ((c-d)) on Cifar10 and MNIST-Unsup. The distinct bands (blue and orange) represent the models’ performances separated by thresholding
of the heterophilic effect measured on nematode and s-𝑇𝑁s. The M1 and M2 performances based on the 𝑇𝑁 of the nematode are in green. In detail, the MiDEA algorithm evaluated
the motif patterns (effects) separately on the electrical (undirected) and chemical (directed) shortest paths of length 3 (three neurons). Successively the s-𝑇𝑁s are grouped based
on the normalized intensity of the heterophilic effects, into two different bands (orange range - higher (⩾0.5), blue range - lower (<0.5)). See also Section 3.3.3.
more resource-efficient and potentially more capable artificial learning
systems. Our work outlines models and a methodological approach
aimed at enhancing both the scalability and the adaptability of integrat-
ing additional natural connectomes, such as that of the full annotated
fruit fly larvae [120] while acknowledging the extensive complexity
and computational challenges involved. This is in harmony with prior
studies on reservoir connectomic-inspired models applied to chaotic
time series, as referenced in [121]. Going forward, we plan to further
develop our models to investigate specific functional areas within the
fruit fly connectome using the TA1 transformation algorithm. Such a
bio-inspired approach promises to pave the way for precise research
endeavors targeting specific connectomic functional areas, including
the visual or olfactory systems, as in [122]. On one hand, ongoing
research is required to fully understand the mechanisms underlying
neural network functioning and to advance artificial networks that can
closely mimic the complexity and adaptability of biological systems.
16
On the other hand, the structural properties of connectomic-oriented
neural networks are crucial for their functional training performance,
and they are capable of representing various forms of bio-plausibility,
with or without backpropagation, warranting further investigation in
future studies. Moreover, our study underscores the significance of
varying learning capacities across deep and reservoir configurations.
This approach offers valuable insights into evolutionarily optimized
neural circuitry. We present this as a form of post-training connectomic
explainable AI, grounded in the analysis of multi-dyadic magnitudes,
entropic motifs, and small-world properties. This comprehensive anal-
ysis contributes to a deeper understanding of how these complex net-
work structures influence learning and memory processes in artificial
intelligence systems. The findings of our research indicate a promising
direction for future studies in both neuroscience and artificial neural
networks highlighting the potential for a more profound integration of
biological and artificial systems, suggesting that this approach could



Neurocomputing 584 (2024) 127598F. Bardozzo et al.
yield significant advancements in our understanding and development
of automatic learning systems.
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