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Abstract

Code analysis is a key topic for improving software quality and efficiency. This analysis

becomes even more important for securing code against potential cyber-attacks.

However, manual analysis of code, especially for the binary one, is complicated and

error-prone. Therefore, the investigation of new automatic techniques for code analysis is

research topic of great interest. As suggested by the "naturalness hypothesis", the code

exhibits similar statistical properties to natural languages. As a consequence, techniques

used for natural language processing can be also applied to analyze source and binary

code. For this reason, recent research applies neural language models on code analysis,

achieving significant results.

In line with this research trend, the two contributions of the thesis are focused on

the application of deep learning to analysis of code written in high-level and low-level

programming languages.

The first contribution of the thesis introduces a benchmark designed to evaluate models

for binary code representation. The tool can be used to test and compare the performance

of these models on various binary function tasks.

The second contribution, on the other hand, focuses on the application of neural

networks for analyzing source code. The contribution investigates the application of neural

language models for detecting code smells, that represent poor design choices potentially

impacting the code quality.
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Chapter 1

Introduction

Recent years have seen significant advances in technology. Computations that were once

performed exclusively by supercomputers are now being executed by common devices,

such as smartphones and personal computers. These improvements have led to the spread

of digital devices in various sectors. Health care, mobility and industrial automation are

just some of the fields that have been revolutionized by these technologies. Fundamental

components of the digital transformation are the embedded systems, microprocessor-based

devices designed for executing specific tasks. Having limited functionality, these systems

can be configured in a very specialized way using simpler technologies than general purpose

systems [56]. However, high-quality code is necessary to accomplish high performance and

reliability within this context.

A key practice to achieve code quality is the code analysis. This is a process of revi-

sion that allows developers to understand the code implementation and identify potential

improvements to be made [70]. Code analysis assumes even a greater significance for en-

hancing code security, enabling the identification of potential vulnerabilities before their

exploitation. Depending on the requirements, the analysis can be conducted on either

source code or binary code. While manual review provides a deep understanding of the

code logic, it is generally resource and time consuming. In addition, this type of analysis

becomes mostly inapplicable on large code bases. For this reason, specific software is of-

ten used to facilitate the process of review. These traditional tools, however, still require

experienced technicians to configure them. For instance, the manual definition of rules is

required for identifying code smells using metrics-based approaches.

These limitations are encouraging researchers to explore more dynamic and automated

methods of analysis, focused on the use of deep neural networks (DNNs). As also hinted by

Allamanis et al. [3], code corpora present similar properties to natural languages. There-

fore, methodologies already used and validated for natural language processing (NLP) can

be also applied in the context of code analysis. For this reason, recent research trends

are focused on the adaptation of language models (LMs) to code analysis. This approach

achieved significant results on a variety of tasks, resulting also in the definition of special-
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1.1. Main Contributions

ized models on source and binary code, such as CodeBERT [41] and SAFE [87].

Building on current research, the contributions of thesis are focused on studying different

aspects of source and binary code using neural language models.

In particular, we first evaluate models for binary code representation. These architec-

tures are dedicated on solving specific task on binaries, such as similarity and code search.

To improve generalization, models can be trained and tested through specific benchmarks

containing multiple tasks. These are key tools for the NLP community to objectively

compare the effectiveness of various models. However, the literature still lack of bench-

marks for models on binary code representation. For this reason, we develop a multi-task

benchmark exploring different features of binary functions.

While binary code analysis is of fundamental importance, an in-depth study of source

code is also necessary. The second contribution of the thesis discusses the application of

deep learning on source code analysis. In particular, we aim to evaluate the potential of

DNNs for automating the detection of code smells in functions. Code smells represent weak

design choices that could negatively impact the code quality. Timely detection is crucial

for developers, as it allows to promptly fix code weaknesses and prevent cyber-attacks.

Traditional detection techniques rely on metrics and heuristics, necessitating the ongoing

supervision of specialists and a significant use of resources. To overcome these problems,

we intend to develop a reliable and automated approach for code smell identification. For

this reason, the second contribution of the thesis assesses detection capabilities of different

large language models (LLMs) on a variety of code smells.

1.1 Main Contributions

In this thesis we investigate the capabilities of deep learning in various tasks, defined for

both binary and source code. In the following, we give an overview of the main contribu-

tions of the thesis. The first contribution focuses on the development of a benchmark for

binary function representation models. The second contribution analyzes the application

of LLMs in automatically identifying code smells within functions.

1.1.1 Benchmark for Binary Code Representation Models

Recent research has effectively applied deep learning techniques, originally used in lan-

guage models, on the binary code analysis. Leveraging the same approaches employed

for natural languages, these models demonstrated remarkable abilities to understand and

represent binary code features. This approach showed state-of-the-art performance in a

variety of binary tasks, including the recovering of compiler provenance and evaluation of

binary similarity between code snippets.

To guarantee the generalizability of these models, their performance must be tested

2



1.1. Main Contributions

on various aspects of the code. A common solution applied in NLP field is the evaluation

of models through widely accepted benchmarks, including multiple problems to be solved

on text corpora [67, 98, 123]. In the context of binary code analysis, however, there is no

benchmark for testing models on multiple tasks. This absence causes two main problems.

The first is the limited generalizability of the models, while the latter is the incomparability

of models’ results.

For these reasons, the first contribution of the thesis introduce the development of

BinBench, a multi-task benchmark designed for assessing models on binary functions.

The benchmark is composed of five tasks, each one requiring DNN architectures to infer

specific information regarding binary functions. The benchmark also includes a large

dataset, obtained from the compilation of 131 Arch Linux packages. The dataset includes

4’408’191 binary functions stored in JSON format, along with the original binary files they

were extracted from. To ensure their validity, the benchmark’s tasks have been tested with

various deep learning models.

The work has been proposed in the paper "BinBench: a benchmark for x64 portable

operating system interface binary function representations" [25], which was published in

the journal PeerJ Computer Science in 2023.

1.1.2 Code Smell Detection

With the growth of devices connected to the internet, the number of cyber attacks is

also increasing. Exploiting a single vulnerability in a well-known software can spread to

multiple devices, making them vulnerable to the same attacks. To prevent these risks,

the examination of code is a fundamental tool. This process involves the investigation of

several aspects of the code, including the identification of code smells. However, traditional

code smell detection methods requires time and resources. In addition, these techniques

often suffer from subjectivity, as technicians need to manually define the heuristics and

metrics used for identification. For these reasons, recent works are focused on automating

code smell detection with deep learning approaches [52, 82].

Following this trend, the second contribution of the thesis analyzes the application of

deep neural networks for detecting method-level code smells. Specifically, we first select

a large collection of code smells, including over 4’000’000 samples. Using the resulting

dataset, we fine-tune and test four different LLMs in automatically detecting various

types of code smells. Furthermore, we investigate the impact of different pre-trainings on

the models’ performance. We compare three large language models pre-trained on code to

one pre-trained on natural language, demonstrating the significant benefit of code-specific

pre-training in code smell detection.

3





Chapter 2

Background on Deep Neural

Networks

Deep neural networks have become popular tools for solving complex tasks in different

fields, including natural language processing, image processing, and audio classification.

The popularity of DNNs derives from their ability of solving complex tasks with high

accuracy and adaptive approach. This is achieved by learning an internal representation

of the objects under analysis. Deep learning models, in fact, are able to extract very

complex features from raw data, by creating representations that are expressed in terms

of other, simpler representations [49]. Due to their versatility, NLP researchers developed

several architectures. Examples of these models are BERT [33], GPT-2 [57], GPT-3 [16]

and GPT-4 [2], which use the learned representations to solve the most different tasks

acting as universal unsupervised task solvers [101, 131].

Similarly to other research fields, also code analysis is successfully applying DNNs

for solving widely different tasks, such as the binary similarity and the reconstruction of

stripped symbols. As in fact suggested by the "naturalness hypothesis" [3], the code, even

in its binary form, is a medium of communication between human and machines. There-

fore, code has statistical properties comparable to natural language corpora that can be

analyzed using the same machine learning techniques and statistical methods applied to

natural languages. An empirical proof of the naturalness hypothesis is that many mod-

els developed for NLP were used on code analysis with impressive results. Furthermore,

as mentioned earlier, the assumption holds not only for source code but also for binary

code. Several researches on binary domain have, indeed, applied DNNs borrowed from

NLP community, often adapting their architectures with only minor changes. As a result,

DNNs showed state-of-the-art performance also in binary code analysis. Examples of this

approach are the self-attentive recurrent neural network (RNN) used in SAFE [87], the

word2vec [90] architecture used in Eklavya [22], and the transformer-based model used in

CodeBERT, jTrans and Palmtree [41, 77, 124].
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2.1. Language Models

This chapter analyzes the application of various DNN architectures in the field of natural

language processing. Specifically, we initially describe the role of language models within

NLP. Subsequently, we provide a detailed description of different DNN architectures.

2.1 Language Models

The main task addressed by natural language processing is to let machines understand and

manipulate information from human (i.e., "natural") languages. To achieve this goal, NLP

research uses fundamental tools called language models. LMs are probabilistic algorithms

that are able to understand natural languages [19]. This ability is used for solving a variety

of tasks, such as text generation and question answering.

LMs can be implemented as pure statistical models (e.g., n-gram model) or using neu-

ral networks. Recently, researchers also developed more advanced models known as large

language models, having outstanding performance in learning and solving various natural

language processing tasks.

LMs are able to estimate the likelihood associated to the strings occurring in a natu-

ral language, such as the words in the English language. This estimation is achieved

considering the set of conditional probabilities P (wk|wk−1
1 ) representing the production

of strings in the language considered, where wk is the prediction and wk−1
1 is the history

w1w2...w
k−1
1 . Using this notation, the probability of producing a specific string in the

language wk
1 can be computed as follows:

P (wk
1) = P (w1)P (w2|w1)...P (wk|wk−1

1 ) (2.1)

Therefore, a language model is a computational method that is able to estimate the

conditional probabilities in (2.1) [15].

N-gram Language Model

A common example of language model is the n-gram language model, which estimates the

likelihood of the next word in a sequence as dependent only on the N-1 preceding words

[63].

To achieve this estimation, the n-gram model considers the probability of an entire

sequence of words, defined as follows.

P (X1 = w1, X2 = w2, ..., Xn = wn) = P (w1, w2, ..., wn) (2.2)

6



2.1. Language Models

The preceding joint probability can be rewritten using the chain rule:

P (X1, X2, ..., Xn) = P (X1)P (X2|X1)P (X3|X1,2)...P (Xn|X1,...,n−1)

=
n∏

k=1

P (Xk|X1,...,k−1) =
n∏

k=1

P (wk|w1, ..., wk−1)
(2.3)

Therefore, the joint probability is composed as a production of the conditional probabil-

ities of the entire history. However, computing the sequence of conditional likelihoods is

demanding. To overcome this limitation, the n-gram models assume that the likelihood

of a word can be approximated with only a fixed window of previous N-1 words of the

history. This hypothesis is known as Markov assumption.

Therefore, the joint probability of the entire word sequence having N=2 (2.3) can be

rewritten using the probability approximations of each word in the sequence:

P (w1, w2, ..., wn) ≈
n∏

k=1

P (wk|wk−1) (2.4)

To understand the probability estimation (2.4), we consider the following example. Given a

bi-gram model (i.e., a n-gram model having N=2), we aim to compute the joint probability

of the sequence "The sun is yellow".

The sentence is split in words as follows: w1 = ”The”, w2 = ”sun”, w3 = ”is”,

w4 = ”yellow”). Therefore, the probability approximation of the sentence is:

P (The, sun, is, yellow) ≈

≈P (The|<s>)P (sun|The)P (is|sun)P (yellow|is)P (</s>|yellow)

(2.5)

Where the symbols <s> and </s> represent respectively beginning and end of the sen-

tence.

While the importance and usefulness of n-gram model is evident, its inherent weakness

must also be highlighted. When the model evaluates a sequence that has not been included

in the training set, the probability assigned to that sequence will be equal to zero. For this

reason, n-gram models cannot handle sequences that are not evaluated during the training.

The problem, however, can occur frequently, as natural languages have large vocabularies

and therefore training datasets do not always include the sequence under analysis. This

phenomenon is called "curse of dimensionality". Bengio et al. [13] overcome this problem

proposing the application of neural networks to language models.

Due to the versatility and performance achieved, different language models were devel-

oped to solve various tasks, such as machine translation, natural language generation and

speech recognition. In next section we will give an overview of the application of neural

7



2.2. Deep Neural Networks for Natural Language Processing

networks to natural language processing.

2.2 Deep Neural Networks for Natural Language Processing

In this section we provide an overview of different neural networks applied to natural

language processing tasks. We start the analysis with basic architectures, such as the

feed-forward and recurrent neural networks, and then we progress to more complex ones,

including the transformers.

2.2.1 Feed-Forward Neural Network

Neural network architectures are characterized by different number and type of layers

used, interconnections and parameters. Two of the most popular architectures are feed-

forward neural networks (FNNs) and recurrent neural networks. These two approaches

are differentiated by the way data are flowing through their architectures.

In feed-forward neural networks, the input information is forwarded through a network

with no loops. Starting from the input layer, the information is evaluated by multiple

hidden layers, until reaching the output layer. Recurrent neural networks, instead, are

more complex architectures as they are characterized by bi-directional flow of data. In

this paragraph we will give an overview of the first approach, starting from a basic FNN

architecture, then expanding the analysis to the application of FNNs in language modeling.

Feed-Forward Architecture

A feed-forward network is composed by a set of neurons, interconnected together and

ordered in layers. Each neuron xi is defined by a mapping function Γ, assigning to the

neuron its ancestor nodes Γ(xi) ⊆ V, and its predecessor nodes Γ−1(xi) ⊆ V. Each neuron

is also characterized by a threshold coefficient Υi and it is connected with neurons of the

next layer. Every connection between neurons xi and xj is associated to a weight ωij ,

representing its importance in the architecture [117].

A feed-forward neural network is defined as fully connected if every neuron is linked

to all neurons of the next layer, and partially connected otherwise [120].

Given ξi, that is the potential of neuron xi, and the activation function f(ξi), the output

of a neuron is determined by:

xi = f(ξi), ξi = Υi +
∑

j∈Γ−1
i

ωijxj (2.6)

During the supervised training phase, the model tries to minimize the objective function,

which measures the difference between the actual result and the expected one. This is

achieved by updating threshold coefficients Υi and weights ωij of the neuron xi.
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Because of its versatility, feed-forward neural networks architecture has been success-

fully applied in many fields, including also the natural language processing. The following

section is therefore focused on the usage of FNNs in language modeling.

Figure 2.1: Example architecture of feed-forward neural network provided in [117]

Feed-Forward Neural Language Model

Bengio et al. [13] propose the first example of a neural network applied to language mod-

els. As mentioned in previous sections, statistical language models try to learn the joint

probability function of word sequences in a language. The task, however, is challenging

due to the curse of dimensionality. To overcome this issue, the research implemented lan-

guage modeling through feed-forward neural networks.

The approach creates distributed word feature vectors (also known as embedding vectors),

each one representing a word in the vocabulary. Embedding vectors can be seen as coordi-

nates of a point in a vector space, representing the word being embedded. The purpose of

these vectors is to represent all meaningful features of words in a lower-dimensional space.

In the research, Bengio et al. use the word feature vectors for rewriting the joint

probability learned by the language model. Furthermore, to maximize the required log-

likelihood during training, and therefore minimize the perplexity, the researchers also

propose to incrementally update the parameters associated to probability functions being

learned. This process allows to learn concurrently both the distributed representations of

words and the parameters associated to the probability function.

9
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The use of feature vectors also facilitates the model generalization of words being analysed.

In fact, when the language model learns the representation of semantically (or syntacti-

cally) similar words, is also learns how to represent that similarity in the corresponding

embedding vectors. Using this approach, the language model is able to understand when

a word of an unseen sequence is similar to a word included in a sequence analysed during

training phase. This result is fundamental for the future researches in natural language

processing field, as it allows to compare the representations of words being processed by

a model.

Language Model Definition

Given a finite vocabulary V, a length T, and a word sequence WS = w1...wT for wt ∈
V,∀t ≤ T , the model aims to learn the function:

f(wt, ..., wt−n+1) = P (wt|wt−1
1 ) (2.7)

This function can be expressed with a mapping C and a mapping g. The mapping C

represents the distributed feature vector. It associates any word in the vocabulary i to

a vector C(i) ∈ Rm. The function g, instead, maps an input sequence of feature vectors

(C(wt−n+1), ..., C(wt−1)) to a conditional probability distribution over V for the next word

wt. Therefore, the function f can be rewritten in terms of g and C:

f(wt, ..., wt−n+1) = g(i, C(wt−1), ..., C(wt−n+1)) (2.8)

Where the mapping C is a matrix |V | ×m, having size of the feature vector m and size of

the vocabulary |V |. The model learns the parameter C during the training. Concatenating

all feature vectors in WS, we can express the following vector:

x = (C(w0), C(w1), ..., C(wT )) (2.9)

This is given as input to the hidden non-linear layer y. Futhermore, given:

- h, the number of hidden units

- m, the number of word features

- b, the output bias of size |V |
- U , the matrix of hidden-to-output weights of size |V | × h

- tanh, a non-linear activation function called hyperbolic tangent

- d, the hidden layer biases, composed by h elements

- H, the matrix of hidden layer weights with dimension h× (n− 1)m

10
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The output of hidden non-linear layer is defined as:

y = (b+ Utanh(d+Hx)) (2.10)

The output y is then given in input to a softmax output layer:

P (wt|wt−1, ..., wt−n+1) =
eywt∑
i e

yi
(2.11)

The softmax function is often used in final layer of neural networks for representing their

outputs as probabilities. When softmax function is applied on an input vector, the com-

ponents of resulting vector will be in the interval (0,1) and their sum will be equal to 1.

Therefore, the output is interpreted as a probability distribution, where each component

represents the probability associated to a particular class among all the available classes.

In language models, each class represents a word of the vocabulary.

Training

Given the parameter set Θ = (C,ω), where ω are the network’s parameters, the training

aim to find Θ that maximizes the following log-likehood:

L =
1

T

∑
t

logf(wt|wt−1, ..., wt−n+1; Θ) +R(Θ) (2.12)

Where R(Θ) represents the regularization term. The training is performed by applying

Stochastic Gradient Descent and Backpropagation algorithms [61].

Figure 2.2: Architecture of feed-forward neural network proposed in [13]
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2.2.2 Recurrent Neural Network

In the previous section we have analyzed FNNs, architectures that forward data one-way

through all their layers. Due to their acyclic architecture, FNNs are not able to use the

outputs of intermediate layers to influence the computations of subsequent layers. Fur-

thermore, these architectures can only work with fixed length contexts and cannot handle

sequences of arbitrary size. These constraints are addressed in recurrent neural networks,

that allow to use loops and sequences of arbitrary size. Due to their features, RNNs are

applied in many fields, including text and speech recognition [1, 109].

RNN architectures can also simulate dynamic systems with discrete time t. However,

the complexity of the system being modeled influences the optimal number of hidden

layers required for accurate representation. For this reason, Pascanu et al. [93] show

different ways to implement deepening in recurrent neural networks. The first method

consists of increasing complexity of the function transforming input information into the

hidden state. The second method, instead, increases the complexity of hidden-to-hidden

transition, for example by adding multiple hidden layers. Finally, the third approach

increases the complexity of the transition between hidden layer and output.

Model Definition

Given a sequence of inputs St = {..., xt−1, xt, xt+1, ...}, where xt = (x1, x2, ..., xN ), a matrix

of weights WIH representing the connections between input layer and hidden layer, M

hidden units ht = (h1, h2, ..., hM ), and P output units Yt = (y1, y2, ..., yP ).

The dynamic system over discrete time t = (1, ..., T ) is defined as:

ht = fH(ot) (2.13)

ot = WIHxt +WHHht−1 + bH (2.14)

yt = fO(WHOht + bO) (2.15)

Where fH , fO are activation functions for hidden and output layers, while vectors bH ,bO
are respectively biases of hidden units and output layer. Finally, the matrices WHH , WHO

represent connection weights between hidden layers and between hidden and output layers.

This representation is iterated over time t, and the hidden layer ht is representing the

memory of the system. The activation functions introduce non linearity, permitting to

model complex systems that can be used successfully also in natural language processing.

The architecture of recurrent neural networks cannot properly handle long-term sequential

information as input [14]. This limitation, called vanishing gradient descent , is partially

solved in long-short term memory RNNs.
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Recurrent Neural Language Model

In the following we analyze the application of RNNs in language modeling. Mikolov et at.

implement a language model using a recurrent neural network [89]. The architecture is

composed by identical cells, one for each element in the input sequence of words. At each

time t, the input xt of the RNN is concatenating both the embedding vector of current

word of the sequence C(w(t)), and the output of previous iteration s(t − 1). Therefore,

the language model produces two outputs: s(t) and y(t). The first vector is representing

the memory of the model and it is given as input for next time step. The latter is instead

the output vector, forwarded to next layers of the network. The language model is defined

as:

x(t) = [C(w(t))T s(t− 1)T ]T (2.16)

sj(t) = f(
∑
i

xi(t)uji) (2.17)

yk(t) = g(
∑
j

sj(t)vkj) (2.18)

Where f and g are respectively the sigmoid f(z) = 1
1+e−z and softmax functions.

The recurrent neural network is trained by minimizing the following cross-entropy loss

function at each time step t:

L(t) = −log(yw(t+1)(t)) (2.19)

Where yw(t+1) represents the probability of the word wt+1 at the time step t. Furthermore,

the training phase updates the weights of the RNN using backpropagation algorithm.

Bidirectional Recurrent Neural Network

As showed in preceding sections, during training the recurrent neural networks analyze

only information regarding previous iterations. To overcome this limitation, Schuster et

al. [111] proposed a bidirectional recurrent neural networks (BRNNs), which analyzes

both future and past information in each time step.

The architecture is composed by two different recurrent neural networks. The first

RNN represents forward states and it evaluates inputs in the positive time direction. The

second RNN is instead representing backward states and it analyzes the information in the

negative time direction (i.e., use reverse direction). Furthermore, the output of an RNN

is never given as input to the other one. The output of the bidirectional neural network

is obtained by concatenating the outputs of the two states.
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Figure 2.3: Architecture of bidirectional neural network proposed in [111]

Long-Short Term Memory Recurrent Neural Networks

The long-short term memory recurrent neural networks (LSTM RNNs) were introduced

by Hochreiter et al. in [60]. The method reduces the limitations caused by vanishing

gradient descent. The hidden units are considered as memory cells that remember an

information. Their input and output flows are controlled with specific units, known as

input and output gates. A third unit, called forget gate, were proposed by Gers et al. [47].

The forget gate allows to select which information should be deleted in a preceding state.

2.2.3 Word2vec

Word2vec are popular models used for learning high-quality word embedding, and they

were proposed for the first time by Mikolov et al. in [88]. These models are used in

NLP field, as their approach is able to manage word embeddings for large datasets and

vocabularies. Furthermore, word2vec is often used in combination with other architectures

to build complex language models.

In order to minimize complexity of word2vec models, researchers decided to not in-

clude any non-linear hidden layers in their architectures. As a consequence, word2vec can

only learn distributed word representations of fixed length sequences.

The researchers proposed two different architectures for word2vec: continuous bag-of-

words model (CBoW) and continuous skip-gram model.

The first architecture allows to predict a central word given the surrounding context

of words. The name of this architecture derived from the fact that word embeddings does

not depend on the position of words in the history. The CBoW model creates embeddings

of word sequences in input and compute an average of the obtained feature vectors. Then,

the embedding vectors are forwarded to a linear layer and to a softmax layer. This final

step is used to represent the outputs as probabilities.
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The second architecture uses an opposite approach with respect to CBoW. The task of

Continuous Skip-gram Model is to predict the surrounding context of a given word. The

model creates the feature vector of the current word, and then give it as input to a linear

layer. The output is used to predict the context to the left and the right of the current

word.

Word Embedding Evaluation

Mikolov et al. [88] propose an approach for evaluating the quality of word embeddings.

The evaluation is performed using the concept of syntactic and semantic similarity re-

lationship between word pairs. Given a pair of known similar words and an unmatched

word, the goal is to find the similar word to the unpaired one. For example, given the

known word pair "loud", "loudest", and the unmatched word "quiet", the task is to find

the word replying to the following question: « What is the word that is similar to ’quiet’

in the same sense as ’loudest’ is similar to ’loud’? ». To answer the question, researchers

compute algebraic operations with vector embeddings of the considered words:

Xvector = loudestvector − loudvector + quietvector (2.20)

When X is computed, the closest word to X is searched in the vector space by computing

the cosine distance between vector X and the embedding vector of the analyzed word.

The result is then selected to answer the above question. If the model has learned a good

quality vector representation, the word selected will be the correct answer (that is, in the

previous example, the word ’quietest’). Therefore, word2vec word embedding represents

similar words as close vectors in the vector space. This result is very interesting as it

allows to compare different embeddings in their vector space.

To test word2vec model, a dataset of semantic and syntactic questions (i.e. word pairs)

is created. The evaluation has been performed considering the ratio between correct and

wrong answers replied using the word embedding provided by word2vec. Researchers

compare the results of different architectures: recurrent neural language model, feed-

forward language model, continuous bag-of-words model, and continuous skip-gram model.

The experiment shows that word2vec outperforms the other models. Skip-gram correctly

replies to 55% of semantic similarity questions, CBoW returns 24% correct answers, feed-

forward and RNN language models give, respectively, only 23% and 9% correct answers.

For syntactic similarity, instead, CBoW replies correctly to 64% questions, skip-gram gives

59% of correct answers, while feed forward and RNN language models answering correctly

to 23% and 9% questions respectively.
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Figure 2.4: (a) Continuous Bag-of-Words Model and (b) Skip-gram Model architectures of
Word2vec [88]

2.2.4 Transformer

Trasformers are deep learning models proposed by Waswani et al. in [121], and firstly used

for solving NLP tasks. These models, however, can achieve great performance in different

fields, such as computer vision [53] and speech recognition [37]. In addition, they are used

as basis for complex architectures, reaching state-of-the-art performance in different tasks.

One of the most important elements characterizing the transformer architecture is

the self-attention mechanism. This type of attention allows the model to focus on most

relevant words in a processed sequence, and capture relationships between words in the

sentence. Using this mechanism, the model is able to reach state-of-the-art performance

in different NLP tasks.

Architecture

The transformer model described in [121] is built as an encoder-decoder architecture. The

encoder first represents the input sequence with a continuous representation. This is then

given in input to the decoder component for producing its output.

The encoder component consists in N identical layers, each one divided in two sub-

layers: multi-head self-attention and fully connected feed-forward network. After each

sub-layer are added residual connection and layer normalization. The first is needed to

overcome vanishing gradient descent problem (described in [2.2.2]), while the latter helps

in stabilizing the training phase.

The decoder component also comprises N identical layers. Each layer is composed by

three sub-layers: masked multi-head self-attention, multi-head self-attention, and fully

connected feed-forward network. The masking is used to guarantee that predictions are

only dependent on previous outputs and not the next ones. For the same reason, an offset

is applied to output embeddings. Finally, to each decoder’s sub-layer is applied residual
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connection and layer normalization.

Multi-Head Attention and Output Probabilities

The Transformer architecture uses a scaled dot-product attention function. This mecha-

nism maps an input composed by a query and a key-value pair to an output. In detail,

given the matrices:

- Q, a set of queries regarding which information the model is trying to understand

- V, consisting in values associated to each word in the sentence

- K, including the keys for values in V

The output scaled dot-product attention is computed as:

AttentionQ,K,V = softmax(
QKT

d
1/2
k

)V (2.21)

Where dk is the dimension of matrices Q and K, while dv is the size of matrix V.

To increase their ability to learn relationships between words, transformers use multi-

ple (i.e., "multi-head") attention functions. Therefore, queries Q, values V, and keys K

are linearly projected h times, where h is the number of heads used. On each of these

projections is then applied the scaled dot-product attention function (2.21).

In this phase, each attention head computes different weights, representing different

levels of importance assigned to their inputs. The output of multi-head attention is com-

puted as a linear transformation of the concatenation of single-head outputs.

The output of encoder component is then given in input to a linear layer, and a final

softmax layer is used to transform decoder outputs into probabilities of next-token pre-

dictions.

Positional Embeddings

Transformers model learn word embeddings for representing input and output tokens into

vectors. Transformers use positional encoding representing token’s position in a sequence

and having the same size as the word embedding d. The encodings are summed to in-

put and output embeddings. The resulting vectors are injected in the encoder-decoder

architecture.

Training

Researchers trained the proposed model on two datasets for language translation. The

first is composed by 4.5 million pairs of English-German matching sentences, while the

second one includes 36 million of English-French pair sentences.
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The datasets are encoded using an algorithm for word sequence tokenization known

as byte-pair encoding. Using this encoding, researchers define two vocabularies, one for

each of the two datasets. Furthermore, sentence pairs of similar lengths are grouped into

batches and used to train the model. During training, dropout and label smoothing reg-

ularization are applied to both encoder and decoder components. The dropout is applied

to outputs of the sub-layers, and outputs of the sums between embeddings and positional

encodings.

Researchers trained two different configurations of the transformer: a base model hav-

ing d=512, and a big model with d=1024. Transformer architecture has been tested on

the task of English consistency parsing. The experiments show great performance of the

transformer with respect to sequence to sequence architecture [11].

Transformer-Based Architectures

The adoption of the self-attention mechanism in transformers has improved their repre-

sentation and generalization capabilities, making the models usable in a wide range of

tasks. These important improvements have resulted in transformers being used as the

basis of well-known large language models, such as GPT [2, 16, 57] and BERT [33]. These

architectures are generally pre-trained as general purpose models, and then fine-tuned on

specific tasks. For example, BERT has been fine-tuned for various tasks in different fields,

such as code representation (e.g., CodeBERT [41], graphCodeBERT [51], CuBERT [64]),

translation (e.g., RoBERTa [83]), biomedical language representation (e.g., BioBERT [75],

Clinic BERT), and mono-language understanding tasks (e.g., alBERTo [99], Arabert [8],

Bertje [32])
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Figure 2.5: Transformer architecture proposed in [121]
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Chapter 3

Background on Binary Code

Analysis

This chapter gives an overview of various methodologies used for binary code analysis

based on neural networks. The chapter also provides a description of the programming

paradigms and compilation process, to understand how the binaries are generated.

For the binary code analysis, we study a specific subset of DNN architectures that

learn the representation of binary functions for solving various tasks. This study allows to

understand meaningful aspects of the code and, therefore, it gives a deeper insights into

the overall software functionalities. In order to perform the analysis, researchers adopted

the same deep learning techniques used for language models. In fact, as discussed earlier,

the "naturalness hypothesis" [3] posits a correlation between code and natural languages.

This connection justifies the successful application of DNNs, originally designed for NLP,

to the code analysis. As a matter of fact, language models have shown great success in

learning the relationships between words in a sentence. Similarly, the application of DNNs

techniques to code, even in its binary form, allows to learn relationships between parts

of the software, compare different code snippets, and also understand information on the

code functioning. Recent researches on binary code analysis demonstrate that the appli-

cation of this approach is able to achieve state-of-the-art performance in various tasks,

such as similarity between binary functions, and recovery of original function parameters.

The chapter is split in two main parts. The section 3.1 provides a background on program-

ming. It introduces paradigms and formal definitions of programming languages through

grammars. This part also details the process of code compilation and disassembly of bi-

nary code. The section 3.2 analyzes various models for binary code analysis, with a special

focus on DNNs solving binary function representation tasks.
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3.1 Background on Programming

The 1940s saw the introduction of the first electronic computers. These innovative tools

were characterized by their ability to compute simple arithmetic operations and the pos-

sibility of be programmed using low-level machine languages [45]. These programming

languages, known as first generation languages, were composed by simple instructions

that could be executed directly on the processor. While these capabilities seem basic by

today’s standards, they represented the beginning of human-computer interaction and set

the stage for the future of computing. A further advance was represented by assembly

languages, considered second generation languages. These languages introduced a level of

abstraction with respect to machine languages, by using symbols to express operations

and operands. This symbolic representation is not directly understood by machines, but

need to be translated through a specific program, known as an assembler. Each machine’s

architecture, however, has a specific Assembly language. Therefore, programs written in

these languages cannot be reused in different architectures. In the 1950s, third generation

languages were introduced. These high-level languages are independent of the architec-

tures used, and allow more human-readable instructions to be written. This approach

made programs portable across different machines. Due to their high-level nature, these

languages require to be translated into machine language to be executed using either in-

terpreters or compilers.

The evolution of programming languages brought with it a variety of programming paradigms,

each emphasizing distinct aspects of program design [107]. These represent fundamental

approaches for structuring computer programs. However, we can define two principal cate-

gories of paradigms: imperative and declarative [112]. The imperative paradigm explicitly

defines the set of instructions to be executed, controlling the execution flow of the program.

These instructions allow to modify values of variables through side effects, impacting the

outcomes of calculations [12]. Examples of imperative programming languages are For-

tran, Java, Pascal, C, C#, C++, and Python. Among imperative paradigms, there are

procedural programming, focusing on procedure calls, and object-oriented programming,

operating on objects. These objects contain data and code, and interact with each other to

obtain the required outcome [45]. In contrast, declarative paradigm focuses on describing

the logic of the computation and the attended outcome, without explicitly defining the

execution flow of programs. Examples of declarative programming are: Prolog, Datalog,

and XML, and HTML. This approach includes various sub-categories, such as logic pro-

gramming, based on formal logic, and functional programming, focused on the definition of

functions. The invocation of these functions is characterized by the absence of side effects.

The output of each function call is determined only by the input arguments [18]. There

is no absolute best programming paradigm. Each approach has its own characteristics

and solves problems concerning a specific context. Programming languages can be aligned
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with one or more paradigms. An example of these languages is Python, supporting both

object-oriented and functional programming.

3.1.1 Description of Programming Languages

Within the domain of computer science, programming languages represent formalisms for

expressing instructions that computers execute. Analogous to natural languages, pro-

gramming languages are described using grammars. We can consider a grammar as a

group of rules defining how to combine characters from an alphabet to create valid strings

in a specific programming language [125]. In detail, a formal grammar is quadruple of

four components G = (N,T, P, S). T is a terminal alphabet, finite and non empty set of

characters used to compose words of the language. N is a non terminal alphabet, a finite

and non empty set of non terminal symbols. P is a set of production rules, defining how

to substitute non terminal symbols with terminals and/or non terminals. Last, the start

symbol S ∈ N is the initial point for generating valid strings using production rules in P.

Using a similar notation, we define the formal language generated by a given grammar

G as follows: L(G) = {w ∈ T ∗|S =⇒ ∗w}, where T ∗ indicates all finite strings of characters

in the terminal alphabet T, while ∗
=⇒ represents a finite sequence of substitutions using

production rules in P [45, 80].

Chomsky hierarchy [21] classifies language grammars into four categories based on

their complexity, namely Type 3, Type 2, Type 1, and Type 0. Type 3 represents regular

grammars, the simplest among the hierarchy. They describe production rules in the form:

S =⇒ xS and S =⇒ x, or S =⇒ Sx and S =⇒ x, where S is the start symbol

and x ∈ T. These grammars are recognized by finite state automata. Type 2 instead are

the context-free grammars. These are a super set of Type 3, recognized by pushdown

automata. Context-free grammars uses production rules of the type S =⇒ γ, where

γ represents strings of terminal and/or non terminal symbols. Type 1 are the context-

sensitive grammars. These include Type 2 grammars, and have production rules in the

form: αSβ =⇒ αγβ, where α, β, γ are sequences composed by terminals and/or non

terminals. These grammars are recognized by linear bounded automata. Finally, Type

0 are unrestricted grammars, the most powerful of the hierarchy. These include Type 1

grammars and use production rules in the form α =⇒ β, where both α, β are sequences of

non terminal and/or non terminal symbols, and α ̸= ∅. Type 0 grammars are recognized

by Turing machines. A detailed description of the mentioned automata is provided the

Appendix A.

In the context of computer science, programming languages can be described mostly

with context sensitive grammars. However, context-free grammars are widely used tools

to express the structure, or syntax, of programming languages. These grammars can

represent potentially all constructs of modern programming languages. Also, the syntax

of context-free languages can be efficiently analyzed using parsing algorithms that are
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Figure 3.1: Chomsky hierarchy of language grammars

implemented in present compilers. As a consequence, context-free grammars are widely

used tools for representing programming languages [116].

3.1.2 Program Compilation

The process of translating source code into a form executable by the target architecture de-

pends on the programming language used [12, 50]. For Assembly programming language,

this process is performed by a program called assembler. It operates a one-to-one transla-

tion of programs and data into binary format. The assembler also manage the conversion

of internal and external addresses referenced in the code. For high-level programming

languages, the process is called compilation and it is performed by a program known as

compiler. This process is responsible for translating source code into a machine-specific

executable format. A different compiler will be employed depending on the programming

language and architecture used to run the code.

The structure of a compiler is divided in two sections: front-end and back-end. The

front-end examines syntax and semantics of a program with respect to the grammar of

the programming language. It is divided in several modules. The first module takes the

program’s file in high-level programming language and, along with other necessary files,

transforms its content into a sequence of characters. The next module, focused on lexical

analysis, translates the extracted characters into tokens and assigns meaning to them. At

this point, the parser module performs syntax analysis of the tokens. It constructs the

abstract syntax tree (AST) following the grammatical rules of the programming language.

The next module is focused on context handling. It annotates AST nodes with additional

information regarding the program’s context. The last step of the front-end is a generator

of the code’s intermediate representation, that generally includes control flow instructions

and expressions.

The back-end of the compiler takes as input the intermediate code and outputs the

target machine code to be executed. In detail, the first module of the back-end takes as
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input the intermediate code and process it for optimization purposes. During this phase,

the compiler also insert the code of certain functions directly where they are called. This

process, known as in-lining, reduces the time overhead of function calls. The next module

is the code generator, converting the AST into ordered symbolic instructions and allocat-

ing the required registers. The next module is focused on target-code optimization. It

performs a further processing of the symbolic instructions. The machine code generator

then translates symbolic instructions into a bit pattern. It defines data and addresses of

the code. It also generates in output relocation and constant tables. The final step outputs

the object file, including constant and relocation tables, headers, and any essential data

for the system to run the program. In addition to generating object files, many compilers,

including GCC and Clang, allow to output code in Assembly language during compilation

by using a specific flag.

While compilers translate source code into machine code before execution, interpreters

Figure 3.2: Modular structure of compilers

executes the code without converting it into machine language. An advantage of this

approach is that interpreters are architecture-independent and can be used on different

machines. In practice, most interpreters, however, do not execute the code directly. The

code is in fact first translated into an intermediate code and then executed by the in-

terpreter. An example of this approach is javac, the compiler of the Java programming

language. The program compiles the source code in Java language, contained in a .java

file format, for an abstract machine. This process translates the code into bytecode (i.e.,

the .class format). The interpreter, known as Java Virtual Machine, read the bytecode
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and execute it. This process is very useful for running applets in browsers, because it

allows code to be executed independently of the the computer’s architecture running it.

Programs are usually composed by multiple files for better organization. As a conse-

quence, a single object file generally does not include all the functionalities required for

executing the code. Each file in fact contains various modules, and may reference external

functionalities from other files. Depending on the programming languages, programs can

also import a variety of external libraries. For this reason, after the compilation or the

assembling process, the linker resolves external references and includes them in a single

and self-contained binary file. This process, called static linking, can be slow for complex

programs with many files. To address this issue, operating systems often use a technique

called dynamic linking. This approach resolves external references at runtime, leaving un-

resolved symbols in the compiled code. Binaries processed by the linker and the required

libraries are loaded in memory using a part of the operating system, called loader. This

also initializes a stack and a set of registers for executing the program.

In this section we have analyzed how to translate programs into a binary form to be

executed on a computer, illustrating the difference between compiler and interpreter. We

have also explained the importance of linker and loader. In the following section, we give

an overview of decompilation and disassebling processes. These tools try to retrieve the

code having generated the binaries in input.

3.1.3 Decompiler and Disassembler

Decompiler and disassembler are fundamental tools used for reverse engineering of com-

puter programs. Decompilers have a structure similar to compilers, divided into three

modules [23]. The front-end module loads the machine code in memory and parses it

starting from the program’s entry point, provided by the loader. The module’s output

is a low-level representation of the binary code and the related control flow graph. The

universal decompiling machine performs data flow analysis and control flow analysis of

the low-level code stored in memory. This module outputs a high-level intermediate rep-

resentation of the program. The back-end module then reconstructs the code in high-level

programming language using the control flow graph.

Disassemblers, on the other hand, translate binary code into assembly language. There

exist two main approaches for disassembling code: static and dynamic. Static disassembly

recovers assembly code without executing the machine code, allowing to recover assembly

code of the entire program [72, 73].

Static disassembly uses two main techniques, namely linear sweep and recursive traver-

sal. The linear sweep translates instructions one at a time starting from the beginning of

the program’s code section. This technique is employed by many disassemblers, including
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objdump. The linear sweep is, however, not able to distinguish between instructions and

data, causing disassembly errors. This limitation is addressed by the recursive traversal

technique, reconstructing the assembly code by following the program’s control flow from

its entry point. When target addresses of jumps or calls are determined at runtime, how-

ever, recursive traversal assemblers cannot evaluate those parts of the code. This issue is

addressed by speculative disassembly, a technique that applies linear sweep to also recover

these unknown sections.

Dynamic disassemblers take the opposite approach, analyzing the program’s execu-

tion while reconstructing the assembly code. The machine code is typically run within

a debugger or an emulator. Dynamic disassemblers are generally accurate for analyzing

obfuscated code, but they can only recover the program’s parts that are actually executed.

As a consequence, static disassembly is generally the more popular choice compared to

dynamic one [72].

This first section provided an overview of programming languages, explaining various

steps required to execute the code. It also described the decompilation and disassembly,

two reverse approaches for reconstructing source and assembly code from binaries. The

section provided insight regarding the generation of binary code, which is studied through

tools of binary analysis.

The following section presents various approaches for binary code analysis using deep

neural networks.

3.2 Background on Binary Function Representations

The section presents the most significant DNN architectures for binary code analysis. For

a comprehensive understanding of program functionalities, we focus our study on models

handling binary functions rather than generic code snippets.

We selected five common tasks to be solved on binary functions and, for each of them,

we have provided an overview of the state-of-the-art models. Given their importance,

these tasks are also addressed in the benchmark we introduced as first contribution of the

thesis.

3.2.1 Binary Similarity and Function Search

Binary similarity and function search are two fundamental tasks to be solved on binary

functions. Both tasks request to analyze and compare functions represented in their

compiled form. Since researches regarding these tasks often overlap, we grouped their

related work into a single section.

The problem of binary similarity aims to determine whether two function are similar,

according to some definition of similarity, and, usually, to return a similarity score. The
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task of function search, in contrast, takes as inputs a certain query function and a large

database of binary functions. The task requests to identify the K most similar functions

to the given query function.

The problem can be solved by using a binary similarity system that computes the

similarity between the query and each of the functions that are present in the database.

As outcome, the computation returns K most similar functions to the given query. The

Figure 3.3: Difference between binary similarity and function search tasks. (A) Example of
binary similarity task. (B) Example of function search task. The problem asks to find K=2 top
similar functions to the given query q.

task of function search is usually presented as an evaluation task for binary similarity

solutions, and therefore the literature related to these two problems is essentially the

same.

Binary Similarity

Several studies have explored the problem of binary similarity. For example, [38] proposes

to compare executable using an isomorphism between sets of instructions. Khoo et al. [68]

introduce Rendezvous, a search engine that detect similar binary code using statistical

models. In SIGMA [6], instead, researchers show a method for detecting reused binary

functions by comparing their representation in form of Semantic Integrated Graphs.

David et al. [29], address the problem of similarity between functions in stripped bi-

naries. This method split the code in strands and verifies the semantic similarity between

code fragments. Another approach to evaluate the similarity between stripped binaries

is proposed in [30]. The method decomposed binary functions in comparable units, that

are fed in a compiler optimizer to obtain a normalized form of the code. Strands are then

compared with statistical techniques.

The model proposed by Xu et al., known as Gemini [129], uses neural networks for solving
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the task of binary similarity. Gemini transforms each binary function into an attributed

control flow graph (ACFG), that is a CFG with manually annotated features. The ap-

proach uses a graph embedding network [104] to map the ACFG into a vector. More

precisely, each vertex of the graph is assigned to a separate embedding vector. Then, each

vertex embedding is updated iteratively considering the vertex features and the graph

topology. These vertex embeddings are summed to obtain the representation of the entire

function.

The model is trained using Siamese architecture, composed by two identical struct2vec

models. Each model takes as input an ACFG and creates the output the corresponding

embedding. The architecture then computes the cosine similarity metric between the two

output embeddings. The result is compared with ground truth labels, indicating the sim-

ilarity (i.e., label = +1) or dissimilarity (i.e., label = -1) between function pairs. The goal

of the training is to minimize the difference between the predicted similarity score and

the actual value. The model has been trained on a dataset composed by 129’365 ACFGs,

derived from the compilation of two versions of OpenSSL package using the compiler GCC

v5.4, with different architectures and 4 optimization levels. Gemini has been also evalu-

ated on other datasets, to evaluate its performance on specific tasks, such as vulnerability

search.

Wang et al. [124] introduced a model for solving the task of binary similarity, called

jTrans. The proposed architecture is based on BERT, a transformer model representing

the state-of-the-art for a variety of NLP tasks (Details regarding BERT architecture are

provided in the section 5.2).

In addition, researchers build and distribute a binary dataset to train and evaluate their

model on the task of binary similarity. The dataset is composed by C and C++ project

from ArchLinux and Arch User repositories, compiled with GCC and G++ with different

optimization levels. The dataset is composed by roughly 26’000’000 binary functions.

The paper proposes a jump-aware representation of binary functions, that includes

control-flow information in the code’s embedding. The approach disassembles binary func-

tions and tokenizes the resulting assembly codes for normalization purposes. Then, jTrans

employs a novel approach to encode positional embeddings and token embeddings, known

as parameter sharing. The approach allows to represent the connection between source

and target of a direct jump, increasing the degree of similarity between their embeddings.

The parameter sharing consists in using the token embedding of the jump source as the

positional embedding for the corresponding jump target token. The input embedding of

jTrans is therefore obtained as the sum of two components: the positional embedding and

the token embedding. This approach allows to use the attention mechanism of jTrans for

assigning the same level of attention to both the source token and destination token. This

process guarantees that source and destination of a jump are both considered during the
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evaluation phase.

The research proposes an unsupervised pre-training phase, and then a fine-tuning

on the binary similarity task using supervised learning. The similarity between binary

functions is evaluated with a similarity score, calculated as the cosine similarity between

the corresponding vector embeddings. During fine-tuning, the research tries to achieve two

goals: minimizing similarity scores between dissimilar functions, and maximizing similarity

scores assigned to similar functions.

The model has also been evaluated on various tasks, including the vulnerability search.

In this task, 8 CVEs are selected from a vulnerability dataset. The task requests to search

these 8 vulnerabilities in the affected projects, compiled with different combinations of

compilers and optimization levels. The metric used to evaluate jTrans on vulnerability

search is the recall@10 (i.e., recall@K with K=10). The proposed model shows significant

performance, achieving recall of 95% for the task of binary search, and recall@10 of 100%

on the vulnerability search.

Qasem et al. introduced BinFinder [100], an approach based on Siamese neural networks

focused on the task of searching binary functions. The approach has been trained and

evaluated on multiple versions of 7 open-source packages, compiled with GCC and Clang.

The approach also uses various obfuscation options, optimization levels and instruction

sets. The method extracts two type of features, namely the numerical values and list of

literals. These features represents fundamental aspects of binary functions, such as num-

ber of callers, number of callees, and names of called functions. The numerical features

are converted into lists of sequential values. Then, a set of weights is computed. The

resulting features are embedded into one-hot encoding.

The proposed Siamese architecture is composed by a two identical multi layer per-

ceptrons operating in parallel on the selected input features of the same functions. The

models are trained to learn the representation of binary functions and generate their vector

embeddings. Then, BinFinder computes cosine distance between the two vectors.

Binary Similarity and Function Search

A number of studies investigate the task of function search as a sub-problem of binary

similarity. Research In the work [31], David and Yahav proposed a method for search-

ing functions in stripped binaries using semantic similarity. The approach computes the

semantic similarity between tracelets, which are essentially partial segments of a code’s

execution path. To perform the analysis, the method splits control flow graphs (CFG)

of binary functions into these smaller execution snippets called tracelets. Furthermore,

the researchers defined a set of rewriting rules for tracelets, allowing to determine the

minimum number of modifications needed for transforming a tracelet into another. This

approach permits to compute the similarity, and therefore solving function search problem,
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regardless of code modifications performed by the compiler optimization. The approach is

implemented through a tool, which allows to find similar functions in a database composed

by a million of binary functions.

Another interesting approach is the one of proposed by Lakhotia et al. [74]. They

define the concept of juice, representing an abstraction for the semantics of a binary code.

The juice is constructed by first disassemble the binary code, decompose it in blocks and

extracting the control flow graph, which shows how these blocks are connected and how

the program executes. Then, researchers compute semantics and juice for each block. The

semantic of code is defined through symbolic interpretation. The generalization of code’s

semantics provided by juice, instead, can be retrieved by substituting logical variables to

register names, and abstracting literal constants. Researchers implemented the method

with a tool, BinJuice. They evaluated the tool on binary similarity and function search

tasks, using different datasets. The experiment of function search used different variants of

a virus. For binary similarity, instead, the approach has been tested on different versions

of a software from GitHub.

Liu et al. [81] proposed αDiff, a solution for detecting binary similarity and solving

function search task. The work extracts different features from binaries, namely the intra-

function (raw bytes), the inter-function (function calls) and the inter-module (library

imports). The dataset used for αDiff is publicly available and consists of a collection of

cross-version binaries from the x86 Linux platform.

The research evaluates the problem of computing similarity score between stripped

binaries, obtained from the compilation of different versions of the same source code. The

task is composed by two steps. The first is function matching, where for each function in a

binary it is required to find its correspondent in the other binary. The second step consists

in computing the semantic similarity score between each pair of matching functions. The

score is in the range [0,1], depending on the level of similarity of the functions.

Researchers also evaluates their approach on variants of the main binary similarity

problem. The first variant is cross-optimization, where the similarity is computed be-

tween binaries obtained from same source code and compiler, but different optimization

level. The second variant is cross-compiler, where the two binaries are obtained from dif-

ferent compilers. Finally, the third variant is cross-compiler, consisting in evaluating the

similarity between binaries compiled for different architectures.

To evaluate the level of similarity between binary codes, researchers use the concept of

function search. Given two binaries B1 and B2, having respectively M and N number of

functions, and VB1,B2 pairs of matching functions where VB1,B2 ≤ M,N . For any function

fB1 in B1, the solution aims to find top K similar functions to fB1 in B2 (if they exist).

For each function fB1 in B1, the solution also computes Recall@K, measuring the number

of matching functions appearing within the top K, over VB1,B2 .
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The work considers all aspect characterizing a function, by analyzing intra-function,

inter-function and inter-module features. In detail, researchers propose to extract intra-

function features, representing the intrinsic characteristics of a function. The extraction

is performed through neural networks. For each binary function, the proposed architec-

ture analyzes raw bytes composing the binary function itself, and generates its vector

embedding representation.

The architecture used for the extraction is called convolutional neural network (CNN),

a specific type of feed-forward neural network that is able to derive features using convo-

lution operations [79]. The architecture of the CNN is composed by 8 convolution layers,

followed by 8 batch normalization layers, 4 max pooling layers and 2 fully connected lay-

ers. The batch normalization is used to reduce overfitting issues, by normalizing the input

coming from previous hidden layer, and passing it to the next layer. Max pooling layers,

instead, can be used for reducing the spacial size of the features taken as input [48]. Fi-

nally, fully connected layers are generally used to flatten the spatial structure of the input

vector.

The model uses activation function Rectified Linear Unit (ReLU) as activation function

for the entire architecture. For the training phase, the model learns function embeddings

using a Siamese architecture, which is composed by two identical embedding CNNs. The

architecture takes as input two functions, one for each CNN, and a binary label represent-

ing whether or not the two functions are similar. Then, each CNN generates an embedding

for the binary function in input.

Given the network parameters θ, two functions Fa and Fb and their intra-function

features IFa , IFb
, then the Euclidean distance between the two features is computes as

follows:

D(IFa , IFb
) = ||δ(IFa , θ)− δ(IFb

, θ)|| (3.1)

Where δ(IF ) represents an embedding produced by a CNN network for a specific intra-

function feature. The objective of training phase is to find θ such that the above described

distance is minimal in case the two functions are similar, and large otherwise. For this

reason, the researchers aims to minimize the following loss function:

L(θ) = Average(IFa ,IFb
){y ·D(IFa , IFb

) + (1− y) ·max(0,m−D(IFa , IFb
)} (3.2)

Where m is a pre-defined hyper-parameter. Therefore, the objective function of the train-

ing is:

argminθL(θ) (3.3)

Which is solved using Stochastic Gradient Descent and back propagation. The work

also considers inter-function features, representing the caller-called relationships between

functions. This feature is represented by the call graph of a program. For each function

in the graph, researchers computes its inter-function embedding as a two dimensional
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Figure 3.4: Siamese architecture used in [7]
during training of CNN model for intra-fuction feature extraction

vector γ = (inf , outf ), composed by the in-degree and out-degree of the function itself.

Finally, the work evaluates inter-module features, consisting in the imported libraries from

a specific function. Also in this case, feature are converted in an embedding vector to allow

similarity comparisons.

These three feature types are used to evaluate the similarity between binary functions.

The work first computes all three features for each of the two functions, then evaluates

the distance between pairs of features. The similarity is therefore defined as the sum of

these three distances.

Researchers define a dataset to evaluate their approach, composed by over 2’000’000

pairs of similar functions, compiled from two sources. The first is composed by 31 GitHub

projects with over 9’000 different releases, compiled with GCC v5.4 and default optimiza-

tion options. The second source includes binaries directly extracted from 895 packages of

Ubuntu 12.04, 14.04 and 16.04, having over 1’800 different versions. To define ground truth

for the dataset, researchers extracted the function name information using debug symbols.

Pei et al. [97] proposed TREX, a framework for training machine learning models for

binary similarity and function search. The training approach is composed by two phases:

pre-training and fine-tuning. During the pre-training, a model learns how to predict se-

mantics of the execution traces when parts of the code are masked (e.g., values, registers,

and opcodes). The model input is the sum of token embeddings of five sequences, repre-

senting features of the input function and its execution trace. The first sequence contains

the assembly code of the forced execution path. Another sequence represents the numer-

ical values of the each register before the execution. Three auxiliary sequences provide

structural and syntactic information.

In the sequence containing numerical values each element is encoded using a bidi-

rectional LSTM model into a fixed length sequence. The embeddings are computed as

one-hot encoding in the other sequences. The pre-trained model is fine-tuned on the task

of binary similarity between functions. The model is fed with pairs of function codes,
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that are embedded through a self attention layer, then fed into 2-layer perceptron. The

fine-tuning tries to minimize the cosine embedding loss between the ground truth and the

cosine distance between embeddings of the considered functions.

The model is trained and evaluated on a dataset composed by 13 open-source projects,

obfuscated and compiled with GCC v7.5, 3 optimization levels and 4 architectures (x64,

x86, ARM, MIPS).

In [78], Li et al. proposed an approach for computing binary similarity through graph

matching networks. The approach is based on the evaluation of the similarity score be-

tween pairs of graphs. Each graph is represented as G=(V,E), where V and E are re-

spectively the set of nodes and set of edges. Additionally, nodes in V and edges in E can

be related to feature vectors representing for example the edge direction and node type.

Nodes and edges without features have a default vector of ones.

To evaluate the similarity between graphs, researchers proposes two models, one based

on graph neural networks (GNNs) and the other based on graph matching networks

(GMNs). The GNN model is composed by three components: an encoder, a set of propa-

gation layers, and an aggregator layer. The encoder embeds node and vector features into

individual embeddings, using separate multi layer perceptrons. Then, propagation layers

iteratively update the node embeddings in order to include information regarding their

neighboring nodes. The aggregator takes as input the updated embeddings and transforms

them into a vector representation of the input graph. These embedding vectors are then

compared to evaluate the similarity between graphs. The comparison is performed using

relevant metrics, such as for example the cosine similarity.

Researchers also proposed a GMN model, that allows to compare two graphs in input

using a similarity score. The model considers simultaneously both graphs when updating

node embeddings. The approach also uses a cross-graph attention mechanism, evaluating

the matching between nodes of the two graphs in input.

The proposed models have been evaluated with various experiments, including the

function search task. For this problem, researchers compiled multiple binary functions.

These are obtained from the compilation of an open source package using GCC, Clang

and different optimization levels. The training phase is performed on control flow graphs

of binary functions. The trained models are then asked to search similar functions in a

set of binaries.

An alternative approach is proposed by Massarelli et al. with SAFE [87], a model based

on a self-attentive neural network for solving the task of binary similarity and function

search. Researchers creates instruction2vec (i2v), an embedding model for encoding the

input instructions. More precisely, the approach uses word2vec [90] to map disassembled

instructions into numerical vectors and outputs a sequence of these embedding vectors.
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Researchers trained two embedding models, one specifically designed for ARM architec-

ture and the other one for AMD64. The embedded instructions are fed into a self-attentive

neural network. The bi-directional RNN maps each embedding vector in a sequence of

instructions into a summary embedding representing an entire function. These summary

vectors are merged into a matrix H, where each row represents a function embedding.

A two-layer attention mechanism is applied to assign weights on relevant function sum-

maries, producing an attention matrix A. The resulting embedding matrix B is obtained

as the product between A and H. The embedding matrix B is then transformed into a

vector using a two-layer fully connected network, activated through a ReLU function.

The network has been trained using a Siamese architecture, composed by two identical

bi-directional RNNs. The two networks takes as input a set of function pairs and the cor-

responding classification labels. For each pairs of functions, the architecture computes the

cosine similarity between the output embeddings, assigning +1 to similar functions and

-1 otherwise. The goal of the training is to minimize the difference between the predicted

similarity score and the corresponding ground truth label. The model has been evaluated

on several tasks, including binary similarity, function search, vulnerability search, seman-

tic classification and APT classification. For each task, a specific dataset is used. For

instance, in the function search experiment the model is trained on a dataset comprises

binary functions compiled for AMD64 architecture. Then, the trained model is evaluated

using binaries resulting from 12 compilers and 4 optimization levels.

Another significant contribute in this context is the one provided by Ding et al. with

Asm2Vec [35], which uses neural networks to encode functions into vectors. The approach

is based on PV-DM model, which learns the representation of a corpora from the corre-

sponding text tokens. The model is adapted in Asm2Vec in order to represent assembly

functions using their control flow graphs.

The model first retrieves disassembled functions and their control flow graphs using

IDA Pro disassembler. Each function is represented as a set of sequences representing the

potential execution paths of the control flow graph. For optimization purposes, Asm2Vec

also introduces function inlining. This technique consists in replacing function calls with

their code. After the inlining, Asm2Vec generates the sequence of execution paths. The

approach randomly selects all edges from the control flow graph and generates the set of

execution paths. In addition, the model performs a set of random walks on the CFG, to

prioritize specific code blocks that are frequently executed. The model has been evaluated

on stripped binaries through various tasks, including function search and vulnerability

search.

34



3.2. Background on Binary Function Representations

3.2.2 Function Naming

The task of function naming asks to infer an appropriate name for a given binary function.

A recent series of papers is focused on the problem of function naming, especially on

stripped binaries. Examples are punstrip [94], a tool based on a probabilistic model for

retrieve function names, XFL [95], based on a multi-label learning approach, and NFRE, a

framework that retrieves function names using CFG and instruction sequences of assembly

functions [46].

However, the majority of these works are focused on deep neural networks. An example

of this approach is the one proposed by Artuso et al. in [9]. The research compares

performance of two deep neural networks, namely Seq2Seq [11] and Transformer [121]

architectures. These models are fed with sequences of normalized assembly instructions.

The normalization is performed by substituting special symbols to memory addresses and

immediate values under a specific threshold value.

The Seq2Seq model is composed by an encoder and a decoder. The encoder component

includes a bi-directional RNN and LSTM cells, and the decoder is composed by a RNN

with an attention mechanism. The transformer model has an encoder-decoder architec-

ture, based on attention mechanism. Researchers built and distribute a dataset for eval-

uating the two models on the function naming task. The dataset includes over 8’800’000

stripped functions, compiled from various packages, including C libraries, videogames, and

networking applications. The approach shows that a model pre-trained on the proposed

dataset achieves significant performance when fine-tuned for specific tasks, such as the

prediction of function names over malware samples.

Function naming problem has also been evaluated in NERO [28]. This approach ap-

plies static analysis and neural networks to create augmented representations of call sites

from stripped binaries. More specifically, the approach first constructs the CFG, indicat-

ing the call instructions. Then, NERO determines each call sites in the analyzed assembly

procedure, and the expected number of arguments. To define the values to be attributed

to each argument, NERO uses a technique called pointer-aware slicing. For each register

storing a function argument, the slicing technique extracts the code sections correspond-

ing to the calculation and storage of its values. The resulting information is used to

augment the call sites. Therefore, augmented call sites are used to generate a CFG of the

augmented call sites, representing the analyzed binary procedure. In this graph, nodes

represent the augmented call sites, while edges indicate potential execution paths of the

procedure. Researchers evaluate various neural architectures using this representation of

binary procedures, including LSTM attention-based models, and transformers.

A different approach is introduced by DEBIN [55], a machine learning approach that

predicts debug information from stripped binaries. The assembly code is first translated
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in BAP-IR. This is an intermediate representation, showing code semantics in an architec-

ture independent way. From BAP-IR, the approach extracts known and unknown data.

The first information is already present in the binary code (e.g., constants, instructions),

while the latter is an information that must be retrieved because it has been removed dur-

ing stripping (e.g., registers storing values of variables). DEBIN uses a binary classifier

to recovery the unknown information, that is trained on pairs of registers and memory

offsets. The corresponding ground truth labels indicate if the pairs represent variables.

Therefore, DEBIN builds a graph representing undirected dependencies among code

elements of BAP-IR. On top of this graph DEBIN runs a probabilistic model, the con-

ditional random field, to predict the missing debug information. The predicted function

properties are converted into DWARF format and used to update the stripped binary that

is then returned as output of the process.

3.2.3 Signature Recovery

The problem of signature recovery asks to predict the parameters of a provided binary

function, indicating the corresponding number of arguments and types. This task has

received less attention than other tasks on binary functions.

The reference paper in this case is EKLAVYA [22], an approach that recovers function

signatures through neural networks. The model is composed by an embedding component

and an argument recovery component. The embedding part constructs an embedding vec-

tor for each instruction through the skip-gram model. The distance between vector em-

beddings represents the similarity between the corresponding instructions. For instance,

the cosine distance between push %edi, pop %edi has roughly the same value of the same

distance computed on the pair push %esi, pop %esi.

To recover the function signatures, the argument recovery component trains different

four RNNs, one for each sub-task of the signature recovery problem. The sub-tasks are the

following: argument count based on caller’s instructions, argument count based on callee’s

instructions, argument type recovery based on caller’s instructions, and argument type re-

covery based on callee’s instructions. The model has been evaluated on two datasets,

compiled with GCC and Clang in 4 optimization levels and x64, x86 instruction sets. The

first dataset includes 3 Linux packages, and more than 270’000 functions for both x86, x64

architectures. The second dataset includes 8 packages and more than 370’000 functions

for x86 and x64 instruction sets.

A more general problem related to signature recovery is the decompilation of binaries.

Many works studied the problem, with and without neural networks [44, 65, 66]. How-

ever, the task considered for our study is focused on retrieving only the signature from

a binary function and not the entire source code. Another related problem is the one of
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finding low level patterns in binaries [39, 40]. These patterns can be used to support the

recovery of the arguments and return types of a function.

3.2.4 Compiler Provenance

The task of compiler provenance requests to classify a given binary function with respect

to the compiler and/or optimization level used to generate it. This task has been studied

in several papers. For example, the model introduced in [106] represents a binary program

as sequence of idiom features. This kind of representation removes details such as memory

offsets and literals. The approach uses conditional random fields to model the likelihood

of compiler labels on the binary code. The method has been evaluated on various experi-

ments, including binaries from single and multiple source compilers.

In [105], instead, the task of compiler provenance is evaluated as a classification prob-

lem. The approach generates a CFG for each analyzed binary and automatically selects

features of the code. Researchers propose a tool, called ORIGIN, that extracts features

from binaries and classifies code with respect to its source toolchain. Binaries are parsed

through an existing library to reconstruct the interprocedural CFG. The library consid-

ers each function as an intraprocedural sub-graph, allowing to derive important features

from the code. The approach also extract idioms, short instruction sequences containing

wildcards. The approach also defines graphlets, that are non-isomorphic sub-graphs of

the CFG that indicate the relationships between code blocks. There exist two types of

graphlets: summary graphlets, focused on which type of instructions are present, and

branch graphlets, focused on control flow instructions. The approach also extract the

starting address of each function. Each function is associated to a binary vector, repre-

senting the presence of each feature. The model is implemented using an SVM classifier.

Another approach is proposed by BinComp [102], that identifies the compiler of origin

using stratified components. BinComp extracts a set of syntactic features and compiler

tags from known compiled code. Therefore, it uses ACFGs to extract semantics features

from binaries. The solution allows to identify the compiler provenance and the optimiza-

tion level.

More precisely, BinComp first preprocesses the input code to replace values in the

symbolic constants. The preprocessed source code is then compiled. The approach selects

code features from the resulting assembly code and creates a mapping between assembly

and high-level code functions. This association allows to understand the compiler opera-

tions and on the code. Then, the compiled is linked to the required libraries. The resulting

binary file is therefore disassembled to retrieve tags generated by the compiler used.

In HIMALIA [20], neural networks are used to retrieve the optmization level of the in-
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put binary function. The architecture of HIMALIA is divided in three components, an

embedding layer, two bi-directional GRU layers, and a classification layer including a

4-classification model and a 2-classification model. The embedding layer is used to repre-

sent an input binary as a list of functions. The embedding is performed using a trainable

model. In this layer, each function is encoded into a vector by applying word embedding

to the corresponding instructions. Then, two bi-directional GRU layers are applied to

select semantic features of the input instructions.

Finally, the model retrieves compiler information using two classifiers. The 4-classifier

model is used to detect the optimization level of the function within O0, O1, O2/O3,

and Os. The 2-classifier refines the O2/O3 prediction, distinguishing between O2 and O3

classification label.

In [86], researchers proposed an approach for automatically extracting features from the

CFG. The model uses a graph embedding neural network to create a vector representation

of the CFG. The architecture is composed by a two components. The first component is

the Vertex Features Extraction, associating each graph vertex to a vector representation.

Researchers uses an unsupervised approach for extracting code features, showing its im-

provement with respect to manual techniques. Each instruction is embedded using i2v

model through skip-gram technique. This approach infers the surrounding instructions by

analyzing a given instruction. Therefore, vector embeddings are aggregated to create a

feature vector for the vertex of the CFG, representing the functions in the code. The ag-

gregation is computed with two different techniques, namely i2v_RNN and i2v_attention.

The second component of the architecture is a Structure2Vec model, generating the

complete graph embedding from the aggregation of the vertex vectors. More sepcifically,

each vertex in the CFG is assigned to a vector, that is dynamically updated during the

training phase. The dynamic update is performed in rounds, where the information of

neighboring vertices are included in the embedding. After this phase divided in rounds, a

final graph embedding is computed. This is obtained as weighted sum of all vertex vectors.

The approach has been used to solve two tasks, namely binary similarity and compiler

provenance. For each task a different dataset is used. In detail, for the task of binary

similarity. researchers define a dataset of over 95’000 graphs. The dataset is derived from

the compilation of two versions of OpenSSL with GCC v5.4 and 4 optimization levels. In

additions, packages has been compiled for both x86 and ARM instructions sets.

For the compiler provenance task, researchers define two datasets. The first includes

roughly 450’000 functions from various projects. The projects are compiled for AMD64

with GCC v3.4, GCC v5.0, and Clang v3.9 and 4 optimization levels. The second dataset is

composed by over 1’500’000 functions from different projects, compiled with 11 compilers

and 4 optimization levels.
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Chapter 4

Benchmark for Binary Function

Representations

Deep learning advancements are significantly impacting the research on binary code anal-

ysis, allowing researchers to develop various DNNs for solving binary tasks. These ar-

chitectures focus on learning a general representation of executable code, making them

applicable to widely different problems on binaries. However to ensure their generality,

these DNN architectures have to be tested on several diverse tasks.

A valuable approach to comply with this need is the adoption of standardized bench-

marks, as proposed by the NLP reasearch community. These benchmarks are datasets

used to evaluate the performance of DNN architectures on different tasks. Well-known ex-

amples of this approach in NLP field are: Stanford QUestion Answering Dataset (SQUAD)

[103], focused on reading comprehension tasks, General Language Understanding Evalu-

ation (GLUE) [123], that is a collection of multiple datasets, GLUE for Code-Switched

Languages (GLUECoS) [67], designed for evaluating models on code-switching text, and

Knowledge Intensive Language Tasks (KILT) [98], focused on tasks requesting additional

information. Each benchmark could also contain different types of tasks. As an exam-

ple, the GLUE benchmark contains various tasks associated to different datasets, such as

Corpus of Linguistic Acceptability (CoLA), Stanford Sentiment Treebank (SST-2), Rec-

ognizing Textual Entailment (RTE), and Quora Question Pairs (QQP). These multi-task

benchmarks are designed to evaluate the generality of a new developed architecture in a

wide range of challenges in NLP context.

However, the binary analysis community does not currently dispose of any common

multi-task benchmarks. As illustrated in the literature, all researches in this field are

primarily relying on their own custom datasets, which have been specifically designed for

solving individual problems under analysis (see, as an example [87], [129], [35], [9], [86]).

This approach, however, leads to two significant issues.

The first concern is the incomparability of results between different works. Performance

metrics obtained could, and often do, change drastically depending on what dataset has
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been used. This makes it difficult, if not impossible, to decide which architecture has

performed better for a given problem. The only way to guarantee fair comparison of results

is to evaluate different candidate solutions on the same set of data. Unfortunately, making

this evaluation is also not trivial. Datasets and prototype DNN models are not often

publicly available. In this case, the replication of necessary data for a proper comparison

could be an important effort.

The second problem is the resulting limited generalizability of the models. The current

trend of research is to create ad-hoc DNN architectures for each problem on binary code.

While effective for certain tasks, these models can not be reused in other contexts. For

this reason, the creation of generalized DNN architectures could be beneficial for binary

code analysis. In the NLP community, generalized solutions are defined as pipelines of

general-purpose neural networks and are designed to learn a general representation of

natural languages. The resulting DNNs are used to solve several different tasks, usually

after being fine-tuned. The fine-tuning process essentially consists in taking a pre-trained

architecture and training it on task-specific datasets, such as those used in benchmarks.

This approach leverages the pre-trained knowledge of the model, to let it learn the new

task faster and with better performance.

Therefore, the development of a specialized benchmark is necessary for evaluating

DNN architectures on binary tasks. An ideal benchmark should comprehensively assess a

candidate DNN on heterogeneous tasks. This includes problems related to code syntax,

such as the identification of compiler type used to generate a given binary, as well as

tasks related to code semantics, such as understanding the purpose of a function within

larger binary code snippets. The adoption of common benchmarks in binary analysis will

introduce a unified way for testing and evaluating neural network models designed for bi-

nary representation tasks. Furthermore, this initiative could foster the creation of general,

multi-task DNNs architectures that hold similar significance in binary analysis as BERT

does in the NLP community. This would represent a significant advance in the capabilities

and efficiency of binary analysis performed with DNNs.

For these reasons, the first contribution of the thesis introduces a benchmark, called

BinBench, including five different tasks for binary function representation. The dataset

associated to the tasks comprises two parts: one containing the original binaries and the

other consisting in JSON files representing each binary function. Upon these five tasks,

we have also defined five challenges containing pre-defined predictions for training and

testing new DNN architectures.

The benchmark has been presented in the paper "BinBench: a benchmark for x64

portable operating system interface binary function representations", published on the jour-

nal PeerJ Computer Science in 2023. The dataset is publicly available on FigShare [27].

The online version of the benchmark is published on Eval.AI [26], an open-source platform
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for the evaluation and comparison of machine learning and artificial intelligence algorithms

[130].

The chapter is divided in four sections. The section 4.1 gives an overview of different

benchmarks available in literature. The section 4.2 describes the tasks included in the

proposed benchmark. The section 4.3 describes the construction of the dataset associ-

ated to the benchmark. Finally, the section 4.4 evaluates different models on the tasks of

BinBench.

4.1 Background on Benchmarks

This section analyzes various widely recognized NLP benchmarks, used to evaluate the

overall quality of DNN architectures. For generality purposes, these benchmarks include

multiple heterogeneous tasks on which the architectures can be tested and also compared

with respect to other models. The section also provides a description of a benchmark

called BinKit [69]. The available literature suggests that BinKit is the only benchmark

specifically designed for binary code analysis. However, it currently focuses on a single

task. To the best of our knowledge, there is no benchmark including multiple tasks for

binary analysis besides BinBench.

4.1.1 ERASER

Evaluating Rationales And Simple English Reasoning (ERASER) benchmark [34] is specif-

ically designed to test interpretable NLP models. This benchmark comprises a collection

of datasets, each one divided in train, validation and test sets. Datapoints, informa-

tion to be predicted for a certain tasks, are associated to three data: input information,

human-annotated rationales and prediction labels. The rationale is textual evidence used

in support for explaining the model’s output, while the labels represents outcome expected

for that prediction. ERASER utilizes existing NLP datasets, that are focused on different

textual corpora. This allows to compare performance of models on standardized datasets

that are already widely-accepted in the NLP community. The Evidence Inference Dataset

[76], for example, contains texts related to randomized controlled trials. In this case, the

task is to predict whether and how a given intervention has influenced the outcome. BoolQ

[24] is, instead, composed by text snippets from Wikipedia, associated with questions to

be answered with yes or no.

The ERASER benchmark evaluates not only the predictions obtained by a model, but

also the plausibility of rationales it have extracted. To evaluate the quality of the pro-

vided rationale, researchers proposed two metrics: comprehensiveness and sufficiency. The

first metric indicates whether the model has selected all features requested for the predic-
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tion. The second metric, instead evaluates if the extracted rationales are enough to make

predictions.

4.1.2 GLUE

General Language Understanding Evaluation (GLUE) [123] is a benchmark for testing

models on natural language understanding tasks, focused on English sentences. The

benchmark uses already existing datasets, each one associated to a different challenge.

GLUE includes classification tasks for single sentences and sentence pairs, and regression

tasks. An example of single sentence classification task is Corpus of Linguistic Acceptabil-

ity [126], where the model have to decide if the given word sequences are grammatically

acceptable in English. Another example of classification task for single sentences is Stan-

ford Sentiment Treebank, that allows to test sentiment predictions of models. Recognizing

Textual Entailment (RTE), Microsoft Research Paraphrase Corpus (MPRPC) [36] and

Quora Question Pairs (QQP) are, instead, tasks for sentence pairs classification. RTE is

a task for evaluating semantic relationship between sentence pairs, having different vocab-

ulary and syntax. MRPC and QQP instead require to determine the semantic equivalence

between sentences. The benchmark also includes inference tasks, such as Multi-Genre

Natural Language Inference Corpus (MNLI) [127]. This is composed by a set of sentence

pairs, premise and hypothesis, on which a language model has to understand the type of

entailment between the two sentences.

GLUECoS

GLUE for Code-Switched Languages [67] is a benchmark for evaluating the generalization

of multi-language models on tasks related to code-switched data, in English-Hindi and

English-Spanish languages. Starting from the idea of GLUE, researchers created a new

benchmark including five tasks of GLUE and a new task, called Natural language inference

for code-switching. In this task is asked to infer a positive or negative relationship between

pair of sentences. Another interesting task is Named Entity Recognition (NER), consisting

in classifying named entities (e.g., organization, location, etc.) in a given text snippet. Two

corpora are provided for NER, one for English-Hindi and the other for English-Spanish.

4.1.3 KILT

Knowledge Intensive Language Tasks [98] is a benchmark for evaluating general purpose

models on knowledge-intensive language tasks. The benchmark can be used to test any

type of model, as it simply requires textual outcomes without specifying any details re-

garding architectures involved in the inference.

KILT is a collection of tasks developed on various datasets. Researchers also use a

single Wikipedia snapshot to support the information provided by the datasets. The
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snapshot is shared among all the tasks of KILT.

Using the same knowledge base for all tasks simplifies the comparison between mod-

els. This also reduces the need to re-train models for each task performed. Researchers

provided not only datasets for the tasks, but also a complete interface for evaluating the

responses provided by the models.

Tasks

KILT defines five different types of tasks: Fact Checking, Open Domain Question Answer-

ing, Slot Filling, Entity Linking, Dialogue.

The first task, Fact Checking, is a classification problem. It requires to verify a claim

using the available evidences. The task is based on FEVER [119], that is a dataset

composed by claims generated from Wikipedia’s sentences. In the task of Open Domain

Question Answering, the model is given a question and it has to find the answer in the

knowledge source. The model’s output also includes the location of the information used

for producing the answer. The Entity Linking task, instead, asks to associate entities to

the Wikipedia pages where they have been mentioned. The outputs required for the task

are titles and unique identifiers of Wikipedia pages. To solve Slot Filling, the model has

to find information regarding the relationship between entities in a large text corpora.

Finally, in the Dialogue task, the model needs to have a conversation on with the user.

The dataset used for the task is grounded with the knowledge source of Wikipedia.

KILT Challenge on EvalAI

Researchers published the KILT benchmark on EvalAI, that is a platform where machine

learning models can assess their performance on different challenges. For the KILT chal-

lenge, users upload individually the predictions generated by their models for each task.

KILT benchmark provides users with a JSON file for each task, containing data-points

to be predicted for each task. Users fill these JSON files with models’ predictions and

then upload them back to EvalAI platform. Therefore, the KILT’s script analyzes the

predictions and computes specific metrics on them. These metrics are then published on

the public leaderboard of KILT. In this way, model’s performance can be compared against

others, including the baseline models established for each task.

The advantage of using EvalAI is that users can easily evaluate their models for dif-

ferent tasks, by just uploading the list of predictions in the platform. Also, this approach

facilitates the comparison of different models, including baselines provided by the re-

searchers. For this reason, we have opted for the same approach for the benchmark we

proposed. We have published BinBench on EvalAI, including all the tasks and the corre-

sponding metrics.
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4.1.4 BinKit

Kim et al. propose a benchmark, known as BinKit [69], focused on the evaluating models

on binary similarity between code snippets. The benchmark is associated to a public

dataset, and an interpretable model for evaluating the proposed approach. To the extent

of our knowledge, in addition to BinBench, BinKit is the only benchmark available for the

field of binary code analysis. Moreover, BinKit is limited to a single task is insufficient,

making it inadequate for evaluating the generalizability of models.

Binary Similarity

Researchers define four steps of analysis for binary similarity: syntactic, structural, se-

mantic, vectorization, and comparison.

Syntactic analysis, consisting in extracting the Abstract Syntax Tree (AST) or disas-

sembled of the code, is used to understand the syntax behind input code snipped.

Structural Analysis, instead, is focused on retrieving control flow graphs (CFGs) and

call graphs (CGs) of the binary code. In detail, CFG is a directed graph, that uses arrows

to show all possible paths of execution for a function or a program. It consists in two

main parts. The first component is the set of nodes, representing basic blocks of code. A

basic block is composed by a set of consecutive instructions ending with jump or return

statement. The second component, instead, is the set of edges representing jumps from

current basic block of instructions to its successor. In other words edges represents the

program flow from one block to another. CG, instead, is a directed graph representing

function calls within a program. Each node in CG represent a function, while edges

indicate which function called another one.

Using the information of Structural Analysis, it is also possible to perform Semantic

Analysis of a program. This step consists in generating features capturing the code’s

semantic.

The subsequent step is the vectorization of all the information from previous analyses to

obtain feature vectors. Finally, the approach computes the similarity comparison between

vector features. The output of this step is a value between 0 and 1, representing the

similarity level of two functions.

Features

The study classify vector features in two categories: presemantic and semantic. Prese-

mantic features represents attributes of binary code obtained from syntactic or structural

analysis. Researchers consider two types of attributes: non-numeric, consisting in pro-

gram properties, and numeric, indicating the number of occurrences for specific properties

in the code. Semantic features, instead, are those derived from semantic analysis. These

features can be extracted through techniques like symbolic execution or machine learning
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embedding vectors.

Dataset Creation and Evaluation

The dataset includes more than 240’000 binaries, obtained from the compilation of 51

GNU software packages over 8 different architectures. The compilation is performed with

9 compiler versions (GCC 4.9.4, 5.5.0, 6.4.0, 7.3.0, 8.2.0, and Clang 4.0, 5.0, 6.0, 7.0) and

5 optimization levels (O0, O1, O2, O3, Os). The dataset has been sanitized, removing

invalid binaries, and streamlined from duplicate functions.

The benchmark also includes ground truth information. This associates a label to each

function in the dataset, containing function name, source package, name of the binary file,

name of the corresponding source file, and reference line numbers.

Researchers implemented also an interpretable model that evaluates binary similarity be-

tween functions. To compute similarity, the model uses an approach based on manually

selected numeric presemantic features. The binary similarity is computed as a scoring

metric using the average of relative differences between all selected features.

Given a numeric feature f, where Af and Bf are its values for functions A and B. The

relative difference D between the two values is:

D(Af , Bf ) =
|Af −Bf |

|max(Af , Bf )|
(4.1)

Considering N features in the feature set, the similarity score s is computes as follows:

S(A,B) = 1− (D(A1, B1) +D(A2, B2) + ...+D(AN , BN ))

N
(4.2)

4.2 Task

This section provides a description of the tasks included in BinBench, the benchmark we

propose as first contribution of the thesis. The tasks are the following: binary similarity,

function search, function naming, compiler provenance, and signature recovery. These

tasks capture distinct characteristics of binary functions and have received significant

attention within the relevant literature, as also showed in the chapter 3.

The selection of known tasks for BinBench was driven by several reasons. Firstly,

we want to include tasks that have demonstrable real-world relevance. This ensure that

the benchmark can be used to assess the practical usability of DNN architectures within

relevant scenarios. Furthermore, we opted for well-known tasks because they have already

been accepted within the research community. This choice could encourage the adoption

of the proposed benchmark by the research community. Finally, the adoption of known

tasks facilitates the identification of existing models that can be used as baselines for the

benchmark. Baseline scores represent references for evaluating the performance of new
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models on each task. The comparison with baseline scores allow researchers to under-

stand whether a model has better performance with respect to the existing solutions.

The tasks of BinBench can be categorized in two groups: semantic tasks and syntac-

tic tasks. The semantic tasks require the evaluated architecture to capture the semantic

aspects of binary functions, abstracting from the syntactic representation of the code.

The tasks that are part of this category are binary similarity, function search and function

naming. For the binary function and function search tasks, a model has to understand

the semantic of binaries to recognize function pairs compiled from the same source code.

For the function naming task, a model needs to develop a deep understanding in order to

assign a meaningful name to a code snippet representing a binary function. The syntactic

tasks, on the other hand, prioritize the analysis of the syntactic aspects of binary func-

tions. This category includes the compiler provenance task and the signature recovery

task. The first requests to use syntactic information to infer the compiler having gen-

erated a specific binary function. The latter task requires to understand code syntax in

order to determine the number and type of arguments taken as input by a binary function.

In the following we provide a detailed examination of the tasks included in the bench-

mark. In particular, for each task we provide a comprehensive explanation of its purpose,

its formal definition, and a discussion of the metrics used to evaluate models specifically

on that task.

4.2.1 Binary Similarity Task

The task of binary similarity asks the network to understand whether two binary func-

tions are based on the same source code but generated using different compilers and/or

optimization levels. In this task, a network is required to abstract from the syntactic

difference created by the compiler. For this reason, the binary similarity is considered a

semantic task.

Assessing the similarity between binary functions is a challenging problem. This com-

plexity is caused by the combination of compiler and optimization level used. These factors

can introduce substantial variations in the resulting binaries, even when compiled from

identical source code [129]. The problem has been extensively investigated in the last

years [54]. The task of binary similarity has practical uses in various fields, such as clone

search, copyright infringement dispute, etc.

For our benchmark, we opted for the definition of binary similarity introduced in [35]

and subsequently also used in [87]. This approach expresses the problem as a comparison

between pairs of functions.

Two binary functions f1, f2 are considered similar, f1 ∼ f2, if they result from the
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compilation of the same original source code s with different compilers. Essentially, a

compiler c is a deterministic transformation mapping a source code s to a corresponding

binary function fs. We considered as a compiler the specific software used for the compi-

lation, e.g. gcc-5.4.0, together with the parameters influencing the compiling process, e.g.

the optimization flags -O[0, ..., 3].

For this task we provide a set of unlabeled binary function pairs p1, . . . , pn to be

evaluated. The output requested is the classification of each function pair pi as similar

(label = +1) or dissimilar (label = −1). Examples of binary similarity are showed in

figure 4.1.

Figure 4.1: Examples of binary similarity. (A) Similar binary functions are generated by com-
piling the same source code. (B) Dissimilar binary functions are obtained from the compilation
of different source code.

Metrics

For binary similarity, the benchmark assesses the quality of a model’s solution using the

Area Under the Curve (AUC), considering the classification task as explained above. The

AUC is the area under the Receiver Operator Characteristic (ROC) curve, which represents

the relation between True Positive Rate (TPR) and False Positive Rate (FPR). Therefore,
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the AUC is used to show the overall classification capabilities of an observed model [62].

4.2.2 Function Search Task

The task of function search is similar to the binary similarity one. For both tasks, the goal

is to identify functions that are considered similar according to the definition explained

previously.

The main difference is that the two problems belong to different task categories. The

binary similarity task is considered a classification task, because it requests to classify

pairs of functions as similar or dissimilar. The function search task, on the other hand,

is a retrieval task. Given a query function, the task requests to find the corresponding

K = 20 most similar functions in a database. The value assigned to the parameter K

has been defined in relation to S, the average number of similar functions included in the

entire dataset. The value of S is slightly greater than K. As for the binary similarity

task, even the function search is considered a semantic task.

This task reflects a real-world application of the binary similarity search where a spe-

cific sensitive function has to be searched on a database. A typical example is the search

of malware code snippet or part of copyrighted software.

We formally define the function search task as follows. Given a database DB repre-

sented as a set of n distinct binary functions, and a set of queries Q containing q binary

functions {f1, f2, . . . , fq}. For each function fi ∈ Q, the function search task requests to

return a set Ai ⊂ DB of size K. The functions in Ai have to be similar to function fi.

Metrics

The benchmark evaluates the quality of a model’s solution using precision, recall, F1-score

and normalized discounted cumulative gain (nDCG). The evaluation is computed on the

K = 20 most similar functions proposed in the solution.

More precisely, the precision represents the fraction of correctly classified samples over

the total retrieved samples. Therefore, given the true positives (TP) and the false positives

(FP), the precision is computed as follows.

precision =
TP

TP + FP
(4.3)

The recall, instead, measures the number of correctly retrieved instances over the total

number of instances of the correct answer.

recall =
TP

TP + FN
(4.4)

Where FN represents the false negatives (FN).
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The F1-score shows the overall precision of a model and it is computed as the harmonic

mean of precision and recall.

F1− score = 2 ∗ precision ∗ recall
precision+ recall

(4.5)

Finally, the nDCG measures the ranking quality for retrieval tasks. Given a binary func-

tion (i.e., the query), our goal is to retrieve its K most similar functions from a database.

The solution should place the effective similar functions in first positions of the list of

returned functions.

As an example, consider the optimal query answering soptimal = (f1, f2, f3), where

each fi (i=1,...,3) is similar to the query fq. Then, suppose to have two models m1,m2 that

return the following solutions: sm1 = (f4, f1, f2) and sm2 = (f1, f4, f2), where f4 is not

similar to fq. Both solutions include the same set of functions. However, according to

the definition of nDCG, the solution sm2 is better that the solution sm1 . This because

m1 places a non similar function at the beginning of the list, while m2 places the same

function in the second position. Formally, the nDCG is defined as follows.

nDCG(R
f⃗
) =

∑k
k=1

similar(ri,f⃗)
log(1+i)

idealDCGk
(4.6)

Where:

- f is the query function

- R
f⃗
= (r1, r2, ..., rk) are the top-k similar functions

- similar(ri, f) is equal to 1 if ri is similar to f , 0 otherwise

- idealDCGk is the discounted cumulative gain of the optimal query answering

The nDCG ranges between 0 and 1, and it depends on the order assigned to the re-

turned similar functions. For this reason, the nDCG is greater when the similar functions

are placed in first positions of the model’s solution.

Consider the example discussed above. The optimal query answering is soptimal =

(1, 1, 1), while two model solutions are sm1 = (0, 1, 1), sm2 = (1, 0, 1). Each element in the

solutions is 1 if the returned function is similar to the query, and 0 otherwise. Therefore,

sm2 is a better solution than sm1 , and nDCGsm2
is greater than nDCGsm1

.

4.2.3 Compiler Provenance Task

The compiler provenance task requests to classify a given binary function with respect

to the compiler and/or optimization level that generated it. The compiler provenance is

categorized as a syntactic task. Models trained for this task learn to identify the syntactic

structure generated by a compiler, without evaluating the semantic of the code.

The problem of compiler provenance was presented for the first time in [106]. This
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task has been further studied in several works [20, 86, 102, 105].

The identification of compiler provenance has practical applications in diverse real-

world scenarios. For example, specific library detection toolkits such as IDA FLIRT 1

require knowledge of the compiler used to generate a given binary. Another application is

the identification of program authors [17]. The compiler of provenance for an executable

code is a necessary information for understanding who is the programmer that has com-

piled a particular binary code snippet.

To formally specify the task of compiler provenance, we first define the concept of compiler

families. A family of compilers is a set containing all versions and optimization levels of

a specific compiler (e.g., the Clang family includes the versions of Clang with all possible

optimization levels). Using this notation, we can partition the set of possible compilers of

origin, denoted as C = {c1, c2, . . . , ck}, into compiler families F = {f1, f2, . . . , fm}.
Therefore, the compiler provenance task requests to classify each given binary function

b1, . . . , bn with respect to the corresponding compiler family. In other words, for every

function bi compiled with the compiler cj and any optimization level, the model is required

to output the compiler family fv such that cj ∈ fv.

Metrics

We evaluate the Compiler Provenance task using four metrics: accuracy, precision, recall,

and F1-score. The accuracy of a model is computed as follows.

accuracy =
TP + TN

TP + FP + TN + FN
(4.7)

Where TP are the true positives, TN are the true negatives, FP are the false positives,

and FN are the false negatives.

4.2.4 Function Naming Task

The purpose of function naming task is to predict an appropriate name for a given binary

function. This problem was first proposed in [55], and then further studied in various

works [9, 28].

The function naming task asks a model to learn the semantic features of a binary

function. These features are translated into a natural language description of the code,

constituting a name. For this reason, function naming is considered a semantic task. A

major challenge in evaluating function naming solutions is the wide variation in nam-

ing conventions that could be used by different programmers. An approach proposed in

the literature addresses this issue by splitting function names into substrings [95]. The

approach is detailed in the following metrics section.

1https://www.hex-rays.com/products/ida/tech/flirt/in depth.shtml
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The task of function naming has practical importance in reverse engineering. Knowing

the name of an unknown function can help an engineer understand the purpose of that

code. This task can be applied, for example, to encryption or networking functions.

Formally, the function naming task is defined as follows. Given a vocabulary V and a

set of functions f1, f2, . . . , fn, the function naming task requests to assign each function

fj to a string sj composed by words in the vocabulary V . The string sj , representing

the function name, has to be “meaningful". Therefore, sj has to effectively capture the

semantics of the given function and its role within the software [9].

Metrics

The benchmark measures the quality of a function naming solution with several metrics:

precision, recall, F1-score, and BLEU.

To be evaluated, each function name is represented as a list of tokens. More precisely,

function names are first split on underscores. Then, English word segmentation 2 is ap-

plied on the resulting strings. This tool splits strings into "meaningful" English words.

For instance, consider the function names setValue, set_value, and setvalue. These

names have different naming conventions, while containing the same English words. Con-

sequently, splitting these function names result in the same output: ["set", "value"].

In our benchmark we provide a dataset for training and evaluating models on every task.

The dataset is divided in labeled split, used for training, and unlabeled split, used for test-

ing (more details are given in the section 4.3). For the function naming task, the dataset’s

labeled split contains two labels for each sample. These labels represent the original func-

tion name, and the one resulting from the splitting technique. We believe that having

both labels can be helpful to train models. For the unlabeled dataset, instead, an archi-

tecture has to predict only the function name composed by tokens of the vocabulary3 used

in the split procedure (i.e., tokens are the predicted labels). This list of tokens will be

compared with the list of correct labels, obtained by applying the split procedure to the

original function name. More precisely, for each function name we consider the following

information.

• Two list of tokens: correct labels l and predicted labels p,

• A function xa, such that xa = 1 if pa ∈ l and 0 otherwise (∀0 < a ≤ |p|)

• The score of a prediction scorep =
∑|p|

k=1 xa

2https://grantjenks.com/docs/wordsegment/
3https://github.com/grantjenks/python-wordsegment/tree/master/wordsegment
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For each prediction, the benchmark computes the following individual metrics:

precision =
scorep
|p|

(4.8)

recall =
scorep
|l|

(4.9)

F1_Score =
2(precision ∗ recall)
precision+ recall

(4.10)

In addition, each prediction is also evaluated with the bilingual evaluation understudy

(BLEU) score [92], measuring the quality of machine translations. This metric is language

independent and returns a value between 0 and 1. Formally, BLEU score is defined as

follows. Given the length of a prediction c, the effective length r, and the brevity penalty

(BP)

BP =

1 (if c >r)

e(1−r/c) (if c < = r)
(4.11)

The BLEU score is:

BLEU = BP ∗ exp(
N∑

n=1

wnlogpn) (4.12)

Where N is the maximum n-gram length, pn is the modified precision score, and wn

represents the corresponding weight.

For each solution proposed, the benchmark outputs a set of returned metrics. They are

computed as average of each individual measure. Therefore, the returned metrics indicate

the model’s performance over all the predictions generated.

4.2.5 Signature Recovery Task

The signature recovery tasks consists in predicting the parameters of a given binary func-

tion. These parameters are the number and type of arguments the function takes as input.

The signature recovery was proposed for the first time in [22], and has been solved as a

sub-problem, also in [55]. As suggested by [22], the signature recovery task is useful for

control-flow hardening [132] and taint-tracking [110].

The signature recovery is a syntactic task, because requires to an evaluated network

to learn how the compiler handles parameters in the prologue of a function. In our bench-

mark, we selected the data types used by [22] as possible parameter types. In addition,

we also included void, that should be interpreted as absence of parameters.

Formally, we consider a set of types T : {pointer, enum, struct, char, int, float, union, void}
and a set of functions f1, f2, . . . , fn. Given a function fj , the signature recovery task

asks the network to output a multiset Pj with elements in T . This multiset represents

all parameters the function takes as input with their types. The prediction is a multiset
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that model functions having multiple parameters of the same type. For instance, when a

function takes as input two integers, the correct prediction is {int, int}.
To prevent misinterpretation of data types by the decompiler, we opted for using only a

subset of the data types available. We believe that this subset is sufficiently representative,

as it is composed of the most diverse data types. More precisely, we have included int,

because it can be used to represent both integers and boolean values (as 0 and 1). We

have inserted pointer, that is used to perform memory accesses. We have also selected

char, float and void data types to represent, respectively, non numeric symbols, floating

numbers and absence of parameters. Finally, we have included enum, struct and union to

represent complex data types.

Metrics

The benchmark evaluates solutions for the signature recovery task using the accuracy, pre-

cision, and recall. These metrics are computed using the micro averaging method, which

allows to properly evaluate a multi-class classification problem in imbalanced datasets.

This method, however, produces metrics with same values [58].

4.3 Dataset

The proposed benchmark is associated to a dataset of binaries. These are extracted from

131 core packages within the Arch Linux repository 4, a Linux distribution optimized for

x86-64 architectures. Each package is compiled using the tool makepkg, included in the

Arch Linux package manager. The tool automates the building process of packages, by

executing the instructions provided in the corresponding PKGBUILD shell script.

Each package has been compiled using GCC and Clang, two commonly used com-

pilers for research purposes. To balance the total number of resulting binaries, we have

considered five different versions for both compilers. For GCC we selected the versions

6, 7, 8, 9, 10, while for Clang we used the versions 4, 6, 8, 10, 11.

During the compilation, we keep debug symbols (-g) and compile the packages with

four different optimization levels: -O0, -O1, -O2, -O3. We discard packages in two cases:

when the compilation process fails, and when the binaries generated by different optimiza-

tion levels are equal. The latter case is excluded to avoid the introduction of duplicated

functions in the dataset. Duplicate removal is performed to prevent potential biases during

evaluation. This process is also applied by various works in literature [22, 28, 87].

After the compilation phase, each binary function is translated into textual data and

stored in JSON format. These JSON files serve as the input for models to address the tasks

we proposed. For the test data split, we provide only these JSON files. For the training

data split, we provide both the JSON files and corresponding binaries. The compiled files

4https://archlinux.org/packages/
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could in fact be useful in case of custom training. It should be noted, however, that the

provided binaries are not stripped of debug symbols. Therefore, this debug information

might unintentionally influence models that are not supposed to use it. For this reason,

it is recommended to strip binary files before using them as model inputs.

4.3.1 Implementation

To compile the selected packages, we set up Docker containers of Arch Linux and use

parallel processing. The compilation process generates a total of 1’127’479 binary files.

Arch Linux is a from-scratch distribution that can be configured to compile packages using

the preferred compiler and optimization level. Its integrated package manager, pacman,

takes care of packet dependencies.

From each compiled file, we extract a set of functions to be included in the BinBench

benchmark. The disassembled codes and CFGs are retrieved using the Ghidra tool 5.

We remark that we do not use a symbolic or a dynamic dissasemble approach. There-

fore, we do not predict the target of indirect jumps and calls. This approach is also used in

[35, 87, 129]. We use pyelftools APIs to extract information regarding function signatures
6. The resulting textual data are stored in individual JSON files, one for each binary func-

tion. The total number of source code functions is roughly 132’000, that are compiled into

4’408’191 different binary functions. The average number of similar functions is S = 26.

We split the binary functions in two sets, namely the labeled dataset and blind dataset.

The former is intended for the training process, while the latter is meant for the testing

phase. The latter contains a subset of all compiled packages, that has been manually se-

lected. This selection of packages includes different application types, in order to capture

the majority of behaviours exhibited within software systems. For example, the blind

dataset includes packages for network communication (e.g., OpenSSL), database manage-

ment (e.g., SQLite), shell scripting (e.g., Bash) and archive management (e.g., Tar).

As mentioned earlier, the labeled dataset has two components. The first is the binary

component, that is composed by the compiled files from which binary functions are ex-

tracted. The second is the JSON component, that is the set of extracted binary functions

in JSON format. In the JSON component, each file represents a function and it is named

with the corresponding function name. Each JSON contains the following fields:

• asm, instructions composing the function represented in assembly and bytecode

formats. Each instruction block is linked to the corresponding offset;

• called, functions that are called within the code;

• callers, functions that call the function under analysis;

5https://github.com/NationalSecurityAgency/ghidra
6https://github.com/eliben/pyelftools
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• cfg, control flow graph of the function. It is a directed graph, represented as a

list of edges. The CFG is defined by two components: the pair of source and

destination blocks, and the list of blocks composing the graph. Each block of the list

is represented by the list of assembly instructions and the corresponding bytecode.

• compiler, compiler version used to produce the binary;

• name, function name retrieved using the debug information;

• opt_level, optimization level used during the compilation;

• origin_file, name of the binary file from which the function has been extracted;

• package, name of the package containing the origin_file;

• parameters, list of function’s parameters. Each parameter is represented with its

name and type. Types can be one of the following: pointer, float, char, int, enum,

struct, union, void (when the function takes no parameters);

• return_type, type of the value returned by the function.

The two components of the labeled dataset are organized in mirrored structures and stored

separate folders. In particular, packages are represented as parent folders, named with the

package’s name. Furthermore, each package contains several subfolders, one for every

compiler version. Every compiler folder contains a set of subfolders, one for each opti-

mization level. Finally, the optimization level folders are used to store the actual dataset

files. More precisely, the JSON component stores functions in JSON format, named with

corresponding function names. The binary component, on the other hand, stores binary

files, named with the names of compiled files. Figure 4.2 shows the structure of a package

folder included in the labeled dataset.

The blind dataset has a different structure with respect to the labeled one. This dataset

is used for testing DNN architectures and evaluate their solutions through the online or

offline evaluation script. For this reason, the blind dataset includes a set JSONs where

each file contains only a subset of the fields given in the training set. This set of infor-

mation is strictly required for solving the benchmark tasks. The fields included in these

JSON files are the following: asm, called, callers, and cfg. The corresponding binary files

are not provided for this dataset.

In addition, any duplicate functions are filtered out from the blind dataset. A func-

tion is considered a duplicate if it contains the same sequence of instructions of another

function, without considering memory offsets and immediate values.

Finally, we discarded the folder structure representing packages, compiler versions, and

optimization levels. Therefore, the JSON files are stored in a single "blind" folder, where

each file is named with a unique ID (in replacement of the corresponding function name).
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Figure 4.2: Folder structure of a package in the labeled dataset. (A) Folder in the JSON
component. (B) Folder in the binary component.

Task Datapoints

For each task we selected a set of datapoints, that represents the predictions to be com-

puted by a model. A datapoint is a couple containing an entry in the dataset and the

corresponding label to be predicted, that depends on the specific task.

Table 4.1 shows the total datapoints that has to be evaluated for each task. Table 4.2,

instead, indicates the number of datapoints of the function search task. In this case, the

datapoints are split in two sets. The first set contains the queries, that are the functions

for which the model has to find their K similars. The second set is the database, in which

the K similar functions have to be found.

For each task, datapoints are stored in individual JSONL files. In the labeled dataset,

we provide individual JSONL files containing the task solutions (i.e., label fields of the

datapoints are filled). In the blind dataset, instead, we provide two JSONLs for each task.

In the first file, the label of datapoints are empty. In the second file, instead, the label

fields are filled. These two files are used to evaluate the model performance as described

in the following section.
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Task Name Labeled Dataset Blind Dataset
Binary Similarity 732’376 243’044

Compiler Provenance 89’744 9’600
Function Naming 120’640 9’600

Signature Recovery 120’259 9’086

Table 4.1: Datapoints contained in each dataset split.
Dataset Query Database
Labeled 30’000 600’000
Blind 10’000 200’000

Table 4.2: Number of datapoints for the function search task.

We point out that these datapoints refer to a subset of the functions included in the

entire dataset. However, each function in the benchmark can be used to train/test an

architecture on the proposed tasks. Every JSON file, in fact, contains all the required

fields for solving the every task of the benchmark.

Task Evaluation

For each task, we request to infer a set of datapoints defined on the blind dataset. We

provide two evaluation methods for each task: offline and online. The offline evaluation

is computed through a script included in the dataset. The online evaluation, on the other

hand, is hosted on EvalAI 7. This is an open-source platform for testing the performance of

machine learning algorithms. In EvalAI, each user can upload his own challenge and share

it with the community. Each challenge can be divided in multiple phases, that represents

different tasks to be solved in a benchmark. These functionalities are used for hosting our

benchmark. We created a challenge named BinBench8, including all the tasks defined in

previous sections.

The online and offline scripts compare the predictions against the actual solutions. As

explained previously, we provide two versions of the files containing the datapoints of the

blind dataset. The first version represents the ground truth that is compared with the

model’s solution. It contains the labeled version of the task datapoints. The second file is

composed by unlabeled datapoints, and it is intended for entering model predictions. The

labels inserted in this file are evaluated either offline, using the specific script, or online. In

the latter case, the prediction file is uploaded on the EvalAI platform and evaluated using

our online script. Depending on the task being solved, different metrics will be returned

by the offline and online scripts. These metrics allow to verify the performance of a DNN

architecture, comparing it with other models on various tasks.

7https://eval.ai/
8https://eval.ai/web/challenges/challenge-page/1980/overview
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4.3.2 Comparison with other datasets

We compare our benchmark with the datasets available literature. For a fair comparison,

we focused our comparison on the number of functions relevant to the BinBench tasks.

Therefore, we have excluded portion of datasets that addressed tasks not included in

BinBench. The results of our comparison are reported in Table 4.3.

Dataset Number of Functions Evaluated Task Open Source

BinKit [69] 75’230’573 ➀ Yes

jTrans [124] 25’877’011 ➀, ➁ Yes

In Nomine Function [9] 8’861’407 ➃ Yes

αDiff [81] 4’979’586 ➀ Yes

BinBench 4’408’191 ➀, ➁, ➂, ➃, ➄ Yes

SAFE [87] 548’133 ➀, 581’640 ➁, 1’587’648 ➂ ➀, ➁, ➂ Yes

Graph Embedding NNs [86] 95’535 ➀, 2’040’246 ➂ ➀, ➂ Yes

TREX [97] 1’472’066 ➀, ➁ Yes

Toolchain Provenance [105] 955’000 ➂ No

BinFinder [100] 783’767 ➁ No

Asm2Vec [35] 139’936 ➁ No

Gemini [129] 129’365 ➀ No

Eklavya [22] 119’352 ➄ Yes

NERO [28] 67’246 ➃ Yes

Debin [55] 238 ➃ No

Table 4.3: Comparison with datasets available in literature. Evaluated tasks: ➀ Binary Similar-
ity, ➁ Function Search, ➂ Compiler Provenance, ➃ Function Naming, ➄ Signature Recovery

In the following, we provide an overview of the analyzed datasets.

Binkit [69] proposes a dataset for the binary similarity task. The dataset is obtained by

compiling 51 GNU packages using 9 different compilers and 5 optimization levels. The

dataset is divided in subsets, one for each different compilation option.

jTrans [124] introduces a dataset based on C/C++ projects from Arch Linux and

Arch User packages. These are compiled with GCC and G++, obtaining 48’130 binary

files. Labels are extracted from unstripped binaries, and duplicates are removed to prevent

potential biases.

In Nomine Function [9] uses AMD64 packages retrieved from Ubuntu 19.04 repos-

itory. Duplicates functions were removed as well as functions for which symbolic names

cannot be retrieved. The dataset is built for the function naming problem.

αDiff [81] uses a dataset composed by two different collections of source codes. For

each of the projects included in the dataset, different versions have been retrieved. The first

collection is composed by 31 projects, compiled using GCC v5.4. The second collection is

composed by the binaries of 895 packages from Debian repository.

SAFE [87] proposes two datasets for the binary similarity task (one for AMD64 and

another for ARM) and one dataset for the function search task. The first training set is

59



4.3. Dataset

obtained by 9 projects for AMD64, compiled with 3 compilers and 4 optimization levels.

The second dataset is composed by 2 versions of Openssl, compiled for ARM with GCC

v5.4 and 4 optimization levels. For the task of function search, the dataset is composed

by packages of AMD64, compiled with 10 compilers and 4 optimization levels.

Graph Embedding NNs [86] proposes two datasets for compiler provenance. The

first is composed by open-source projects, compiled with 3 different compilers and 4 op-

timization levels, while the second is constituted by several projects, compiled with 11

compilers.

TREX [97] introduces a dataset composed by 13 open-source projects. These are

compiled for different architectures, namely x86, x64, ARM (32-bit), and MIPS (32-bit).

The packages are compiled using GCC v7.5, with 4 optimization levels (-O0, -O1, O2, O3,

O4). For x64 architecture, 5 types of obfuscations are applied on all projects.

BinFinder [100] solves the function search on binaries compiled from 7 open-source

packages. The approach generates 5 distinct datasets, composed by non stripped binaries.

The first dataset is composed by 116’508 functions, compiled for x86 instruction set with

GCC, Clang, and O-LLVM, using 4 optimization levels and 3 obfuscation options. The

second dataset includes 157’673 functions, compiled with 4 optimization levels for x86

and ARM architectures. The third dataset includes 284’491 functions, and extends the

first dataset on ARM and x86. The fourth dataset includes 60’395 functions from 3

C/C++ packages. These are obfuscated with 5 methods, and compiled with GCC for

x86 architecture. Finally, the fifth dataset contains 164’700 functions, compiled for x86

architecture by 49 packages with Clang, and O-LLVM. The binaries are generated using

4 optimization levels and 3 obfuscation techniques. The datasets are not distributed.

Toolchain Provenance [105] solves the task of compiler provenance on a dataset

composed by 8 open-source packages, compiled with 9 versions of 3 compilers, using 2

optimization options. The dataset is not released.

Asm2Vec [35] proposes two different datasets for the function search task. The first

one is composed by binaries of 10 libraries, generated with GCC v5.4 and 4 optimization

levels. The second dataset is composed by a subset of the previous one, composed by

4 libraries. It is built using Clang and 4 obfuscation options of Obfuscator-LLVM. The

dataset is not distributed.

Gemini [129] solves the binary similarity task. It uses a training dataset, obtained by

compiling 2 versions of OpenSSL, using GCC v5.4 in 4 optimization levels. The dataset

is not released.

Eklavya [22] solves the signature recovery task on a dataset composed by Linux

packages, compiled with 2 compilers and debugging symbols.

NERO [28] uses a dataset for the function naming task. The dataset is built using

packages from GNU repository. To build the dataset, packages containing mixed program-

ming languages were filtered out, and duplicate packages were removed.
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Debin [55] uses a dataset composed by Linux packages, that is not being released.

The packages compiled in multiple optimization levels and different compilers.

4.4 Baselines

In the previous section, we have compared our benchmark against existing research. In

this section, we want to assess the generalizability of BinBench benchmark. For this

reason, we evaluate various architectures on the proposed tasks. Furthermore, whenever

possible we use existing pretrained models. The resulting predictions are evaluated with

the task-specific metrics and used as baselines of our benchmark.

4.4.1 Binary Similarity Baseline

For binary similarity and function search, we use the pretrained model of SAFE 9, imple-

mented with Tensorflow and Python. SAFE computes an embedding in two phases. First,

it embeds each assembly instruction using word2vec model [90]. Therefore, it computes

the final embedding using a Self-Attentive Neural Network. As mentioned earlier, this net-

work is a bi-directional RNN that produces a summary vector for each input instruction.

Then, SAFE computes the function embedding as a weighted sum of all summary vectors.

To solve the binary similarity task, we have to evaluate datapoints composed by pairs

of functions. Therefore, we first embed each binary function using SAFE. Then, we com-

pute the cosine similarity between embedding pairs. We consider a predefined threshold

T = 0.6 to convert each cosine similarity into a label. More precisely, a couple is marked

as similar (i.e., label = +1), when the cosine similarity is greater than T , and dissimilar

(i.e., label = -1) otherwise. The result for binary similarity task is reported in table 4.4.

Area Under the Curve (AUC)
0.91

Table 4.4: Result for the binary similarity task

4.4.2 Function Search Baseline

To solve function search task, we use the SAFE pretrained model described previously.

More precisely, we first embed every binary function in the query list and database. There-

fore, we compute binary similarity measure between each embedded query, and each em-

bedded database function. Finally, we analyze the resulting similarity scores. For each

query q, we retrieve the K most similar database functions (having greater value of the

computed measure). The resulting functions are ordered with respect to the grade of

9https://github.com/gadiluna/SAFE
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similarity (i.e., the first function is the most similar to q, the second is the second most

similar to q, and so on). The described ordering is respected for each function in the query

list. The results for the function search task are reported in Table 4.5.

Precision Recall F1 Score nDCG Score
0.26 0.26 0.26 0.36

Table 4.5: Results for the function search task

4.4.3 Compiler Provenance Baseline

For compiler provenance, we use a pretrained model 10 of the Graph Embedding Neural

Network described in [86]. As anticipated in the background section, this model embeds a

CFG graph through two components. The first one is the Vertex Feature Extraction, that

maps each vertex of the CFG into a feature vector. The second component, the Struc-

ture2Vec network, uses deep neural networks to produce the final graph embedding. This

component creates a vector for every graph vertex. In the training phase, those vectors

are dynamically updated using an approach based on rounds. Vector updates take into

account graph topology and previously extracted features. Therefore, the graph embed-

ding is computed as the aggregation of updated vectors. The model is implemented using

Tensorflow and Python.

To solve compiler provenance task, we first train the model on its own dataset, and then

use it to infer the requested datapoints. In detail, the dataset used for the training is

the restricted compiler dataset , including multiple compiled open-source projects. These

packages are compiled for AMD64 architecture using 3 compilers, namely GCC v3.4, GCC

v5.0, and Clang v3.9. In addition, 4 optimization levels are used. Resulting binaries are

disassembled using radare2 11. The results achieved by the model on out task are showed

in Table 4.6.

Accuracy Precision Recall F1 Score
0.81 0.78 0.88 0.82

Table 4.6: Results for the compiler provenance task

4.4.4 Function Naming Baseline

To solve function naming task, we use the pre-trained Transformer proposed by In Nomine

Function 12. This architecture represents binary functions as list of normalized instruc-

10https://github.com/lucamassarelli/Unsupervised-Features-Learning-For-Binary-Similarity
11https://rada.re/
12https://github.com/gadiluna/in_nomine_function
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tions. Furthermore, each function name is transformed into a list of tokens.

To solve the function naming task, two architectures are used, namely the Seq2Seq and

Transformer. These models are trained over a big dataset for a maximum of 30 epochs

with early stopping mechanism, with Adam optimizer and batch size of 512. The model

has been implemented using OpenNMT-py.

In our experiment, we evaluate our benchmark with the proposed pre-trained Transformer.

However, the performance is lower with respect to the other tasks. This could be caused

by the fact that our dataset includes tokens on which the model has not been trained.

Baseline results for function naming are reported in Table 4.7.

Precision Recall F1 Score BLEU
0.07 0.04 0.05 0.03

Table 4.7: Results for the function naming task

4.4.5 Signature Recovery Baseline

To solve signature recovery task, we do not have any pre-trained model to use as baseline.

For this reason, we have trained a Transformer from scratch using the OpenNMT-TF

toolkit 13.

We use default configuration of the Transformer architecture, and train it over a portion

of our labaled (training) dataset. The training set were composed by 115’000 randomly

picked binary functions, where 100’000 were used for training and the remaining 15’000

were used for validation.

For training the transformer, we used batch size equal to 200 and Adam Optimizer.

We validated our model every 100 steps, stopping on the highest result for the validation

split. The highest performance is achieved by the model trained for 3’850 steps. The

results of the transformer are summarized in Table 4.8. It should be noted that for this

task the metrics are calculated using the micro averaging method.

Accuracy Precision Recall
0.53 0.53 0.53

Table 4.8: Results for the signature recovery task

4.4.6 Discussion

We have evaluated different architectures over the proposed tasks: binary similarity, func-

tion search, compiler provenance, signature recovery and function naming. The selected

13https://github.com/OpenNMT/OpenNMT-tf
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tasks address significant real-world applications, including malware detection and reverse

engineering.

In order to test models on these tasks, we have provided two elements. The first is the

set of datapoints to be predicted, and the second is the evaluation method. We evaluated

each task with known models, and use their results as baseline scores for the benchmark.

Depending on the task evaluated, different performance is achieved. In particular, for

binary similarity we obtained high AUC using the pre-trained SAFE model. We used the

same models for the function search task. However, in this case we achieved lower results

than binary similarity. This is probably because the function search task is more complex

than binary similarity.

For compiler provenance task, we have first trained the graph embedding neural net-

work on its own dataset. Then, we use the model to infer compilers of our datapoints. As

showed in the previous section, the model achieves high performance when predicting our

datapoints.

For function naming, we used a transformer model that was pre-trained on the same

task. However, the model’s performance on our datapoints was low. A potential expla-

nation is that our dataset could include tokens not used during the model training. To

investigate these results, we aim to train various models from scratch on our training

dataset and then evaluate them on our task. We believe that a specific training phase

could improve the performance achieved for the task of function naming.

Finally, for the signature recovery task we opted for a transformer architecture. The

model was trained from scratch on our dataset, and then used to predict the test data-

points. The model achieved good results that could be potentially improved using different

configuration in the training phase.

We want to point out that BinBench is the only benchmark defined for evaluating models

over all the considered tasks. Furthermore, to facilitate the training process, the proposed

benchmark provides both the binaries and JSON representations of the functions to be

evaluated.
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Chapter 5

Code Smell Detection

The Internet of Things (IoT) is constantly expanding in various fields. As a consequence,

the number of digital devices being connected to the internet is growing. On the other

hand, with the increasing number of network connections, the risk of cyber-attacks is also

rising. In addition, such attacks are becoming more and more sophisticated, and focused

on exploiting specific vulnerabilities on targeted devices. A 0-day vulnerability affecting

a widely used library can propagate into numerous programs, making the code vulnerable

to potential attacks. As a consequence, exploiting one of these vulnerabilities can com-

promise a vast range of devices, regardless of their underlying architecture. Code analysis

is therefore essential in this scenario. The analysis involves the examination of program

instructions, functions, and flow of execution. However, bugs are not the only source of

vulnerabilities. The code can be also affected by more subtle issues known as code smells.

These are a combination of wrong design choices, negatively impacting the quality of the

source code. An example of code smells is the Data Class, a term used for denoting classes

focused only on storing attributes without any other meaningful functionalities. Another

example of code smells is the Complex Conditional, consisting in having an excessively

complex and hard-to-read conditional statement in a function.

When code smells are exploited, attackers can, for example, inject specific inputs in the

code. This could result in unexpected code executions and subsequent anomalous behav-

ior of the IoT devices on which the code is installed. The early detection of code smells is

therefore of paramount importance for securing IoT systems and, in general, for software

development. For this reason, different detection techniques have been developed.
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public class Employee {

private int userID;

private String jobTitle;

private String workLocation;

public int getUserID () {

return userID;

}

public void setUserID(int userID) {

this.userID = userID;

}

public String getJobTitle () {

return jobTitle;

}

public void setJobTitle(String jobTitle) {

this.jobTitle = jobTitle;

}

public String getWorkLocation () {

return workLocation;

}

public void setWorkLocation(String workLocation) {

this.workLocation = workLocation;

}

}

Listing 5.1: Example of Data Class

Traditional methodologies for code smell detection relies on metric-based thresholds [85,

108], or the verification of predefined heuristics on code features [91, 114]. However, these

techniques have limitations. Definition and implementation of detection rules and met-

rics are complicated and error-prone. For this reason, the application of traditional code

smell detection techniques requires many resources, and the availability of experienced

personnel. In addition, these detection methodologies are dependent on subjective judg-

ments of the experts developing them. For example, a person can consider a method as

"too long" when it is composed by more than 15 lines of code, while others can set the

threshold to 20 or 30. This lack of objectivity introduces a further level of complexity in

code smell detection. To address these issues, code smell research is exploring alternative

methodologies for the detection.

Recent trends are focused on searching valid machine learning techniques for automat-

ing the identification of smells in code. Unlike traditional methods, machine learning does

not require manual definition of heuristics or metrics. A trained model can automatically

identify potential smells in code snippets without human intervention. This offers sig-
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nificant advantages in terms of resource efficiency and objectivity of the detection. The

application of these techniques is supported by the naturalness hypothesis [3], suggesting

that source code can be considered as a form of human communication.

Software corpora, therefore, have same statistical properties as natural language. This

similarity allows to apply natural language processing on the study of code characteristics

through the application of machine learning techniques. In particular, the research on

applying DNN architectures for performing automated detection of different code smells.

Recent researches on this topic show that the approach is very promising [52, 82].

Given the importance of code smells detection for code analysis and refactoring, the thesis’s

second contribution analyzes the application of various LLMs for the automated detection

of different code smells within methods. The contribution also examines how different

pre-training approaches influence the detecting performance. This research aims to define

a dependable and automated detection technique, that could be dynamically fine-tuned

on other types of code smells.

The chapter is split in four sections. The section 5.1 provides an overview of code smell

types and current machine learning detection techniques. The section 5.2 outlines the ar-

chitectures of LLMs selected for our experiments on automated code smell detection. The

section 5.3 describes the construction of a comprehensive dataset of different code smells,

used to fine-tune and test the selected LLMs on detecting mothod-level code smells. The

section 5.4 explains the proposed automated approach, investigating code smell detection

using large language models.

5.1 Background on Code Smell Detection

Software development is a multi-stage process that involves frequent revisions of source

code over time, often performed by different developers. These constant updates could

not only introduce inconsistencies but also code smells, representing degradation of code

quality in terms of design and implementation [10, 115]. To solve these issues, developers

need to refactor their code. Refactoring consists in restructuring the source code to remove

the detected issues, without altering functionalities of the software. The complexity of this

process requires a significant investment in terms of time and resources.

As showed also in [43], code smell can manifest at different levels within the software.

In general, code smells may affect methods, entire classes or even the whole application. In

the following, we present a summary of the most significant types of code smells identified

in literature. We also provide an overview of code smell detection based on machine

learning techniques. In addition, we study different types of large language models, that

will be used in our study to automatically detect a variety of code smells on methods.
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5.1.1 Code Smells

Principal researches on code smell detection are focused on object-oriented programming

[42, 113]. Following the same approach, we analyze smells that specifically affect object-

oriented code. We categorize code smells into two main groups: class-level smells and

method-level smells.

Class-Level Smells

Class-level smells are affecting the design and implementation of entire classes. In the

following we provide definitions of most common code smells on classes.

• Data Class. This code smell occurs when a class is focused on storing data in

attributes, without offering complex functionalities to justify its existence as a class.

Data are often exposed using accessor methods.

• God Class. It consists in a large and complex class, implementing main functional-

ities of a software. It also manipulates data from other classes, as for example data

classes.

• Multifaceted Abstraction. It refers to an abstraction having multiple responsi-

bilities assigned to it. This code smell violates the "single responsibility principle",

establishing that an abstraction should have only one responsibility assigned.

• Refused Bequest. The smell represents a potential issue regarding how inheritance

is being used. It happens when a subclass partially uses the inheritance from its

parents.

• Shotgun Surgery. This smell occurs when a developer is making change in a

class, requiring the modification of multiple parts in the rest of the codebase. These

changes can lead to duplications, making the code difficult to be maintained.

Method-Level Smells

Method-level smells consists in poor choices regarding design and implementation of func-

tions. Principal smells on methods are the following.

• Complex Conditional. This code smell occurs when conditional logic is too com-

plex and difficult to understand. Complex Conditionals increase the likelihood of

introducing mistakes in code logic. They also reduce the overall readability of the

code.

• Switch Statements. Similarly to Complex Conditional, this smell occurs when a

method contains statements in a switch that are overly complicated.
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• Complex Method. It consists in methods having complex logics that are difficult

to analyze. As for previous code smells, Complex Method increases the chance of

creating errors in code development.

• Feature Envy. It refers to a method relying more on functionalities of another

class than on the features of its own class. This behaviour can be a sign that the

method might be in the wrong place and could be moved into the other class.

• Long Method. This code smell happens when a method is too large. Having too

many lines of code is error prone, and reduces the understandability of the method.

• Long Parameter List. It occurs when the method’s parameter list contains too

many parameters. This smell increases the complexity of the method, and its read-

ability.

5.1.2 Machine Learning Techniques for Code Smell Detection

A key challenge of code smell identification is obtaining a sufficient number of exam-

ples for training and testing detection models. Identifying code smells can be subjective

due to their varied interpretations, and generally require manual intervention. For this

reason, the creation of a comprehensive collection of different code smell samples is not

an easy task. However, these datasets are required to train and evaluate detection models.

For this reason, Arcelli Fontana et al. [42] create and distribute a dataset containing

different code smells. The collection was originally composed by four smells, namely Data

Class, Large Class, Feature Envy and Long Method. After the publication of [42], the

dataset has been expanded with two further code smells, Long Parameter List and Switch

Statements.

To extract code smell examples, researchers use a collection of software, known as Qual-

itas Corpus version 20120401r [118]. From this dataset, including code in Java language,

researchers extract 74 heterogeneous software systems, containing roughly 320 packages

with 52’000 classes and 404’000 methods. To find proper samples within these systems,

researchers apply various deterministic rules (i.e., "Advisors") through external tools. The

advisors are used to automatically approximate labels, indicating whether a code snippet

is affected by a specific smell. For each code smell, researchers identify multiple advisors.

In addition, researchers apply a stratified sampling on code snippets to avoid potential

biases coming from the advisors.

Each code candidate is associated to two values, the name of its original project and

the number of Advisors considering it as a positive instance (i.e., smelling code). Candi-

date codes are then grouped with respect to these two values. The process cycles over the

groups and randomly selects one item from each group at a time. The element selected is
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evaluated by human experts, manually labeled, removed from the group and finally added

to the training set. The labels assigned indicates whether a code is affected by a specific

code smell.

Random sampling is repeated until the number of required elements is reached. The

ratio of positive to negative instances is adjusted to reflect the real-world scenario, where

specific code smells are less frequent than "correct" code. Using this process, researchers

created one dataset for each code smell, each containing 420 examples.

Figure 5.1: Process of random sampling used in [42]

In parallel to candidate selection, researchers also compute a set of predefined and

custom metrics, calculated at different levels of granularity in the software. These metrics

refer to various features of the code, such as complexity (e.g., CYCLO, WMC, ect.), size

(e.g., LOC, NOM, etc.) and inheritance (e.g., DIT, NOI, etc.). These metrics are used as

independent variables for machine learning techniques.

Researchers evaluated a variety of machine learning algorithms on code smells col-

lected, such as J48, Random Forest and Naive Bayes. These algorithms have been val-

idated on each code smell using 10-fold cross validation. This approach randomly split

data in 10 folds of same size. One fold is used as test set, while the rest as training set.

The approach is iterated, and each time a different fold is used as test set. The research

show that best performance for code smell detection are achieved by J48, reaching 97% of

accuracy.

In [122], Walter et al. use a similar approach to create and publish a dataset, extracting

92 Java-based systems from Qualitas corpus version 20130901. The dataset contains 14

different code smells, including Refused Bequest, Feature Envy, Long Method, Shotgun

Surgery, Long Parameter List, God Class, Data Class, and Data Class.

The identification of smelly codes is performed using automatic tools. Researchers

defined three "working datasets", including instances that were detected by at least 25%,

50% and 75% of the automatic tools respectively. These datasets are inclusive: code ex-
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amples in the 25% are also included in the 50% and the 75% datasets. Each datapoint is

represented by an entire class affected by at least one code smell. In addition, researchers

associate a binary vector to each code snippet, indicating whether one or more automatic

tools have detected specific types of code smells on it. The table [5.1] shows an example

of a binary vector associated to a smelly class in the dataset. For simplicity, only 4 out of

14 available columns have been reported in the table.

Feature Envy Long Method Shotgun Surgery God Class ...

0 1 0 1 ...

Table 5.1: Example of binary vector associated to a sample of the dataset defined in [122]

The dataset has been used for studying relationships between different types of code

smells using pair-wise correlation analysis, Principal Component Analysis and associative

rules.

Madeyski et al. [84] define and distribute the MLCQ dataset for training machine

learning models on code smell detection. MLCQ contains more than 15’000 Java code

snippets, extracted from 792 GitHub projects.

The dataset contains four types of code smells, namely Feature Envy, Long Method,

God Class, and Data Class. These samples were manually reviewed by expert developers.

Each datapoint of the dataset represents a review of a code snippet. For each review,

researchers collect various information, including identifier of the reviewer, timestamp of

the review, type of code smell, smell label, datapoint’s identifier, and the link to relevant

source code. The smell labels indicate the severity of a specific smell in the code analyzed.

The labels are defined on a scale from 0 (i.e., the code is not smelly) to 4 (i.e., the code

is critically impacted by a particular code smell).

In [96], Pecorelli et al. propose a comparison of heuristic methods and machine learning

techniques for metric-based code smell detection. The study investigates five different

types of code smells, namely God Class, Spaghetti Code, Class Data Should Be Private,

Complex Class, and Long Method. The experiments are performed on a dataset containing

8534 manually validated code snippets.

Researchers define a set of detection rules, one for each code smell, and apply them

using an automatic tool. This heuristic-based approach is used as baseline for machine

learning classifiers. For instance, the detection rule of Long Method is the following.

LOC Method > 100 AND NP > 1

Where LOC Method represents the number of lines of code in a method, while NP is the

number of parameters. Five machine learning algorithm were selected for the experiments:
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J48, Random Forest, Naive Bayes, Support Vector Machines and JRip. The models are

validated using 10-Fold Cross Validation.

Deep Neural Networks for Code Smell Detection

Hadj-Kacem and Bouassida [52] propose an hybrid approach based on deep neural

networks. The code smells analyzed in the study are God Class, Data Class, Feature Envy

and Long Method. The process consists in two steps. First, it employs an unsupervised

learning using auto-encoder architecture. Then, the approach uses a supervised learning

for classification with neural networks.

The auto-encoder is a neural network composed by two parts. The encoder that ap-

plies transformations on the input, and the decoder reconstructs the original input from

the encoder representation, creating an equivalent but lossy output. This process allows

to reduce the dimensionality of the given input. For this reason, auto-encoders are of-

ten used for extracting features to inject in another network. Features extracted by the

auto-encoder are used as input for an artificial neural network trained with supervised

approach. The network is trained to perform binary classification. It learns to predict

labels that indicate whether a piece of code is affected by a specific code smell.

The approach is evaluated on the dataset proposed by Arcelli Fontana et al. [42]. For

the experiments, researchers define an auto-encoder composed by input layer, three hid-

den layers, and output layer. The architecture is trained using mean squared error as

loss function, and hyperbolic tangent as activation function. The proposed approach is

evaluated using 10-fold cross validation. The model show significant results in detecting

different code smells. Highest precision is reached for God Class (99.28%), while the lowest

is obtained with Feature Envy and Long Method (96.78%).

Liu et al. [82] propose another approach for automatic detection of code smells using

neural networks. The study investigates four code smells: God Class , Misplaced Class

(classes placed in incorrect packages), Feature Envy, and Long Method.

The training dataset is generated by refactoring a large collection of open-source

projects in Java language. Researchers assume that this corpora is well-designed and

therefore not affected by code smells. For each code smell, researchers select all available

code snippets in the collection on which is possible to apply the refactoring. Then, the

approach randomly picks one of these codes and apply the refactoring. The resulting code

is impacted by the specific smell generated with the refactoring. Therefore, the code is

added in the positive samples. The process cycles until the number of required smelly

instances of code is reached. For negative samples, the method randomly selects code

snippets from the original software corpus without duplication. The collection of nega-

tive samples is based on the assumption that code in the original corpora is well-written
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Figure 5.2: Hybrid architecture for code smell detection proposed in [52]

and free from code smells. However, the hypothesis could not hold for every class and

method in the software corpus. As a consequence, some negative example could still be

impacted by code smells, creating noise within the experiments. At the end of the process,

researchers obtain four datasets, one for each code smell. From these datasets, researchers

extract N subsets each; these are composed by samples that have been randomly selected.

For each code smell, researchers use the N code smell subsets to train in parallel N neural

network classifiers. During testing, each code example is fed as input to the N classifiers.

Each network produces a binary classification of the code. Then, the final choice is de-

termined through a voting process. For each type of code smell, researchers propose a

different architecture for the N classifiers. For instance, the classifiers trained on Feature

Envy take two inputs, a text sequence and a pair of numerical values.

The textual input is composed by the name of the method considered, the name of its

actual class, and the name of the feasible destination class. The information is transformed

by an embedding layer. Then, the resulting feature vector is fed to a Convolutional Neural

Network (CNN), which is an architecture used for feature extractions. The output of the

CNN is fed into a flatten layer, transforming inputs in one-dimensional vectors.

The numerical input is composed by the distance between the method considered and
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its actual class, and the distance between the method and a potential destination class.

The distances are computed as follows.

distance(method, actual − class) = 1−
Smethod ∩ S′

class

Smethod ∪ S′
class

, S′
class = Sclass − {m} (5.1)

distance(method, potential−destination−class) = 1−Smethod ∩ Sclass

Smethod ∪ Sclass
, Sclass =

⋃
ei∈C

ei

(5.2)

Where Sclass and Smethod are the set of entities in the class, and the set of entities accessed

by the method respectively. These two distances are fed into a CNN. The output is then

ingested by a flatten layer.

The transformed numerical and text inputs are then taken as input by a merge layer,

followed by a dense layer. Finally, the output layer produce a binary prediction, indicating

whether the method is affected by feature envy.

Figure 5.3: Architecture of the classifier for detecting feature envy defined in [82]

For detecting Long Method, the architecture proposed includes an input layer, five dense

layers, and an output layer. For each method considered, the classifier takes in input a

variety of metrics on the code. In output, the model returns a binary classification of

the method considered. The prediction represents whether the input is affected by Long

Method code smell.

For Large Class, the architecture of the N classifiers takes as input a set of code met-

rics, and a text sequence, composed by method name and field names. Code metrics are

ingested by a dense layer, while the textual features are fed into an embedding layer, and

then forwarded to a LSTM layer. Outputs of the dense layer and the LSTM layer are

passed to a merge layer, and a second dense layer. Then, the output layer retuns a binary
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prediction, indicating the presence or absence of Large Class code smell in the analyzed

method.

For Misplaced Class, the architecture proposed for the code smell detection takes two

different inputs. A set of code metrics and a textual sequence, composed by class name,

actual package, and potential destination package. The first input is fed into a CNN layer,

and forwarded to a flatten layer to produce a one-dimensional vector in output. The lat-

ter input is ingested by an embedding layer, a CNN layer and finally by a flatten layer to

produce one-dimensional vector. The outputs of the two flatten layers are then fed into

a marge layer, a dense layer and finally an output layer. The prediction produced shows

whether the class is affected by Misplaced Class.

Researchers evaluate the approach proposed on a set of applications. It achieved the great-

est accuracy (81.60%) for detecting Misplaced Classes. The lowest accuracy (12.95%) is

instead reached while predicting Large Classes.

Sharma et al. [113] propose another approach for code smell detection with deep learning

models. The method is performed with two different learning approaches, namely direct-

learning and transfer-learning. The first approach is used to train a model from scratch a

specific task. The latter approach instead involves training a deep neural network for one

task, and then leverages the acquired knowledge to better perform on a related task.

The work analyzes four different code smells on object-oriented languages: Complex

Method, Complex Conditional, Feature Envy, and Multifaceted Abstraction. The code

smells are divided in three categories, which spans across methods and classes. The first

is the implementation code smell, occurring when issues are introduced in limited parts

of the code, such as methods. Examples of implementation smells are Complex Method,

and Complex Conditional. The second is the design code smell, an issue involving one or

more classes. Examples of design smells are Feature Envy and Multifaceted Abstraction.

Finally, the architecture code smell refers to a design issue affecting different elements of a

system. An example of architecture smell is Scattered Functionality, where functionalities

related to a specific concept are dispersed across multiple components of the system.

To test their approach, researchers construct and distribute a large dataset of code

smell samples. The code collection is composed by 922 C# and 1721 Java repositories

extracted from GitHub. To ensure the accuracy of the labeling process, the work utilizes

automated tools that have been initially validated manually. During the experiments,

samples are divided in training and test sets using a ratio of 70%-30%. Training and test

sets are balanced to avoid potential biases. The train set includes a limited number of

positive and negative instances, with ratio of 50%-50%. For the test set, researchers apply

limitations on the number of positive and negative examples used.
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The approach is evaluated using three different types of neural networks: CNN, RNN

and auto-encoder. Each model is trained in direct learning and transfer learning. In the

latter case, the model is first trained on C# or Java code snippets, then evaluated on

detecting code smells in samples written in the other language. The input code snippets

are converted in numerical vectors using a tokenizer and then fed into the DNNs.

The first architecture proposed is a CNN, composed by multiple layers. The input

tokens are fed into a convolution layer, then forwarded to batch normalization and max

pooling layers. This set of layers is used for feature extraction. The output of the max

pooling layer is then fed into a dropout layer to reduce over-fitting. Then, the information

is forwarder to a flatten layer and two dense layers. The last layer produces a binary

prediction for the code taken as input. Researchers created three different configurations

of the model by repeating the feature extraction component 1, 2 or 3 times. To avoid

over-fitting, early stopping technique is applied as further regularization.

The second model proposed is a RNN architecture, consisting in a initial embedding

layer, followed by LSTM, dropout and dense layers. The final layer produces a binary

classification of the code in input. The LSTM layer is repeated 1, 2, or 3 times to create

different configurations.

The third architecture proposed in this work is an auto-encoder, for which different

configurations are defined. A basic configuration is composed by four dense layers. A

more complex setup uses three LSTM layers and a final dense layer. Another complex

configuration uses multiple convolutional layers, along with max-pooling and upsampling

layers, followed by a final dense layer. In addition, configuration is modified by repeating

1 or 2 times the encoder and decoder parts as showed in figure [5.4].

Experiments show performance variations depending on the code smell type. The

highest precision is achieved by auto-encoder (53%) while detecting complex methods. Re-

searchers also compare direct-learning and transfer-learning approaches. Models trained

with direct learning generally achieve higher or equivalent performance compared with

those trained with transfer learning.

Kovacevic et al. [71] evaluate the quality of code embeddings learned by three pre-

trained DNN models, namely code2vec, code2seq and CuBERT [64], for detecting God

Class and Long Method. Each vector representation is then used to train different machine

learning classifiers with supervised learning approach. In addition, researchers compare

the approach with heuristic-based methods for code smell detection, and machine learning

classifiers trained on code metrics. Experiments are performed on Java code snippets from

MLCQ [84], a dataset described in the section 5.1.2.

For the first experiment, researchers use code2vec [5], a deep neural model producing
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Figure 5.4: Autoencoder configurations proposed in [113]

a fixed-length vector embedding for the code taken as input. The model learns the vector

representation of paths in the abstract syntax tree associated to the code snippet. Re-

searchers therefore extract AST paths of the methods to be embedded, and feed them

into the pre-trained code2vec model. The output embeddings are forwarded to a machine

learning classifier, validated through 5-fold-cross validation on the training set.

The second experiments consists in producing a vector embedding with code2seq [4],

an encoder-decoder architecture that learns the code representation from AST paths of

the input code snippet. The encoder part of code2seq transforms each AST path into a

fixed-length sequence of AST nodes. The attention mechanism in the decoder component

focuses on relevant paths for creating the output sequence. The resulting embedding is

then fed into a machine learning classifier that is validated with 5-fold-cross validation

on the train dataset. Code2vec and code2sec are however expected to take as input

only method codes. For this reason, researchers generate their class representations by

embedding each method separately. Then, class embeddings are computed as the mean

of the obtained method embeddings.

The third experiments uses code embeddings provided by CuBERT [64], a LLM de-

riving from the transformer-based architecture known as BERT [33]. Details of CuBERT

architecture are provided in the section 5.2. CuBERT is fed with sequences of code to-

kens, pre-processed with a specific Java tokenizer. To produce methods’ embeddings,

researchers fed each line of code into CuBERT, and generate an embedding for each line.

The resulting vectors are then summed together to obtain the method representation. The

class embedding vector is instead computed as the sum of invidual method embeddings.

Then, the approach forwards CuBERT’s code embeddings to a machine learning classifier,
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which is evaluated performing a 5-fold-cross validation.

Researchers compare the approach proposed with different techniques based on heuris-

tics and metrics. For heuristic-based detection, researchers select multiple code metrics

on classes and methods, such as the number of methods in a class, and the code lines in

a method. Metrics are extracted using open-source automatic tools. The work evaluates

the performance of single detection rules and their aggregation.

Researchers also evaluate the performance of classifiers pre-trained on code metrics.

The experiment uses a set of code metrics extracted with automatic tools. The experiment

also trains various classifiers on a vector representation of input codes. These vectors are

composed as the concatenation of code metrics and the related vector of heuristics votes.

For each heuristic, the vector of heuristics votes is set to 1 if the code is affected by code

smell according to the heuristic considered, and 0 otherwise.

Experiment results show that the machine learning model based on CuBERT’s code

embeddings achieves highest performance with respect to the other approaches. In detail,

heuristic-based method achieves F1-score of 0.49. Machine learning algorithms based on

code2vec and code2sec embeddings achieved F1-score of 0.26 and 0.41 respectively. De-

pending on the configuration used, classifiers based on code metrics reaches F1-score of

0.52 and 0.51. Finally, the machine learning classifier based on CuBERT’s code features

reaches a maximum F1-score of 0.75, achieved while detecting Long Methods.

In our study, we use a similar approach to detect different method-level code smells.

In detail, we use four large language models, namely CuBERT, CodeBERT, GraphCode-

BERT, and BERT to learn the representation of code smells on source code. We fine-tune

models on each code smell as a binary classification task and then evaluate their perfor-

mances on test sets.

Zhang et al. propose DeleSmell, [133] an approach for detecting code smells based

on DNNs. The code smells analyzed are Brain Method and Brain Class, affecting meth-

ods and classes concentrating most of the logic of the codebase. The dataset used in the

research is automatically generated by refactoring 24 GitHub well-designed projects.

The work extract two differents features: semantic and structural. For semantic fea-

tures, DeleSmell creates vector features from methods through word2vec model. Fur-

thermore, the approach evaluates cohesion of source code by computing average concept

similarity (ACSM) using latent semantic analysis. Higher values of ACSM indicate major

cohesion within method or classes and potential presence of Brain Class or Brain Method

code smells. For structural features, the approach uses an automatic tool to extract several

metrics on methods, classes, packages, and projects.

Input features are fed into two parallel components of the deep architecture proposed.
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The first part is composed by a Gated Recurrent Unit (GRU) attention layer, a type

of RNN architecture capturing long-term dependencies of sequential data and using ad-

ditional an attention mechanism to focus on relevant elements of input sequences. The

second part is a CNN, used for feature extraction and classification. Outputs of the two

parallel parts are fed into a dense layer and forwarded to a final SVM layer, producing a

prediction for the input code snippet. The architecture of DeleSmell is illustrated in the

figure 5.5.

The work compares DeleSmell model with a variety of machine learning algorithms. The

experiments show that the model proposed outperforms other approaches, reaching F1-

score of 98.05% and 98.81% in detecting Brain Classes, and Brain Methods respectively.

Figure 5.5: DeleSmell architecture proposed in [133]

Ho et al. [59] propose DeepSmells, an approach for detecting code smells based on

CNNs and LSTMs. Four different code smell types are investigated: Complex Method,

Complex Conditional, Feature Envy and Multifaceted Abstraction. The dataset used is

the one proposed by Sharma et al. [113]. Input information is first pre-processed with

tokenization and padding. The resulting input data are fed into the model proposed.

The architecture of DeepSmells consists of two components: feature extraction and

classification. The feature extraction part is composed by two convolution blocks, em-

ploying ReLU activation function and batch normalization, and a LSTM layer. The fea-

ture obtained are then fed into a fully connected network, having one hidden layer and
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using ReLU activation function. The latter network acts as a binary classifier for each

code smell analyzed. Researchers also define two configurations of the DeepSmells, using

uni-direction LSTM and bi-directional LSTM.

The experiments performed show that the architecture employing uni-directional LSTM

performs slightly better than the other one. For Complex Method detection, DeepSmells’

unidirectional LSTM setup achieves a F1-score of 0.75 while the bidirectional LSTM setup

achieves F1-score of 0.73. For Complex Conditional, the bidirectional LSTM configuration

performs slightly better, reaching F1-score equal to 0.59, while the unidirectional configu-

ration 0.58. For Feature Envy, unidirectional LSTM configuration of DeepSmells reaches

a F1-score of 0.29, while bidirectional LSTM setup 0.27. Finally, for Multifaceted Ab-

straction, the unidirectional LSTM setup of DeepSmells achieves F1-score of 0.27, while

bidirectional LSTM version reaches F1-score of 0.26.

5.2 Background on Large Language Models

In the following we present four different architectures of large language models, namely

BERT, CodeBERT, GraphCodeBERT, and CuBERT. These LLMs are used in our study

for detecting various code smells that can impact methods of a source code. While BERT

is trained on NLP tasks, the other models are trained on tasks related to source code.

5.2.1 BERT

Devlin et al. [33] introduce a powerful large language model named Bidirectional Encoder

Representations from Transformers (BERT), based on Transformer architecture. Achiev-

ing state-of-the-art performance in a variety of NLP tasks, BERT is considered as a key

architecture for the NLP community.

BERT is a bidirectional Transformer architecture, based only on encoders components.

Two different configurations of the models are provided, varying in the number of layers,

the hidden size, and the number of self-attention heads. In particular, the BERT Base

setup has 12 layers, hidden size equal to 768 and 12 self-attention heads. BERT Large is

instead composed by 24 layers, 12 self-attention heads and having hidden size of 1024.

The input sequences are embedded through WordPiece tokenizer algorithm. The tok-

enizer splits words into sub-words using a vocabulary of 30’000 tokens. This process is

required to better manage out-of-vocabulary words. Furthermore, the classification token

([CLS]) is added at the beginning of each tokenized sentence. When the model processes a

word sequence, the internal representation of [CLS] is considered as an aggregate represen-

tation of the entire sentence in input. This approach is used to summarize word sequences

for classification tasks. In addition, BERT can accept as input either a single sentence or
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a pair of sentences. In the latter case, the two sentences are embedded together as a single

sequence. The separation token ([SEP]) is used to divide the two sentences.

The input representation of each token in BERT is composed as the sum of three em-

beddings:

• Token embedding, produced with WordPiece algorithm.

• Segment embedding, representing the afference of the token to the first or the second

sentence of the sequence pair.

• Position embedding, indicating the position of a token within the input sequence.

Figure 5.6: Input representation of BERT [33], encoded as the sum of token embeddings (green
blocks), segment embeddings (orange blocks), and position embeddings (purple blocks).

Pre-Training and Fine-Tuning BERT model is first pre-trained on different tasks

with an unsupervised approach. Then, the model is fine-tuned on specific tasks using su-

pervised approach. These two phases improves the performance of BERT and facilitates

the adaption of the model to downstream tasks.

For the pre-training phase, two tasks are considered. The first task is the Masked Lan-

guage Modeling (MLM), used to learn a bidirectional representation of the input. This

approach allows to better understand the context of a word by analyzing information from

both directions simultaneously. The task randomly masks part of the input tokens using

the [MASK] special token. Then, the model is asked to make a prediction of the masked

tokens. In detail, the approach selects 15% of tokens in training dataset to be masked.

The 80% of the selected tokens are replaced with [MASK], the 10% of them are substi-

tuted with a random token, and the remaining 10% are left unmasked. The second task
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considered during pre-training is the Next Sentence Prediction (NSP), focused on training

BERT for capturing relationships between two sentences. The model is presented with

pairs of sentences. For each pair, BERT is asked to predict whether the second sentence

actually follows the first one. The training set is split equally into positive and negative

examples. Positive instances are pairs where the second sentence is actually following the

first one in the original corpus. Negative samples, instead, are generated by substituting

the second sentence in a pair with a random sentence from the corpus. During training,

samples are extracted from two different corpora, namely the BooksCorpus (containing

800M words) and English Wikipedia (including 2500M words).

The second phase of the approach consists in fine-tuning BERT on downstream tasks.

Researchers propose 11 different natural language processing tasks to evaluate BERT.

This process involves feeding the model with task-specific data and fine-tuning all its pa-

rameters accordingly. One of the fine-tuning tasks is the GLUE benchmark, described in

section 4.1.2. The process of fine-tuning is performed on all GLUE’s tasks in 3 epochs and

with batch size of 32. Results show that BERT achieves state-of-the-art performance for

GLUE, reaching the highest accuracy (94.91%) with the evaluation of SST-2 dataset.

Researchers provide two pre-trained configuration of the models to be fine-tuned on down-

stream tasks, namely BERT Base and BERT Large. These configurations are used to test

BERT in various tasks, including the source code analysis.

5.2.2 CuBERT

Kanade et al. [64] propose Code Understanding BERT (CuBERT), a pre-trained model

based on BERT architecture. The model focused on learning contextual embeddings for

source code. While initially pre-trained on Python as stated in the paper, CuBERT has

been expanded also to Java language.

CuBERT is built by training a configuration of BERT Large, composed by 24 layers,

16 self-attention heads, and with hidden size of 1024. The model takes as input logical

code lines, intended as minimal line sequences defining legal statements. For instance, a

logical code line is a code snippet enclosed in parentheses.

The approach proposes a specific tokenization for code snippets. The input sequences

are tokenized with a standard language-specic tokenizer. During tokenization, keywords of

the programming language are left unchanged. Special tokens are introduced for denoting

code parts that cannot be represented as a string, or having an unclear representation. In

addition, identifiers and literals are segmented using predefined rules. A fixed length is

also defined for the resulting tokens. This process produces a program vocabulary, that is

then encoded to obtain a subword vocabulary. Both vocabularies are used by the model.
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Input codes are first encoded with the program vocabulary. Then, the computed tokens

are split using the subword vocabulary.

Pre-Training and Fine-Tuning CuBERT model is pre-trained on source code ex-

tracted from public GitHub repositories of BigQuery’s projects. The dataset has been

filtered from projects with restricted or unknown licensing. Data are further refined by

removing code examples that were highly similar to those included in the fine-tuning set.

The similarity is computed with the Jaccard similarity coefficient between set of tokens,

defined as follows.

Similarity(setA, setB) =
|setA ∩ setB|
|setA ∪ setB|

(5.3)

Two sets of tokens are considered similar when Similarity(setA,setB)>0.8 or Similar-

ity(setA,setB)>0.7 for multi-sets of tokens. The pre-training is iterated for 1 epoch. The

process uses default settings for BERT Large, while varying subword token size (128, 256,

512, 1024) and batch size (8192, 4096, 2048, 1024).

The dataset used for fine-tuning phase is generated from a large collection of GitHub

projects. Duplicated code and projects with restricted or unknown license are removed

from the dataset. During fine-tuning, the model is evaluated on six different tasks on source

code. One task is Variable-Misuse Classification. The model is asked to predict if there

are variables used in incorrect locations of a given function. Another task is Wrong Binary

Operator, where the goal is to predict if a binary operator is used correctly within a given

function. The task of Swapped Operand instead asks to understand whether the operands

of a non-commutative binary operator have been swapped. In Function-Docstring Mis-

match, the model is provided with a pair composed by a function and a docstring. The

goal is to identify whether the provided docstring explains the associated function. The

task of Exception Type requests to find which type of exception is used in a given function.

Finally, in Variable-Misuse Location and Repair the model is asked to predict two pointers

in a function. The first pointer is used to find the position of a variable-misuse, while the

second refers to the correct variable to be substituted in the first location.

CuBERT has been fine-tuned on these tasks for 2, 10 and 20 epochs and compared with

a transformer trained from scratch in 100 epochs. Results show that CuBERT outper-

forms performance of the transformer. CuBERT reaches its highest accuracy in the tasks

of Function-Docstring Mismatch (98%) and Variable Misuse (95%). In these tasks, the

transformer architecture achieves accuracy of 91% and 78% respectively.

5.2.3 CodeBERT

Fent et al. propose CodeBERT [41], a pre-trained model deriving from an optimized

version of BERT called RoBERTa [83]. CodeBERT is a bimodal model, as it is trained
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to handle both natural language and code sequences. The model is able to represent a

variety of programming languages, including Java and Python.

CodeBERT is built upon the base configuration of RoBERTa model, having 12 layers,

12 self-attention heads, and hidden size of 768. The model produces in output a contextual

embedding of programming language, natural language and [CLS] tokens.

Pre-Training and Fine-Tuning During pre-training, CodeBERT takes as input a

sequence composed as follows.

[CLS], w1, ..., wn, [SEP ], c1, ..., cm, [EOS]

Where [CLS] and [SEP] are special tokens used in BERT, w1, ..., wn represent natural lan-

guage tokens, c1, ..., cm are code tokens, and [EOS] is the end of sequence token. The model

is pre-trained on a large dataset of GitHub projects, containing bimodal and unimodal

data of six different programming languages, namely Java, Python, JavaScript, Ruby,

PHP, and Go. Bimodal information refers to paired samples composed by a programming

language function and its corresponding documentation. Unimodal examples instead are

only composed by programming language functions. The samples are pre-processed by

removing short or truncated data.

CodeBERT is pre-trained on two tasks, Masked Language Modeling and Replaced To-

ken Detection (RTD). MLM is a bimodal task, where the model is asked to predict the

value of a masked token. The masking is performed randomly on both natural language

and programming language tokens. For RTD, two different configurations are defined:

bimodal and unimodal. In this task, the model has to find if a token has been replaced

with another token. The replacement is performed randomly in every position of the in-

put. Researchers employ two n-gram models for generating the replacement tokens. One

model produces substitutions for natural language tokens, while the other generates re-

placements for code tokens.

CodeBERT is fine-tuned on various tasks focused on both natural languages and program-

ming languages. In Natural Language Code Search, the model has to find in a collection of

code the one that is the most semantically relevant for a given natural language sequence.

The input for this task is provided in the same way as the pre-training phase; the [CLS]

token is used to evaluate the relationship between code and natural language sequences.

CodeBERT is also fine-tuned for the task of Code to Documentation Generation. In this

task, the model takes as input a code and has to generate a relevant documentation. In

addition, the model is tested on the zero-shot problem of Task Formulation and Data

Construction. Given a bimodal pair of data, the model has to retrieve a masked natural

language or code token from a set of choices, called distractors.
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CodeBERT shows significant performance for all the tasks. The model achieves an overall

BLEU score of 17.83 for Code to Documentation task, an overall accuracy of 86% in Task

Formulation and Data Construction and an average accuracy of 76% for Natural Language

Code Search.

5.2.4 GraphCodeBERT

GraphCodeBERT [51] is a pre-trained model based on BERT architecture. The model

learns a programming language representation based on the data flow graph, representing

the semantic structure of the code. The pre-trained configuration of GraphCodeBERT is

composed by 12 layers, with 12 self-attention heads and hidden states dimension of 768.

In detail, the data flow shows dependency relationships between variables in a source

code. In the graph, edges indicate the origin of variable values, while nodes represent the

variables themselves. To generate the data flow graph, the approach first extracts an AST

of the source code using an automatic tool. Each variable of the AST is then represented

as a node in the data flow graph. For each value assignment for variables in the code, the

approach adds a directed edge in the data flow graph.

The input of GraphCodeBERT is a concatenated sequence composed as follows.

[CLS], w1, ..., wn, [SEP ], c1, ..., cm, [SEP ], v1, ..., vq

Where [CLS] and [SEP] are special tokens defined in BERT, w1, ..., wn are tokens repre-

senting natural language comments of the code, c1, ..., cm are code tokens, and v1, ..., vq

are the variables in data flow graph. The model encodes input sequences into input em-

beddings. For each input token, the input embedding is obtained as the sum of the token

and its position embedding. Researchers also define a function for graph-guided masked

attention, used to focus only on relevant signals, while removing the others.

Pre-Training and Fine-Tuning GraphCodeBERT is pre-trained on three different

tasks. The first is Masked Language Modeling, where 15% of code and natural language

tokens are randomly substituted. The replacement policy used is the one proposed in

BERT for the related MLM task. The goal of the task is to retrieve the original value of

masked tokens. When the code context is not useful for retrieving a masked code token,

GraphCodeBERT can be supported by the context of related natural language comments.

This approach facilitates the alignment of code and comment representations. The second

pre-training task is Edge Prediction, used to train the model on data flow representations.

The approach randomly selects 20% of data flow nodes, and then mask edges that links the

selected nodes. The task asks to retrieve the masked edges. Finally, the third pre-training

task is Node Alignment, in which the model learns to align representations of the code

and the data flow. The method picks 20% of data flow nodes and then masks edges that
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link code tokens to these nodes.

GraphCodeBERT is fine-tuned on four tasks. In Natural Language Code Search, the

model takes as input a comment and has to retrieve the most semantically relevant source

code from a corpus. In the task of Code Clone Detection, GraphCodeBERT has to eval-

uate the similarity score between two code snippets. In the task of Code Translation, the

model is asked to convert a legacy software into another programming language. Finally,

the task of Code Refinement requires to automatically patch a bugged code.

Experiments show that GraphCodeBERT achieve significant results in both source code

and natural language representations. In particular, the model achieves highest perfor-

mances in the task of Code Clone Detection, reaching F1-score of 0.97.

5.3 Dataset

Our intent is to assess transformer-based architectures on the task of code smell detection.

For this reason, we aim to fine-tune various pre-trained architectures to learn a valid code

representation, allowing to infer smells in code snippets. To achieve the goal, we define a

comprehensive collection of code smells from four existing datasets, namely Madeyski et

al. (MLCQ) [84], Arcelli et al. [42], Walter et al. [122], and Sharma et al. [113].

The resulting collection includes 4’901’768 samples from eleven types of code smells: six

at the method level and five at the class level. Method-level smells include Complex

Conditional, Complex Method, Feature Envy, Long Method, Long Parameter List, Switch

Statements. Class-level smells comprise Data Class God Class, Multifaceted Abstraction,

Refused Bequest, and Shotgun Surgery. We note that code smells on classes are not evalu-

ated in our experiments. However, these samples are included in the dataset to facilitate

our future experiments. The dataset is available to download in zip format 1.

5.3.1 Dataset Collection

We download the code samples from the four selected sources. From Arcelli et al.’s dataset,

we collect samples for Feature Envy, Long Method, God Class, Data Class, Long Param-

eter List, and Switch Statements. From Walter et al.’s dataset, we select examples for

Refused Bequest and Shotgun Surgery; we exclude samples of other code smell types to

avoid duplicates of those extracted from the Arcelli et al.’s dataset. In fact, the two

datasets contain code samples deriving from different versions of the same code corpus.

From Sharma et al.’s dataset, we extracted samples for Complex Conditional, Complex

Method, and Multifaceted Abstraction; we excluded samples of Feature Envy, because re-

1https : //drive.google.com/file/d/1iKJ54ox4GkIaiH9V cqhIinvFdnl6loli/view?usp = drive_link
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searches identify the code smell at the class-level rather than at the method-level. Finally,

we collect code samples from Madeyski et al.’s MLCQ for Data Class, God Class, Feature

Envy, and Long Method.

Except for the Sharma et al.’s collection, the other datasets consist of lists in CSV format,

containing references to code snippets to be downloaded from various sources. Therefore,

we reconstruct each dataset separately. For each data source, we divide code smells in dif-

ferent folders, splitting their examples into positive (i.e., smelly codes) and negative (i.e.,

non-smelly codes) samples. In addition, we convert the labels having values in a severity

range into a binary form. Instances having severity value greater than 0 were marked as

positive, while those having severity equal to 0 were categorized as negative.

5.3.2 Data Pre-processing

To improve the reliability of our experiments, we pre-process data from each source. In

MLCQ dataset, each datapoint represents an individual review made by an expert for a

specific code snippet. A review comprises various information, such as the type of code

smell identified, its severity, and the source code analyzed. As a consequence, MLCQ

contains multiple datapoints representing the same code snippet, reviewed by different

experts. To avoid biases during the fine-tuning, we removed these duplicate reviews. In

addition, we excluded those codes having both positive and negative reviews for a certain

code smell (i.e., the same code has been identified as smelly and non-smelly by different

experts). Finally, we necessarily skipped samples that are either unavailable for download

or not retrieved correctly.

5.3.3 Dataset Structure

We merged code samples from all sources into a single comprehensive dataset. The col-

lection is organized in two categories, class-level smells and method-level smells. Each

category contains different folders representing types of code smells. Furthermore, the

samples are stored in individual files containing code snippets (method or classes), cate-

gorized as either a positive or negative examples for a specific code smell. The structure

of the dataset proposed is showed in the figure 5.7.

The resulting dataset is summarized in tables 5.2 and 5.3, divided into smell categories.

For each code smell, we also provide the number of positive and negative instances.
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Code Smell Positive Datapoints Negative Datapoints Total

Complex Method 45’273 2’227’302 2’272’575
Complex Conditional 20’379 2’252’196 2’272’575
Feature Envy 95 2’147 2’242
Long Method 73 213 286
Long Parameter List 36 168 250
Switch Statements 82 206 288

Table 5.2: Datapoints for method-level code smells

Code Smell Positive Datapoints Negative Datapoints Total

Data Class 247 1’965 2’212
God Class 278 1914 2’192
Multifaceted Abstraction 847 318’651 319’498
Refused Bequest 148 14’697 14’845
Shotgun Surgery 1’084 13’767 14’851

Table 5.3: Datapoints for class-level code smells

Figure 5.7: Structure of the code smell dataset

5.4 Experiments Evaluation

The goal of our approach is to assess performance of transformer-based architectures on au-

tomated detection of method-level code smells. For this reason, we select four pre-trained

transformer models. Three of these architectures are specialized in code representation:

CuBERT, CodeBERT, and GraphCodeBERT. We compare their performance with BERT,

an architecture pre-trained on general NLP tasks. To ensure a fair comparison with the

other models, we use the ’large’ configuration of BERT, aligning its architecture with the

one used for CuBERT.
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While our experiments focuses on automated code smell detection at the method-level,

the proposed approach can be extended also to class-level smells. The evaluation of code

smells on classes involves complex computations that will be addressed in future work.

5.4.1 Problem Definition

We model the automated detection of each code smell as a sequence classification problem.

The goal of this task is to learn a classifier C, a function that assigns a sequence s to a

label l from a predefined set of labels L [128]. The sequence classification task is used

across many fields. For instance, an interesting application of sequence classification is

categorizing documents by topic.

As showed in [122], there exist several relationships between different code smells. These

connections can introduce bias into a model’s training when it tries to learn the clas-

sification of multiple types of code smells simultaneously. For this reason, we aim to

detect various smells separately. We define our problem as a set of binary classification

tasks, each one focused on a specific method-level code smell. In detail, we define a set

of N individual sequence classification tasks S = (t1, t2..., tN ), where N is the total num-

ber of code smell types. Each task ti ∈ S (1 ⩽ i ⩽ N) corresponds to the automated

detection problem for a specific code smell. For each ti, we define a set of class labels

Li = [”non smelly”, ”smelly”]. The "non smelly" class label represents codes not im-

pacted by the analyzed code smell (negative samples). The "smelly" label indicates codes

affected by the evaluated code smell (positive samples).

The goal of ti is to learn a classifier function Ci, assigning each code sequence s to a

class label in Li. A code sequence is the minimal code snippet representing an entire

method. Formally, the code smell classifier Ci is a function defined as follows.

∀ti ∈ S ∃ Ci : s =⇒ l, l ∈ Li (5.4)

In order to train a classifier to identify smelly code sequences, we first need to convert each

input into an embedding vector, capturing the relevant aspects of the code. We create these

embeddings by feeding the code sequences into a transformer-based architecture. The

detection is then performed by a classification component, added on top of the transformer.

5.4.2 Architecture Definition

We want to understand how models pre-trained on code features perform on code smell

detection compared to BERT, pre-trained only on NLP tasks. To ensure a fair comparison,

we build similar setups for all models used in our experiments. We define an architecture
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Figure 5.8: Architecture proposed for code smell detection

composed by a pre-trained large language model followed by a classification head. We repli-

cate this architecture for each pre-trained model considered. As a result, we obtain four

different configurations to use in our experiments: BERT-Classifier, CuBERT-Classifier,

CodeBERT-Classifier, and GraphCodeBERT-Classifier. Every model is fine-tuned on each

individual code smell type. In the following, we describe the configurations used during

the experiments.

BERT-Classifier We use BERT Tokenizer from Hugging Face library to pre-process

method codes in input. The resulting embeddings are fed into BERT Large to learn

a representation of smelly codes. The vector generated is then forwarded to a dropout

layer, to reduce over-fitting during the fine-tuning process. Then, the information is fed

into a linear layer. The output of BERT-Classifier represents the binary prediction for the

method analyzed.

CuBERT-Classifier We use CuBERT Tokenizer for encoding the program methods.

The tokenized sequences are passed to CuBERT, that learns embeddings for methods in

input. These embedding vectors are then fed into a dropout layer and a linear layer. The

output of CuBERT-Classifier indicates whether the method in input is impacted by a

specific code smell.

CodeBERT-Classifier Following the GitHub’s implementation of CodeBERT, we em-

bed input sequences with Hugging Face’s Tokenizer for RoBERTa. The encoding is then

fed into CodeBERT. The embedding produced by CodeBERT is forwarded to the clas-

sification head. This is composed by a linear layer, followed by a dropout and another

linear layer. The model outputs a binary classification for the input code sequence. This

indicates whether a particular code smell is present in the input method.

GraphCodeBERT-Classifier We use the same approach proposed by the CodeBERT’s

repository on GitHub. The input methods are tokenized with RoBERTa Tokenizer from

Hugging Face. The input embedding is passed to GraphCodeBERT to learn the repre-

sentation of code smells. The embedding generated is then forwarded to the classification

component. This includes three layers: linear, dropout, and another linear. The out-
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put prediction represents the presence or absence of a specific code smell in the method

analyzed.

5.4.3 Experiments

To evaluate model performance under different conditions, we design two experiments for

each code smell. In the first experiment, models are fine-tuned and tested on a balanced

dataset, ensuring equal number of positive and negative samples. For each code smell,

we identify the class with fewer samples (positive or negative) and randomly select the

same number of samples from the majority class. In the second experiment we fine-tune

and evaluate models on an imbalanced dataset. It contains all available samples for a

specific code smell, maintaining the ratio between positive and negative instances. This

experiment simulates a real-world scenario where code smells affect only a small portion

of the codebase.

In both experiments, samples are randomly shuffled. Then, they are split into 80%

training, 10% validation and 10% test sets. This procedure is required to minimize po-

tential biases deriving from arrangements of datapoints in the splits. The resulting sets

are stored in JSONL format. Each line represents a datapoint composed by a method

to classify and the corresponding classification label. Each model is fine-tuned for four

epochs in a supervised approach, using training and validation sets.

Models’ performance is then evaluated on test sets using a comprehensive set of metrics:

accuracy, precision, recall, F1-score, and AUC. In the following we detail the performance

achieved by the models on test sets for each code smell.

Complex Method

All models showed significant efficiency in detecting Complex Method’s code smell. These

positive results might be attributed to two key factors. First, the large number of pos-

itive samples could have aided the transformers in learning an accurate representation

of affected methods. Second, Complex Method might be intrinsically easier to identify

compared to more subtle code smells, because of its evident characteristics. The following

tables (5.4, 5.5) summarize the overall performance achieved in the two experiments. For

the imbalanced dataset, the highest accuracy is 0.99 and is achieved equally by CuBERT-

Classifier, CodeBERT-Classifier, and BERT-Classifier. However, CodeBERT-Classifier

achieved high performance in terms of F1-score (0.70) and AUC (0.82), demonstrating its

effectiveness in identifying Complex Methods in imbalanced datasets. For the balanced

dataset, instead, CuBERT-Classifier outperforms other models, achieving accuracy, F1-

score, and AUC equal to 0.98.
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Complex Method - Imbalanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.99 0.84 0.58 0.68 0.79
CodeBERT-Classifier 0.99 0.76 0.65 0.70 0.82
GraphCodeBERT-Classifier 0.98 0.82 0.28 0.42 0.64
BERT-Classifier 0.99 0.68 0.45 0.57 0.72

Table 5.4: Complex Method. Metrics for the imbalanced dataset (All available samples)

Complex Method - Balanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.98 0.96 0.99 0.98 0.98
CodeBERT-Classifier 0.95 0.94 0.97 0.95 0.96
GraphCodeBERT-Classifier 0.97 0.95 0.99 0.97 0.97
BERT-Classifier 0.95 0.92 0.97 0.95 0.95

Table 5.5: Complex Method. Metrics for the balanced dataset (50% positive - 50% negative
datapoints)

Complex Conditional

When detecting Complex Conditionals, models pre-trained on code achieved better per-

formance compared to BERT. This is particularly evident in the imbalanced dataset,

where BERT-Classifier cannot identify Complex Conditionals. In the imbalanced experi-

ment GraphCodeBERT-Classifier achieves AUC of 0.97, while having very low precision

and F1-score. This could derive from high imbalance of the dataset. As a consequence,

the model is correctly identifying smelly methods, while misclassifying a great number

of negative samples. However, CuBERT-Classifier and CodeBERT-Classifier still achieve

significant results in the imbalanced dataset.

All models significantly improve their classifications for Complex Conditionals on the

balanced dataset compared to the imbalanced one. While BERT-Classifier reaches an

accuracy of 0.95, the other models achieve higher scores. CuBERT-Classifier achieves an

accuracy of 0.99, while CodeBERT-Classifier and GraphCodeBERT-Classifier both reach

accuracy equal to 0.97. The performance is summarized in tables 5.6, 5.7.

Complex Conditional - Imbalanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.98 0.97 0.79 0.87 0.89
CodeBERT-Classifier 0.99 0.92 0.68 0.78 0.84
GraphCodeBERT-Classifier 0.93 0.12 0.99 0.21 0.97
BERT-Classifier — — — — —

Table 5.6: Complex Conditional. Metrics for the imbalanced dataset (All available samples)

93



5.4. Experiments Evaluation

Complex Conditional - Balanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.99 0.97 0.79 0.87 0.89
CodeBERT-Classifier 0.97 0.95 0.99 0.97 0.97
GraphCodeBERT-Classifier 0.97 0.95 0.99 0.97 0.97
BERT-Classifier 0.95 0.94 0.96 0.95 0.95

Table 5.7: Complex Conditional. Metrics for the balanced dataset (50% positive - 50% negative
datapoints)

Feature Envy

CodeBERT-Classifier reached the highest AUC (0.75) in Feature Envy detection in the

imbalanced experiment. The other models experienced significant difficulty in identifying

this code smell, reaching a maximum AUC of 0.59 with BERT-Classifier. These results

might be caused by the proportion of code samples, which is heavily skewed towards non-

smelly instances. In the balanced experiments, all models achieves higher performance.

In particular, CuBERT-Classifier demonstrates an AUC, F1-score, and accuracy equal of

0.89. The overall performance achieved in the experiments is presented in tables 5.8, 5.9.

Feature Envy - Imbalanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.95 0.25 0.10 0.14 0.54
CodeBERT-Classifier 0.75 0.67 1.0 0.80 0.75
GraphCodeBERT-Classifier 0.96 1.0 0.11 0.2 0.56
BERT-Classifier 0.94 0.29 0.20 0.23 0.59

Table 5.8: Feature Envy. Metrics for the Imbalanced Dataset (All available samples)

Feature Envy - Balanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.89 0.89 0.89 0.89 0.89
CodeBERT-Classifier 0.65 0.59 1.0 0.74 0.65
GraphCodeBERT-Classifier 0.75 0.69 0.9 0.78 0.75
BERT-Classifier 0.83 0.75 1.0 0.86 0.83

Table 5.9: Feature Envy. Metrics for the balanced dataset (50% positive - 50% negative data-
points)

Long Method

Tables 5.10, 5.11 show the results of the architectures in detecting Long Methods in im-

balanced and balanced scenarios. In these experiments, CuBERT-Classifier outperforms

other models. This architecture achieved F1-score of 0.93 and AUC of 0.98 in the im-

balanced experiment. For the balanced scenario, CuBERT-Classifier achieved F1-score of
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0.94 and AUC of 0.94. On the contrary, in the imbalanced scenario CodeBERT-Classifier

does not achieve satisfactory performance. This could be attributed to two factors. First,

the restricted number of samples could limit the model’s ability to learn the representation

and classification of Long Methods. Second, this code smell could be more subtle to be

identified with respect to others.

Long Method - Imbalanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.96 0.87 1.0 0.93 0.98
CodeBERT-Classifier — — — — —
GraphCodeBERT-Classifier 0.86 1.0 0.2 0.33 0.6
BERT-Classifier 0.86 0.71 0.71 0.71 0.81

Table 5.10: Long Method. Metrics for the imbalanced dataset (All available samples)

Long Method - Balanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.94 0.89 1.0 0.94 0.94
CodeBERT-Classifier 0.57 0.54 1.0 0.70 0.57
GraphCodeBERT-Classifier 0.78 0.70 1.0 0.82 0.78
BERT-Classifier 0.75 0.67 1.0 0.80 0.75

Table 5.11: Long Method. Metrics for the balanced dataset (50% positive - 50% negative
datapoints)

Long Parameter List

The task of detecting Long Parameter Lists is challenging due to the scarcity of samples,

in particular the limited number of positive instances. However, the majority of model

configurations are still able to learn method’s representation and classifying them. Models

demonstrate different performance in detecting Long Parameter Lists on imbalanced and

balanced experiments. In the first case, only CuBERT-Classifier and CodeBERT-Classifier

are able to classify methods in input. Specifically, CuBERT-Classifier achieves AUC of

0.72, F1-score of 0.57 and accuracy equal to 0.86. For the balanced scenario, instead,

CuBERT-Classifier, GraphCodeBERT-Classifier, and BERT-Classifier are able to iden-

tify Long Parameter Lists in methods being analyzed. In this scenario, BERT-Classifier

achieves significant AUC (0.83), F1-score (0.86) and accuracy (0.83). Results are reported

in tables 5.12, 5.13.
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Long Parameter List - Imbalanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.86 0.67 0.5 0.57 0.72
CodeBERT-Classifier 0.5 0.5 1.0 0.67 0.5
GraphCodeBERT-Classifier — — — — —
BERT-Classifier — — — — —

Table 5.12: Long Parameter List. Metrics for the imbalanced dataset (All available samples)

Long Parameter List - Balanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.67 0.60 1.0 0.75 0.67
CodeBERT-Classifier — — — — —
GraphCodeBERT-Classifier 0.63 0.60 0.75 0.67 0.63
BERT-Classifier 0.83 0.75 1.0 0.86 0.83

Table 5.13: Long Parameter List. Metrics for the balanced dataset (50% positive - 50% negative
datapoints)

Switch Statements

Tables 5.14 and 5.15 summarize performance of the models in detecting Switch Statements.

Due to the limited number of samples available also during fine-tuning, three models

cannot complete the task effectively on the imbalanced dataset. However, CuBERT-

Classifier successfully handles this task even on imbalanced scenario, achieving AUC of

0.82, accuracy of 0.79 and F1-score of 0.75. For the balanced dataset, all models reached

significant performance in the test set. In particular, all models pre-trained on code

achieved a maximum score correctly detecting all samples being evaluated. However,

BERT-Classifier achieved lower results: AUC of 0.75, F1-score of 0.80 and accuracy of

0.75.
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Switch Statements - Imbalanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 0.79 0.64 0.90 0.75 0.82
CodeBERT-Classifier — — — — —
GraphCodeBERT-Classifier — — — — —
BERT-Classifier — — — — —

Table 5.14: Switch Statements. Metrics for the imbalanced dataset (All available samples)

Switch Statements - Balanced Dataset

Model Configuration Accuracy Precision Recall F1-score AUC

CuBERT-Classifier 1.0 1.0 1.0 1.0 1.0
CodeBERT-Classifier 1.0 1.0 1.0 1.0 1.0
GraphCodeBERT-Classifier 1.0 1.0 1.0 1.0 1.0
BERT-Classifier 0.75 0.67 1.0 0.80 0.75

Table 5.15: Switch Statements. Metrics for the balanced dataset (50% positive - 50% negative
datapoints)

5.4.4 Discussion

Our study investigates code smell detection using four transformer-based architectures:

BERT, CuBERT, GraphCodeBERT, and CodeBERT. Similarly to the approach presented

in [71], we have used these models for constructing code embeddings. However, our ap-

proach proposes also to fine-tune the transformers for learning representation of smelly

code. Specifically, we add a classification head on top of the transformers and we fine-tune

the entire configuration on each code smell.

The fine-tuning process allows to create effective embeddings of methods affected by

code smells. In particular, our approach outperforms the one proposed in [71] for detecting

Long Methods with CuBERT embeddings. While the technique proposed in the paper

achieves F1-score of 0.75, our approach reaches F1-score of 0.93/0.94.

We noticed that the ratio of positive/negative examples and the type of code smell signif-

icantly impacted results of the experiments.

In Complex Method experiments, all model configurations achieved high AUC with

both balanced and imbalanced datasets. Similar results are achieved with the detection

of Complex Conditional. However, in this case BERT-Classifier is unable to successfully

complete the task on the imbalanced dataset.

In Feature Envy experiments, only CodeBERT-Classifier achieved relevant AUC (0.75)

with the imbalanced dataset. However, the overall performance is increased with the bal-

anced dataset; the results ranges between a minimum AUC of 0.65 (CodeBERT-Classifier),

and a maximum AUC of 0.89 (CuBERT-Classifier).
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While all architectures successfully detected Long Methods in the balanced dataset,

CodeBERT-Classifier failed in the imbalanced scenario. In both cases, CuBERT-Classifier

reached the highest value of AUC (0.98 in the imbalanced experiment, 0.94 in the balanced

one).

Finally, the detection of Long Parameter List and Switch Statements was particu-

larly challenging. In the first case, the imbalanced experiment was completed only by

CuBERT-Classifier and CodeBERT-Classifier. In the latter case, only CuBERT-Classifier

completed the imbalanced experiment. The overall performance is increased in the bal-

anced experiments. BERT-Classifier achieved the highest AUC of 0.83 for Feature Envy

detection, while the other three architectures correctly detected Switch Statements (AUC

of 1.0).

These experiments showed that models pre-trained on code representation generally achieve

better results with respect to the one not pre-trained on code. This is particularly evident

in imbalanced datasets, where BERT cannot always accomplish the task requested.

Furthermore, the size of the fine-tuning dataset could also influence the detection per-

formance. Current experiments on Feature Envy, Long Method, Long Parameter List, and

Switch Statements detection might be limited by the small amount of fine-tuning exam-

ples. Therefore, in the future we aim to collect larger datasets for our experiments. These

could enhance the performance and increase the generalizability of new architectures.

Alternatively, we could explore different learning methods. The zero-shot learning is a

valid option for our context. This technique allows to classify elements of the test dataset

that were not analyzed during the training phase. Therefore, zero-shot learning could

be useful for improving the detection of code smells having only few labeled examples

available.
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Chapter 6

Conclusions and Future Work

The study presented in the thesis aims to find alternative solutions for solving well-known

tasks related to code analysis. The research is focused on automated approaches, applying

various neural language models on source and binary code analysis.

Chapter 4 introduces the first contribution of the thesis, a benchmark for binary func-

tion representation. We developed a large dataset, consisting of binary files and corre-

sponding assembly functions. The benchmark included five heterogeneous tasks on binary

functions, namely binary similarity, function search, signature recovery, function naming,

and compiler provenance. For each task, we provided a set of datapoints to be evaluated

both for training and testing DNNs. The benchmark provides not only the samples and

the datapoints to be inferred, but also a useful tool for evaluating the models’ solutions.

The benchmark can be used to compare architectures both offline, using a script provided

with the dataset, and online, using the EvalAI platform.

With this contribution we hope to encourage the development of new state-of-the-

art models for binary code representation. These tools are fundamental for understanding

features of executable files when source code is not available, for example in case of malware

analysis or for detecting plagiarism in software.

As future work, we aim to improve baseline scores provided for the tasks of function

search, function naming, and signature recovery. For the task of function search, we

propose to fine-tune the baseline model, SAFE, on our dataset. This could improve the

results achieved in detecting the K most similar functions. Similarly, we intend to fine-

tune the pre-trained baseline of function naming on our dataset. This approach could

increase the capabilities of the model in inferring names of the evaluated binary functions.

Another option is to train and test different DNNs on BinBench. The goal would be to

identify the DNN that performs best, and use it as baseline for the function naming task.

For the task of signature recovery, we used as baseline a transformer trained from

scratch. Therefore, to improve the baseline score we can consider two alternatives. The

first is to re-train the transformer, using different configurations and a larger training

dataset. The second option is to use a different architecture as baseline. For example, we
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could fine-tune a LLM trained on code, such as CuBERT or CodeBERT, on our task.

Furthermore, in the future we aim to introduce new tasks for addressing other rel-

evant scenarios. In particular, we are interested in extending the benchmark to tasks

defined over entire binary codes. Another important extension is increasing the size of the

dataset. This can be achieved using additional open-source packages and compiling the

source codes over various architectures. These aspects could facilitate models in improving

their generalization capabilities.

Chapter 5 describes the second contribution of the thesis, an automated approach for

code smell detection based on large language models. We collected a comprehensive

dataset, containing different types of code smells. The research evaluates four differ-

ent transformer-based architectures on the task of automated code smell detection. These

LLMs are pre-trained on different tasks. More specifically, three of them are pre-trained

on tasks related to code analysis, while the fourth architecture is pre-trained on NLP

tasks. We develop four classifiers, one for each LLM. These architectures are composed

by two parts, the LLM and a classifier head. We fine-tuned each model for detecting code

smells as a form of binary classification.

The study is a starting point for improving the detection of code smells, a fundamental

analysis facilitating the code refactoring. Results are promising, in particular for classifiers

that incorporate LLMs pre-trained on code snippets.

For future work, we aim to evaluate other models on the task of code smell detection.

Furthermore, to generalize our automated approach, we intend to train models on a larger

dataset. Detection performance generally improves with more training samples, and this

could be crucial for detecting less common smells. We plan to collect additional examples

for the code smells we have already examined. Furthermore, we aim to expand our research

on other types of code smells at method-level.

We are also interested in extending our study to the detection of code smells affecting

entire classes. By detecting both method-level and class-level smells, we could gain a

broad comprehension of design issues affecting the source code.

We are furthermore interested in an in-depth investigation of relationships between

smells and code vulnerabilities. To this end, we intend to train LLMs for recognizing code

smells that could be used to exploit specific vulnerability patterns.

Finally, we aim to use the resulting knowledge to investigate the presence of code

smells in binary codes. This research could allow to understand whether these wrong

design choices are still evident in the executable files.
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Appendix A

Automata

The section provides a description of the automata mentioned in chapter 3.1.1. Automata

are abstract machines with a central unit, temporary storage, and the ability to process

input strings and produce corresponding output. Automata can be deterministic or non

deterministic. In the first case, for each state and input provided, there exists only one

possible next state to transition to. In the second case, instead, a given state and an input

symbol can potentially lead to different transitions towards multiple next states.

A.1 Finite State Automata

A finite state automaton is mathematical model of computation, having internal states

transition rules, inputs and outputs. Formally, the finite state automaton is defined as

follows.

M = (Q,Σ, δ, q0, F )

Where:

- Q represents the finite set of internal states,

- Σ is the input alphabet,

- δ : Q× Σ → is the transition function,

- q0 ∈ Q is the initial state,

- F ⊆ Q represents the set of final states.

This automaton has no temporary storage. It can only maintain limited amount of data

in a finite number of states. The transition between one internal state and another is

defined by the transition function. These finite state automata are represented through

state transition diagrams. These graphs show how the input is consumed, one symbol at a

time. The automata progress through different states depending on the symbol analyzed.

An input string is accepted only if the finite automata is in a final state when reading the

last symbol of the string [80]. Otherwise, the string is rejected.

A language L accepted by a state transition automaton M is composed by all strings

on the input alphabet Σ accepted by M . In particular, the language L is regular if and
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only if there exists a finite state automata M that recognize the language L.

An example of regular language recognized by a finite state automaton is the following.

L = {aSb : S ∈ {a, b}∗}

Figure A.1: State transition graph representing the finite state automata M, accepting the
language L = {aSb : S ∈ {a, b}∗}

A.2 Pushdown Automata

Similarly to finite state automata, a non deterministic pushdown automaton is mathemat-

ical model of computation used to recognize context-free languages. Due to the nature of

these languages, pushdown automata require unbounded memory that is implemented as

a stack [80].

Formally, a pushdown automata is:

M = (Q,Σ,Γ, δ, q0, z0, F )

Where:

- Q represents the finite set of internal states,

- Σ is the input alphabet,

- Γ is the stack alphabet,

- δ : Q× (Σ∪{ϵ})×Σ → setfinite(Q×Γ∗) is the transition function, in which ϵ represents

the empty string,

- q0 ∈ Q is the initial state,

- z0 ∈ Γ is the starting symbol for the stack,

- F ⊆ Q represents the set of final states.

For each context-free language exists a non deterministic pushdown automaton that rec-

ognize it.
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A.3 Turing Machine

A Turing machine is a theoretical model operating on symbols stored in an unbounded

tape and defined by an alphabet. The tape is composed of cells, each capable of storing a

single symbol [80]. The Turing Machine operates on these symbols according to defined

rules. Formally, the machine is defines as follows.

M = (Q,Σ,Γ, δ, q0,□, F )

Where:

- Q represents the finite set of internal states of the Turing machine,

- Σ ⊆ Γ−□ indicates the input alphabet,

- Γ is the tape alphabet,

- δ : Q× Σ → Q× Σ× {L,R} is the transition function,

- q0 ∈ Q is the initial state of the Turing machine,

- □ ∈ Γ is the blank symbol,

- F ⊆ Q is the set of final states of the machine.

Given the current state and the current symbol analyzed, the transition function δ returns

a specific output. This consists of a new state to move toward, a new symbol to overwrite

the current one on the tape, and a direction (left or right) for the central unit to move

toward.

A language is categorized as recursively enumerable if there exists a Turing machine that

can enumerate all legal strings of that language. The language is also defined recursively

enumerable if there is a Turing machine that accepts it.

A.4 Linear Bounded Automata

A linear bounded automaton is non deterministic Turing machine, having size of the tape

linearly proportional to the size of its input. A linear bounded automaton is defined as

follows.

M = (Q,Σ,Γ, δ, q0,□, F )

Where:

- Q is the finite set of internal states of the automaton,

- Σ ⊆ Γ−□ represents the input alphabet,

- Γ indicates the tape alphabet,

- δ : Q× Σ → 2Q×Σ×{L,R} is the transition function,

- q0 ∈ Q is the initial state,

- □ ∈ Γ is the blank symbol,

- F ⊆ Q represents the set of final states of the automaton.
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The input alphabet Σ has to include the two symbols: [ , ]. The transition function δ

takes as input the current state and the current symbol analyzed. The output of δ in-

volves three elements: a new state, a symbol to substitute the current symbol on the tape,

and a direction (left or right) for the central unit to move. Since the automaton is non

deterministic, there exists a set of transitions that can be chosen as next.

For each context-sensitive language not including the empty string ϵ, there exists a linear

bounded automata allowing to recognize it [80].
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