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ABSTRACT
In an era characterized by unprecedented virtual connectivity, para-
doxically, individuals often find themselves disconnected from gen-
uine human interactions. The advent of remote working arrange-
ments, compounded by the influence of digital communication plat-
forms, has fostered a sense of isolation among people. Consequently,
the prevailing socio-technological landscape has underscored the
critical need for innovative solutions to address the emotional void.
Conversational systems help people improve their everyday tasks
with informative dialogues, and recent applications employ them
to target emotional support conversation tasks. Nevertheless, their
understanding of human feelings is limited, as they depend solely
on information discernible from the text or the users’ emotional dec-
larations. Recently, Brain-Computer Interfaces (BCIs), devices that
analyze electroencephalographic (EEG) signals, have increasingly
become popular given their minimally invasive nature and low cost,
besides enabling the detection of users’ emotional states reliably.
Hence, we propose ARIEL, an emotionAl suppoRt bcI dEvices and
Llm-based conversational agent that aims at supporting users’ emo-
tional states through conversations and monitoring them via BCI.
In this way, it is possible to comprehend the users’ feelings reliably,
thus making the conversational agent aware of users’ emotional
evolution during conversations. Our framework makes the LlaMA
2 chat model communicate with an emotion recognition BCI-based
system to achieve the emotional support conversation goal. Also,
we present a controlled running example that shows the potential
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of our model and its effective functioning, made possible by a wisely
designed hard-prompt strategy. In the future, we will conduct an
in-vivo experiment to evaluate the system and its components.
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Hardware→ Sensor devices andplatforms; •Human-centered
computing→Human computer interaction (HCI); • Software
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1 INTRODUCTION
The widespread diffusion of social media platforms has enabled
people to reach an outstanding virtual connection and receive so-
cial rewards from their adoption. More than 4.59 billion people
are using these social media worldwide, a number projected to
increase to almost six billion in 20271, allowed to communicate
and share their intimacy and private life with even a large circle
of other users. Although these platforms permit faster distribu-
tion of information, even from institutional and communications
bodies, resulting in a highly connected and promptly updated soci-
ety, some people’s social media use may become maladaptive and

1Statista. Number of global social network users 2017-2027 (2023).
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problematic, causing distress and impairment in daily function-
ing [23]. Indeed, problematic social media use has been consistently
linked with negative mental health [33], with indirect effects on
both depression and anxiety [30]. Such an issue has been further
accentuated by the growing impact of Artificial Intelligence (AI) in
several domain [9, 32, 43–45], driven also by the recent emergence
of generative AI models, which has sparked heated discussions
regarding their benefits, limitations, and associated risks [4].

Despite their offered advantages like speeding up repetitive pro-
cesses, facilitating information access, and empowering people
skills in education and working areas are widely recognized nowa-
days [37, 42], bias, false information and privacy issues of such
tools affect the already complex social context that exists lately [16].
Moreover, models’ foundational high versatility and efficacy in be-
ing easily applied in the most disparate jobs or tasks instil fears
and insecurities in human beings about their near future [13, 47],
besides bearing the existence of a variegated pool of automated
services that additionally isolate people from human contact.

As published by the World Health Organization (WHO), 970
million people globally are living with a mental disorder, with
anxiety and depression being the most common2 and encouraged
by lack of affection, real social activities and the isolation people face
in the current panorama. Mental disorders are the primary cause of
even more severe illnesses [19]. Therefore, it is crucial to address
this critical issue by exploiting the advantages that technological
advances in devices and AI models offer.

The Emotional Support Conversation (ESConv) task is a recent
initiative that seriously meets the requirements of handling peo-
ple’s emotional support [21] who feel a mental disorder. It employs
dialogues to reduce the users’ emotional distress, requiring the con-
versational system to have a more high-level and complex ability to
understand the help-seeker emotional state and provide supportive
responses [34]. Indeed, during the emotional support conversation,
it is required to explore the cause of the help-seekers emotional
problem and understand their psychological intentions to provide
supportive responses effectively [38], which is not straightforward
for automated conversational models. Early works have tried to
implement human-like emotions and reactions within a conversa-
tional agent for reacting to users’ conversations [6, 41], highlight-
ing relevant difficulties in modelling such a complex behaviour
with rule-based approaches. Similar limitations have been encoun-
tered when sequence-to-sequence Machine Learning (ML) models
addressed the emotional aspects within dialogues [53]. Although
these solutions can easily recognize sentiment from text to then
differentiate generated answers over multiple possible emotions,
they stop functioning when encountering users’ emotional non-
linearity (e.g., the text emerges a positive sentiment while the user
feels distressed) or dealing with topics outside the ones learned
during its training.

Recent generative models identify a revolutionary solution for
solving the last task. Large Language Models (LLMs), deep learning
systems with massive parameters designed to learn and generate
natural language text [12], have proved to be highly effective in
handling human language information [7, 20]. They enable the au-
tomatic processing and generation of text over the most disparate

2Organization, W. H. Mental health (2023).

topics without the need to train them from scratch. Indeed, such
models have been pre-trained over large textual corpora, obtaining
an impressive general knowledge of the word [49]. Furthermore,
their straightaway usage does not require particular tuning other
than a well-designed input text message telling them the task to
complete. The latter technique is commonly known as the prompt-
ing strategy [28], which allows the direct deployment of LLMs
within the intended framework. Additionally, contemporary LLM-
based conversational tools (e.g., ChatGTP3, LLaMA 2 chat4, Vicuna5,
etc.) are famous for engaging in conversations with unprecedented
naturalness and depth, facilitating dynamic and nuanced dialogues
that mirror human interactions. Therefore, the latest proposals ad-
dressing the ESConv task include these outstanding technologies.

Zheng et al. [51] exploit GPT-J to build an extensive collection of
conversations for the ESConv task. Specifically, the authors combine
specialized heuristics with fine-tuned and prompted GPT-J models
to perform a data augmentation of the dataset already made avail-
able by the community, thus realizing AugESC. Conversely, Peng
et al. [35] focus on including an LLM called BlenderBot [39] within
a framework exhaustively designed to provide supportive responses
to users. The authors guide the introduced model in understand-
ing the emotional needs of the users, explicitly stated through
the exchange of messages, to generate the most effective support-
ive answer, settling new state-of-the-art performances. More re-
cently, Peng et al. [34] found interesting the results achieved by
the current proposal based on LLMs and developed a Hierarchical
Graph Network to improve the semantic analysis of users requests
about their emotional distress. The proposal succeeds in its aim by
enhancing the efficacy of these systems. However, it highlights an
extreme difficulty for current models in recognizing actual users’
emotional states using only text.

Identifying people’s emotions is an active field of research in
the Affective Computing domain. Specifically, affective comput-
ing is a subdomain of AI [36], which involves automatic emotion
recognition. This field has seen an acceleration in research thanks
to the availability of low-cost devices called Brain-Computer In-
terface (BCI), which capture brain signals as input for systems
designed to decipher the relationship between emotions and Elec-
troencephalographic signal changes. In particular, EEG is a tech-
nique for investigating brain electrical signals, i.e. ionic current
flows through brain neurons that cause voltage changes. This elec-
trical activity is spontaneous and is recorded over time by several
electrodes on the scalp [11]. Traditionally, EEG signals acquired
by BCI are recorded on the scalp. Due to their minimally invasive
nature, BCIs have been used in various tasks such as music compo-
sition [14], neurorehabilitation [15], and Emotion recognition [2].

With the increasing availability of various electronic devices,
people have spent more time on social media, playing online video
games, shopping online and using other electronic products. Most
contemporary Human-Computer Interaction (HCI) systems are
not capable of processing and understanding emotional data and
lack emotional intelligence. They are unable to recognize human
emotions and use emotional data to make decisions and take action.
Therefore, any HCI system that does not take human emotional
3https://chat.openai.com
4https://llama.meta.com/llama2/
5https://lmsys.org/blog/2023-03-30-vicuna/
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states into account will not be able to respond properly to those
emotions. To solve this challenge in HCI systems, machines must be
able to understand and interpret human emotional states. To build
intelligent HCI systems, a reliable, accurate, flexible and powerful
emotion recognition system is needed [24, 29].

To address these challenges, we introduce ARIEL, an emotionAl
suppoRt bcI dEvices and Llm-based conversational framework that
aims at supporting users’ distresses through dialogues and mon-
itoring them via BCI. We design a novel approach to address the
ESConv issue by taking advantage of the recent progress in emotion
recognition and language modelling tasks. Specifically, ARIEL relies
on an Emotion Recognition system composed of several ML models
trained to classify users’ emotional states based on their EEG sig-
nals. Whenever a negative state is recognized, ARIEL asks the user
to have a chit-chat to alleviate her emotional conditions. During the
user-agent interaction, the system keeps acquiring EEG signals to
monitor the emotional evolution of the user, which guides the gen-
eration of dialogues thanks to the role-play prompting technique
conceived for the LLM employed as the core of the conversational
agent. In particular, ARIEL is equipped with the LLaMA 2 chat
version. The conversation ends when the user leaves the agent, and
the system detects a stable positive emotional state reached by the
user. Our contribution can be summarized as follows:

• We are the first to introduce a novel approach to leverage
the ESConv issue by mixing models derived from Affective
Computing and Language Modelling fields (i.e., emotion
recognizer EEG-based and LLMs);

• We present the operative ARIEL framework that addresses
the ESConv task, describing in-depth the components we
designed and the whole workflow pipeline on which the
system is based;

• We demonstrate the effectiveness of our proposal through a
simple in-vitro experiment.

2 RELATEDWORK
This work lies in the intersection between the field of Large Lan-
guage Models (LLMs), employed as Conversational Agents (CAs),
and Brain Computer Interface (BCI), which enables the acquisition
of EEG signals and thus their processing to recognize human states
like emotions. Although both domains are highly novel in the re-
search community, reflected by the massive number of proposals
shared as a preprint version, we dissect below only those works
published after being peer-reviewed into two separate subsections.

2.1 Brain Computer Interface
Atkinson et al.[3] propose an approach based on a novel feature-
based emotion recognition model is proposed for EEG-based BCI
interfaces on a DEAP dataset. In this paper, the authors explore a
broader set of emotion types, arguing that the combination of a
feature selection method based on mutual information (i.e., mini-
mum redundancy-maximum relevance) and kernel classifiers can
improve the accuracy of the emotion classification task, based on
a dimensional model of Valence and Arousal. The overall results
showed the proposed SVM trained on valence and arousal achieves
73% accuracy on the considered task.

Islam et al.[25] highlight a convolutional neural network (CNN)
approach with Pearson correlation coefficient (PCC) character-
ized by correlation images of EEG subband channels on the DEAP
dataset. In this work, the CNN model images were proposed for
emotion recognition. The authors use two protocols: protocol-1
to identify two levels and protocol-2 to recognize three levels of
valence and arousal proving emotion. In addition, the authors point
out that only the upper triangular portion of the PCC images re-
duced the computational complexity and memory size without
hindering the accuracy of the model. The proposed CNN achieves
an accuracy of 78.22% for valence and 74.92% for arousal.

Zheng et al.[52] detail a method to convert the one-dimensional
EEG signal into a two-dimensional EEG signal with spatial infor-
mation based on DEAP dataset. The authors propose an emotion
recognitionmethod based on an adaptive neural decision tree (ANT)
to overcome the problem of model interpretability. They also claim
that the use of ANT for EEG signal does not require manual a priori
feature extraction. The ANT can automatically search for the opti-
mized parameters by exploring various tree architectures using the
reinforced learning method of exploration-exploitation trade-off
to obtain the optimal global network structure. The authors’ pro-
posed model achieves an accuracy of 99.12 , 98.95 , 97.58 in binary,
four-class and eight-class classification tasks, respectively.

2.2 Emotional Support Conversation with Large
Language Model

Tu et al. [46] design MISC, a MIxed Strategy-aware model inte-
grating COMET for emotional support conversation. The authors
introduce their pre-trained generative commonsense reasoning
model called COMET [10], formulating the response generation as
a probability distribution over a strategy codebook employed to
facilitate the training process. The experimental setting involves
multiple offline metrics to evaluate the accuracy of choosing the
most effective supportive strategy and assess the naturalness of the
generated answer, demonstrating the proposal’s rationality.

On the other hand, Peng et al. [35] delve into the integration of
a Language Learning Model (LLM) known as BlenderBot [39] into
a meticulously crafted framework aimed at furnishing users with
empathetic responses. Their approach entails users’ emotional cues
communicated within the dialogue, adeptly guiding the model to
discern and address these needs. By leveraging this understanding,
the system produces supportive responses that resonate effectively
with users in achieving a positive emotional state.

Liu et al. [31] innovate the ESConv task by including multi-
modal information and propose a new method called FEAT. In
detail, the authors integrate fine-grained emotional knowledge
from multiple modalities (text, audio and video), implementing
an emotion-aware transformer to recognize users’ mental states.
The system then learns to generate supportive responses based on
conversations viewed during its training phase, reaching state-of-
the-art performances.

However, all these works strictly rely on the textual messages
and exchange of the information they employ to train their system,
thus limiting the generability of such models when facing unseen
situations. Moreover, they address the task of users’ emotional
recognition by counting solely on data that does not grant enough
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reliability in detecting the complex human emotional sphere. In-
deed, De Freitas et al. [17] addressed this urgent question by focus-
ing on the context of mental health and companion AI, applications
designed to provide consumers with synthetic interaction partners,
surveying all the available tools developed to leverage such an issue.
It emerges that companion AIs are often unable to recognize signs
of distress, and consumers usually display unfavourable reactions
to unhelpful and risky chatbot responses.

With this work, we believe that merging an emotional recog-
nizer BCI-based and an LLM adapted through prompts for the
conversational task in handling emotional support dialogues lays
the foundation for developing solutions that effectively address the
critical context of mental disorders. Thanks to higher accuracy in
human emotion recognition, our framework supports users in miti-
gating their distress in favour of positive emotional states through
an LLM-based conversational agent, which can entertain generic
dialogues without limitations dictated by a specialized domain’s
dataset.

3 ARIEL FRAMEWORK
The task of emotional support conversation can be generally di-
vided into two subtasks: i) the modelling of users’ psychological
factors to detect their emotional state (i.e., emotion recognition
task - ER) and ii) the design of a conversational mode able to have
natural language dialogues (i.e., conversational agent - CA) with
the final aim to generate supportive responses. Although multiple
Sentiment Analysis techniques allow today for detailed identifica-
tion of emotional aspects hidden within a text [8, 48], which helps
to infer the emotional state of the person who wrote it, they are
effective only when dealing with linear sentiment [18], failing the
emotion recognition task otherwise. Moreover, the development of
CAs strictly dedicated to generating supportive dialogues suffers
from the overfitting problem. Specifically, they may be unskilled
in talking about topics outside the addressed task [1], typical of
human interactions, which would facilitate user emotional support.

To solve such issues, we design the ARIEL framework by taking
advantage of the recent developments in the AC field through BCI
devices and the unprecedented linguistic and cognitive properties
characterizing the most recent LLM systems in having conversa-
tions with users. Figure 1 illustrates ARIEL’s architecture and its
workflow modelled to address the Emotional Support Conversa-
tion (ESConv) task, which mainly relies on four components: the
Neuro-Linguistic Interface, the Emotion Recognizer, the Prompt
Formatter, and the LLM.

3.1 Neuro-Linguistic Interface
The Neuro-Linguistic Interface identifies the principal component
with which users can interact with the ARIEL framework. It allows
information gathering from actions undertaken by users who decide
to interact with our system, looking for supportive conversations.
Such data is mandatory for ARIEL to accomplish the ESConv task,
which exploits the Neuro-Linguistic Interface to return, in turn, the
computed responses to users. In a few words, this component is
essential to make people communicate with the framework and
vice versa.

The input on which our framework works is two-folded, span-
ning over two different information channels: the EEG signal and
natural language. The former is acquired through a BCI device,
which measures the brain’s electrical activities in a non-invasive
way. This signal conveys more emotional information from hu-
mans than other kinds (e.g., linguistic data, facial expressions). The
brain’s more superficial areas are closely connected to emotions,
with a higher concentration of electrical activity when feelings or
emotional states are experienced. Therefore, it is a valuable source
of information to detect users’ emotional condition and act accord-
ingly. The latter, instead, brings to the system what users want to
communicate explicitly in textual form. Such messages may also
include users’ sentiments through descriptions or writing styles,
although they can hardly be considered reliable. Nevertheless, tex-
tual messages are handled by the homonym sub-component, which
allows the system to know the topics on which users prefer to talk,
besides making possible dialogues.

The system consistently collects EEG signals starting when the
user initiates interaction. In contrast, it exclusively registers chat
messages upon the user’s successful transmission through the
Neuro-Linguistic Interface.

3.2 Emotion Recognizer
The Emotion Recognizer is a component that analyzes the EEG sig-
nals measured via BCI to infer the actual emotional state of the user.
Specifically, it receives a stream of EEG signals, which is adequately
framed based on the dialogue’s timing users have with the system,
from the Neuro-Linguistic Interface. These signals are processed
and feed machine learning models to infer a label indicating the
user’s emotional state, which is essential to have a clear picture
of the user’s current state and act accordingly. To achive this goal,
we rely on a novel approach granting high trustworthiness regard-
ing the emotion recognized, which we describe below in tripartite
paragraphs related to its founding elements.

3.2.1 Dataset description. In this study, the Deap [26] dataset pro-
tocol approach was employed to collect data to train machine
learning models based on the emotion state classification. The
acquisition process was conducted at the Polytechnic University
of Bari, taking into account a student population with an average
age between 20 and 30 years. Participants were informed about
the procedure and provided written consent for the collection of
Electroencephalographic (EEG) data before the experiment. Par-
ticipants’ EEG signal was acquired using the Muse 2 EEG device6
to perform an accurate data acquisition. During the experiment, a
series of 40 music videos was shown to each participant, and simul-
taneously the EEG data were continuously recorded. All collected
EEG data have been anonymized to ensure participants’ privacy,
and stored securely and accessible only to the researcher team. The
final dataset is organized as follows: (i) 30 subjects collected and
divided into several folders. (ii) Each folder contains 40 EEG trials
organized into session subfolders.

3.2.2 Preprocessing. The preprocessing pipeline is outlined below:
EEG epochs duplication and application of a bandpass filter to iso-
late frequencies between 1 and 40 Hz was carried out as the first

6https://choosemuse.com/products/muse-2
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Figure 1: The figure schematizes the overall workflow followed by the ARIEL framework. On the left side, the user interacts
with ARIEL through the Neuro-Linguistic Interface (a) component, which contemporarily enables Text Messaging and and
measuring EEG signals through a BCI device. On the right side, the Emotion Recognizer (b) receives a stream of EEG signals on
which several ML classifiers are asked to infer the emotion label that describes those signals. Such a label feeds the Prompt
Formatter (c) with the user message. The (c) component wraps up this information within the most suitable prompt based on
the conversation state. The LLM (d) is queried with the selected prompt, generating a supportive response delivered to the user
for continuing the dialogue. The interaction ends when the user reaches a positive emotional state and leaves the conversation.

step. After filtering, the data are transposed and amplitude scaled to
simplify computation. A K-nearest neighbors (K-NN) classifier, was
trained on the filtered dataset to calculate anomaly scores in order
to identify EEG data artifacts if a predefined threshold is exceeded.
All artifacts detected by the threshold-based approach are subse-
quently removed by exploiting the megkit [5] framework using
the ringing artifact reduction method. Cleaned EEG data are then
resized, restructured, and encapsulated in an MNE[22] EpochsAr-
ray object, ensuring data consistency since it maintains names and
channel types defined according to a standardized electrode fitting.
Otherwise, if the EEG Signals are artifact-free, they are preserved
in their original shape. This accurate preprocessing procedure is
essential to preserve the integrity of the EEG data, increasing the
reliability of the results.

3.2.3 Machine Learning models. In order to find the best model
able to classify emotional states, different Machine Learning (ML)
models such as Logistic Regression (LR), eXtremeGradient Boosting
(XGB), Random Forest (RF) and, Support Vector Machine (SVM) are
compared. In order to identify the best model, a hyperparameter

tuning using GridSearchCV (5-fold)7 was applied, with a Leave-One-
Subject-Out (LOSO) cross-validation strategy[27]. This approach
has led to the development of 120 specialized models. Specifically
30 ML models for each of 4 emotions (Happy, Angry, Sad, Relaxed)
able to predict by majority vote the outcome resulting from the
quadrants of Russell’s complex circumference. After comparison of
the various ML models, the best model in predicting Happy, Angry,
Sad and, Relaxed emotions was SVM achieving an accuracy of 0.77,
0.78, 0.76, 0.80 respectively for the considered emotions.

3.3 Prompt Formatter
ARIEL introduces also the Prompt Formatter component, a crucial
element within our conversational system that orchestrates the
initiation and progression of dialogues with a Large Language
Model (LLM). The Prompt Formatter serves as the gateway through
which the user’s emotion label, found by the Emotion Recognizer,
and her sent message are amalgamated into coherent prompts,
setting the stage formeaningful interactions. A prompt is essentially
a piece of natural language text given to the model by the user,
serving as the initial input or question. This input initiates the
7https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.
GridSearchCV.html
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model’s response process and guides its direction and scope, acting
as a catalyst for the output’s relevance and utility [50].

At the heart of the Prompt Formatter lies a dynamic prompting
strategy designed to optimize dialogue generation in handling the
ESConv task. The strategy hinges on the selection and adaptation
of prompts tailored to different stages of the conversation. Initially,
the Prompt Formatter employs a role-play prompt to kickstart the
interaction, providing the role the LLM has to play towards conver-
sations as a context. In this case, we assign to the LLM the role of a
virtual assistant specialized in supporting users’ mental distress to
evolve their emotional status to a positive condition. Furthermore,
we also let the LLM know that the user’s sentiment is measured
with BCI sensors, favouring the LLM in considering possible mis-
matches between what the user says about her emotional state and
what he actually feels. Below we report the adopted prompt for
enabling the LLM to initiate the conversation.

Conversation start role-play prompt
You are a Virtual Assistant designed to converse with users
supporting their emotional distress and transforming it into a
positive feeling. You receive as input also information about
users emotional state measured through an high reliable emotion
recognition model. Just have a chit-chat conversation until the
user feels happy or relaxed and wants to leave the conversation.
The emotion recognition model measures the user feels
{emotion label}. The user sent {user message}.

As the dialogue unfolds, the prompt evolves in response to the
ongoing discourse, ensuring relevance and coherence while lever-
aging the LLM’s contextual understanding. Specifically, the prompt
evolution is determined step-by-step through the conversation by
selecting a prompt from a collection designed to take into account
possible conversational states. Moreover, all the prompts include
growing dialogue histories to avoid information loss. This adaptive
prompting mechanism not only sustains the coherence of the con-
versation but also facilitates the LLM’s comprehension and response
generation, leading to richer interactive exchanges.

3.4 Generative LLM
Finally, the generative LLM component identifies the core of the
ARIEL framework. Based on the open weight LLaMA 2 chat model,
this component exploits the language processing capabilities of the
LLMs instructed to behave in a conversational manner. It serves as
the virtual interlocutor, capable of understanding user inputs, pro-
cessing contextual information, and generating coherent responses
in natural language.

Large Language Models (LLMs) are based on advanced neural
networks designed for natural language processing tasks. At their
core, LLMs are probabilistic models designed to estimate the prob-
ability distribution of sequences of linguistic units such as words
or sentences [40]. Upon receiving prompts from the Prompt For-
matter component, the generative LLM builds responses based on
the provided context and instructions. These responses are crafted
to emulate human-like conversational behavior, incorporating lin-
guistic nuances, contextually relevant information, and appropriate

tone. Moreover, since it is coupled with prompting strategies de-
scribed within the Prompt Formatter component, LLMs seamlessly
integrate into conversational frameworks, effortlessly generating
responses that align with the desired conversational goals.

4 ARIEL@WORK
With the growing sense of isolation and detachment people feel in
today’s scenario, compounded by the pervasive influence of digital
communication platforms, ARIEL eavesdrops actively on the users’
emotional problems and promulgates through conversations engag-
ing discussions and chit-chat interactions to alleviate their mental
distress. The ARIEL’s goal is to let people talk about preferred and
positive topics, opening up to confidence and problem expressions
to relieve the experienced emotive pressure.

Below, we describe an example of a user interaction with the
ARIEL system consisting of an AI-based emotion recognition frame-
work and an LLM-based chatbot. Specifically, we have designed a
running example immersed in one of the possible cases for which
this tool is helpful, besides explaining how the ARIEL framework
works in detail. Furthermore, Figure 2 contains an additional conver-
sation example to ensure a better understanding of the functioning
of the proposed framework. Such a controlled experiment resulted
from a real session trial with the ARIEL system.

Eric is a young professional immersed in a stressful work en-
vironment. Particularly, in a very stressful period studded with
relevant workload and imminent deadlines, at the end of his work-
ing day, Eric has limited time to engage in any social activity to
relieve his accumulated tension. Therefore, to get relaxed Eric sits
at his computer and wears a BCI device. With a habitual gesture, he
starts the system called ARIEL, which immediately starts recording
the EEG signals of his brain and using an AI-based Emotion Recog-
nition algorithm to predict his emotional state in real-time. Indeed,
this system represents an innovative interface between Eric’s mind
and the digital world, enabling a proactive understanding and reac-
tion to his emotions. Based on the emotions predicted by ARIEL,
a chatbot embedded in the system triggers a dialogue with Eric,
designed to drive his emotional state towards a positive direction.

In this case, the ARIEL’s emotion recognizer predicts that Eric
is experiencing sadness. Hence, ARIEL’s chatbot welcomes Eric
and initiates working on the emotion felt by the user by encour-
aging them to have a light conversation with the message: "Good
evening Eric! I sense a certain sadness from you. What happened?".
Eric, who needs to talk to someone to relieve himself from daily
worries, texts the system: "Hi Ariel! Yes, my work is quite tiring
these days, and deadlines certainly don’t help me relax.". Since ARIEL
does not acknowledge a shift in Eric’s emotional state, it tries to
cheer up him by replying: "I see! But do you know that after great
effort there is always great satisfaction? You’re working hard, you
deserve it!". Eric feels partly consoled by the message, but the great
tiredness does not allow him to change his sadness to a positive
feeling. Accordingly, Eric messages ARIEL: "I know! However, I feel
trapped in this routine. Tonight I would have liked to go and listen
to a Pink Floyd cover band, but obviously, I can’t.". Although the
overall emotional state did not have sensitive variations from the
initial state, the BCI device measures a slight positive change in
Eric’s EEG signal that the emotion recognizer promptly reports
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ARIEL 1 Settings Log Out

Hi! Yeah, I feel lost recently.
Like I don't have goals no
more

Insert Text

Hi! You look lonely. Do
you want to talk about it?

I'm so sorry, this may
happen time to time.
However, also these
moments are precious for
your growth! You may not
have goals now, but you
have skills! What are you
good at?

You might be right! I might
be good at writing stories

Fantastic! What genre do
you like to write?

I love writing pirates stories.
Set sail for the sea is one of
my dreams

ARIEL 1 Settings Log Out

Of course! I love Pirates of
the Caribbean! I think I
found my inspiration! thank
you!

Insert Text

I see! That's because a
pirate life is a life of
freedom! You got the
quote?

Oh wonderful! Will you let
me read in the future?

Yep! Probably you can give
me some advices during the
writing!

Indeed! I have the right
capabilities to support
you! Glad you feel better
now!

You really help me! Bye!

Bye bye!

Emotion: Sadness

Emotion: Sadness

Emotion: Neutral

Emotion: Happiness

Emotion: Happiness

Emotion: Happiness

Figure 2: The figure highlights a simplified conversation held by ARIEL with the user Eric. The first screenshot from the left
captures the start of the conversation, where ARIEL engages Eric in talking about his emotional distress (grey balloon). Thus,
Eric joins the dialogue with an answer describing what he feels (blue balloon) together with the emotion recognised by the
Emotion Recognizer (cf. Figure 1) through the BCI device (red balloon). The two actors of the framework have a chit-chat
conversation that brings the user’s emotional state to evolve from sadness into happiness.

to the ARIEL chatbot. Consequently, ARIEL continues the conver-
sation by resuming the topic discussed in the previous message,
which allowed the recording of this little positive perturbation (e.g.,
Pink Floyd). It answers Eric: "I’m sorry! However, even if it is not
the same, you can reproduce their songs to relax! I think you would
love listening to "The Great Gig in the Sky"! Is one of my favourites!
The vocal performance is exceptional!". At this moment, Eric feels
engaged by the conversation since the mentioned song is also one
of his favourites. He replies: "It is also one of my favourite songs!
Clare was commendable and conveys many positive feelings!". The
emotion recognizer now detects a neutral state of the user from
the initial sadness, which encourages ARIEL to continue talking
about music. Through messages of encouragement, positive talk
or joyful activities, the system will try to transform Eric’s sadness
into a more positive feeling, such as happiness. The conversational
session will terminate whenever Eric reaches a positive emotional
state and greets ARIEL, declaring the end of the dialogue.

ARIEL implements a dynamic approach for handling the ES-
Conv task thanks to the Prompt Formatter. Depending on emotions
predicted by the emotion recognizer, this component selects the
most suitable prompt that guides ARIEL’s LLM in conversing with
users and accomplishing the emotional supportive mission. In this
example, Eric has a bad day at work the following day, having had
some discussions with colleagues. When interacting with ARIEL,
the system predicts that Eric is experiencing anger. In this case, the
chatbot will take a different approach. Therefore, ARIEL texts Eric:
"Hi Eric! Did you have a bad day? I feel your anger." Eric will then
explain to ARIEL his unfortunate day, and the emotion recognizer
will detect his negative feelings. As a consequence, ARIEL engages
in a conversation to manage nervousness issues, replying to Eric:
"What a pity! But first thing first, take a deep breath. Every problem
has a solution. Let’s find it together." During the dialogue, ARIEL
will offer Eric further stress management techniques, such as calm
reflection on his feelings, despite positively facing the emerging
work issue. The aim is to help Eric calm down and regain his inner
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peace, gradually shifting his emotionality towards more neutral
and ultimately positive states. Also, the whole conversation will be
guided wisely thanks to the continuous monitoring of the user’s
EEG signals through the BCI device.

Whenever Eric starts a conversation with ARIEL while feeling
happy or any other positive emotion, the emotion recognizer will
detect that Eric is already in a positive emotional state, therefore
the chatbot will keep the conversation light and joyful, without
attempting to change his mood further. Instead, it might propose
fun activities or encourage Eric to share his positive experiences,
thus helping to consolidate his happy emotional state.

5 CONCLUSION
In this paper, we presented a novel framework to handle the emo-
tional support conversation (ESConv) task. ARIEL, an emotionAl
suppoRt bcI dEvices and Llm-based system, embraces an innova-
tive strategy in engaging users through conversations to alleviate
their mental distress via the adoption of brain-computer interface
(BCI) devices for reliably detecting their feelings. Our proposal is
the first to take advantage of the recent discoveries in the fields of
Affective Computing and Language Modelling, mixing BCI-based
emotion recognition models and a large language model (LLM)-
based conversational agent (CA) to effectively address the ESConv
task. Indeed, ARIEL is composed of an emotion recognizer to detect
the users’ emotional states via BCI, an LLM to generate natural
language messages given a text as the input, and a prompt formatter
to enclose emotional labels and users’ messages within different
and dynamically selected prompts to guide the LLM in generat-
ing dialogues. One of the most interesting aspects of ARIEL is the
high reliability in detecting users’ emotions thanks to the electroen-
cephalographic (EEG) signals acquired by the BCI device, showing
effective functioning during our running example.

In future developments of this work, through a detailed user
study, the impacts of this technology on mental health, emotional
well-being and work performance will be analysed. Furthermore,
the ethical and social implications of an increasingly intimate in-
teraction between man and machine in the field of personalised
emotional assistance will be assessed.
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