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Abstract

Background: Laryngeal carcinoma (LC) remains a significant economic and
emotional problem to the healthcare system and severe social morbidity. New
tools as Machine Learning could allow clinicians to develop accurate and
reproducible treatments.

Methods: This study aims to evaluate the performance of a ML-algorithm in
predicting 1- and 3-year overall survival (OS) in a cohort of patients surgical
treated for LC. Moreover, the impact of different adverse features on prognosis
will be investigated. Data was collected on oncological FU of 132 patients. A
retrospective review was performed to create a dataset of 23 variables for each
patient.

Results: The decision-tree algorithm is highly effective in predicting the prog-
nosis, with a 95% accuracy in predicting the 1-year survival and 82.5% in
3-year survival; The measured AUC area is 0.886 at 1-year Test and 0.871 at
3-years Test. The measured AUC area is 0.917 at 1-year Training set and
0.964 at 3-years Training set. Factors that affected 1yOS are: LNR, type of sur-
gery, and subsite. The most significant variables at 3yOS are: number of metas-
tasis, perineural invasion and Grading.

Conclusions: The integration of ML in medical practices could revolutionize
our approach on cancer pathology.
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1 | INTRODUCTION

Laryngeal cancer (LC) is one of the most common malig-
nant tumors of the head and neck region. It accounts for
177 000 new cases per year worldwide, with 94 000
related deaths."” Major risk factors include tobacco,
smoking, and alcohol consumption. Thanks to anti-
smoking campaigns, tobacco use has declined over the
past two decades, resulting in a 2.4% per year decrease in
the incidence of LC. On the other hand, the prognosis
has not improved significantly, with a 5-years overall sur-
vival (OS) of 60.9%.>

Tumor stage at diagnosis impacts on OS and it largely
varies from 85% at early-stage to 40% in stage IV disease.”
Due to this discrepancy, many efforts have been made to
stratify patients into high- or low-risk groups and to plan
patient-specific optimal treatments.”™®

The collaboration between biomedicals and bioinfor-
matics has led to develop the Artificial Intelligence
(AI) algorithms, which have consistently improved the
cancer's analysis compared with conventional statistical
tools.”'" Machine learning (ML) is a branch of AI that
deals with predictions in unknown situations from previ-
ous observations that have been “learnt.”***> The appli-
cation of ML in medical practice can potentially
revolutionize patient care and therapeutic decisions by
individualizing the treatment according to specific risk-
factors.'®!”

Recently the applications of Al in LC have encom-
passed a variety of fields, including radiomics, genomics,
acoustics, and videomics to support screening, diagnosis,
decision making, and oncological outcome.

However, the common drawback of these studies lies
in their verification, since most of them remain in a
proof-of-concept level, because they are bound to data-
bases of singular institutions or address only a few lim-
ited topics. To date, the use of AI in clinical practice is
absent.

The most developed areas are: videomics (Al can clas-
sify LC, distinguish precancerous lesions, benign lesions,
or healthy patients learning from laryngoscopy images);
acoustic data evaluation (the voice signal analysis can be
used to distinguish patients with laryngeal cancer from
healthy subjects). In other fields (e.g., radiomics) AI may
be capable to distinguish benign from malignant lesions
or automatically carry out diagnosis analyzing histopath-
ologic slides.">"*

As regards management and the outcomes (risk of
recurrence, possibility of distant metastases, therapeutic
choice) the use of artificial intelligence is still in its initial
stages.'’

This pilot study aims to evaluate the performance of a
ML algorithm in predicting 1- and 3-year OS in a cohort

of patient surgical treated for LC. Moreover, the role and
the impact of different adverse features will be investi-
gated with a decisional tree.

Data are collected on surgical experiences and onco-
logical follow-up of 132 patients affected by laryngeal
cancer, treated at IRCCS “Regina Elena” National Cancer
Institute of Rome.

We kindly encourage colleagues to co-operate with
our project by sharing database or testing patients with
our algorithm. The algorithm is available on: www.
datalarynx.com.

2 | MATERIALS AND METHODS

2.1 | Endpoint of the study
The primary endpoint of the study is the prediction of the
oncological outcome at two different time points (1- and
3-years after surgery). The oncological outcomes are
defined as: (a) NED (No evidence of disease); (b) RD
(Relapse of disease). The latter includes both AWD (Alive
with Disease) and DOD (Dead of Disease) patients.

A secondary endpoint is the impact of the different
adverse features in predicting the oncological outcome.

2.2 | Patient selection and dataset
creation

All patients who underwent open surgical treatment for
laryngeal squamous cell carcinoma (SCC) at the IRCCS
“Regina Elena” National Cancer Institute between January
1, 2005 and August 31, 2021 were enrolled. The Institu-
tional Review Board and the Ethics Committee of our insti-
tution approved the study. (Protocol No. RS1661/22 IFO).

Inclusion criteria were: (1) histologically confirmed
SCC of the larynx'®; (2) indication of the Disease Manage-
ment Team to an upfront open surgical treatment accord-
ing to Head and Neck Cancers NCCN clinical practice
Guidelines'®; (3) complete follow-up of at least 3 years.

Exclusion criteria were: (1) patients who had under-
gone previous surgical or radio-chemotherapy treatment
on the head and neck region; (2) patients with synchro-
nous or metastatic tumors; (3) patients without concomi-
tant neck dissection; (4) incomplete data records or “lost
to follow-up”; and (5) patients dead for other causes.

Enrolled patients were defined as “instances.” A ret-
rospective review of clinical and pathological records was
performed to create a dataset containing a total of 23 vari-
ables, called “attributes,” which are listed in Table 1.
Exactly 1- and 3-year OS were established as the “target”
attributes to be predicted.

85UB017 SUOLULLIOD 3AIES.D 3|deal|dde au3 Aq peusenob afe Sape YO ‘88N JO S9N 10y Afeiq 1 BUIIUO A3]IA UO (SUOIPUOD-PUR-SLURYWI0D A8 M ARIq 1 BUTIUO//SARY) SUORIPUOD PUe Swis | 8y} 885 *[7202/90/G2] Uo Ariqiauliuo AB|IM *elfeleuRIL00D Ad vEY.Z PRU/Z00T OT/I0p/L0d"AB| 1M Afelq jouluo//Sdny Lo pepeojumoq ‘8 ‘€202 ‘L7e0.60T


http://www.datalarynx.com
http://www.datalarynx.com

2 | WILEY

TABLE 1

A WD =

10

11
12

13
14
15

16
17

18

19

20

21

22

23

PETRUZZI et AL.

Attribute name
Age at surgery
Gender

Smoke

Pack-years

Alcohol

Cancer subsite

Treatment

Type of laryngectomy

Type of neck dissection

Surgical Margins

Grading
pT

vl
nl

pN

ENE
cM

Staging

Total number of lymph

nodes removed

Number of metastatic
lymph nodes

LNR

1-year follow-up

3-year follow-up

List of attributes.

Attribute values
yy (vears)

male (M); female (F)
yes; no

nn (pack-years)

Yes; no

Supraglottis; glottis; subglottis

Surgery alone; Surgery + adjuvant
RT; Surgery + concomitant
RT/CHT

Total laringectomy; OPHL 1;
OPHL 2A; OPHL 2B; OPHL 3

SND, mRND, RND; SND + SND;
SND + mRND; SND + RND;
mRND + mRND; mRND +
RND; RND + RND

R1, R2, Close (<2 mm), RO

1;2;3
1A; 1B; 2; 3; 4A; 4B

0;1

0;1
0; 1; 2A; 2B; 2C; 3A; 3B

0;1
0;1

I; IL; IIT; IVA; IVB; IVC

nn

NN

NN/nn

NED; RD

NED; RD

definition

Patient age at the time of surgery

Patient biological sex assigned at birth

Previous or active tobacco smoking habit for more than 1 year

Unit of measure for tobacco exposure (20-cigarette packs
smoked per day multiplied by the number of years the
person has smoked)

For men, consuming more than 4 drinks on any day or more
than 14 drinks per week. For women, consuming more
than 3 drinks on any day or more than 7 drinks per week

Anatomical subsite of cancer origin within the larynx

Treatment modality

Type of laryngectomy performed in patients undergoing
surgical treatment (according to the European
Laryngological Society).

Type of neck dissection performed in patients undergoing
surgical treatment (according to the American Academy of
Otolaryngology). When bilateral, the side homolateral to
the cancer is indicated first

The distance between the invasive tumor front to the resected
margin
Histologic grading according to Broder classification’

Pathologic assessment of the primary tumor (T category)
according to AJCC Cancer Staging Manual, 8th Ed

Histologic evidence of vascular infiltration
Histologic evidence of perineural infiltration

Pathologic assessment of lymph node involvement (N
category) according to AJCC Cancer Staging Manual, 8th
Ed

Histologic evidence of extranodal extension

Clinical assessment of lymph node involvement (N
category) according to AJCC Cancer Staging Manual,
8th Ed

Prognostic stage group according to AJCC Cancer Staging
Manual, 8th Ed

Total number of lymph nodes isolated from the surgical
specimen

Number of metastatic lymph nodes isolated from the surgical
specimen

Lymph node ratio (ratio between number of metastatic
lymph nodes and total number of lymph nodes isolated
from the surgical specimen)

Oncological status at 1-year follow-up NED = No evidence of
disease); RD Relapse of disease (AWD = alive with disease
or DOD dead of disease)

Oncological status at 1-year follow-up NED = No evidence of
disease; RD Relapse of disease (AWD = alive with disease
or DOD = Dead of disease)
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2.3 | Algorithm

Waikato Environment for Knowledge Analysis (Weka) was
used as a data mining tool.”® Weka is an open source software
developed at the University of Waikato, New Zealand, and
licensed under the GNU General Public License. Weka pro-
vides users with a set of algorithms for data mining tasks,
including preprocessing, classification, regression, clustering,
association rules, feature selection, and visualization.?'** For
this study we chose the J48 algorithm in the Weka Data min-
ing tool, an open-source java implementation of the C4.5 algo-
rithm, whose output is used to generate a decision tree.”**

24 | Data processing

A series of preprocessing operations were carried out on the
raw data to optimize the information extraction process by
reducing noise, redundancy and waste. Missing values, out-
liers (e.g., abnormal values), and useless data were removed
from the dataset (“data cleaning”); continuous values were
normalized and all the attributes were generalized according
to concept definitions (“data transformation”). Only a subset
of highly informative attributes was selected for the next train-
ing phase. This step was performed using the Correlation-
based Feature Selection (CFS), a WEKA function.

2.5 | Classification

The dataset was randomly organized to ensure a casual
insertion of the instances (the patients) and to avoid bias.
This randomization was carried out through an addi-
tional algorithm that generated a casual distribution. The
additional algorithm started from an initial numeric
value which is called “seed.”

In the ML algorithm, the dataset was split into two
parts: training data used to build the model and test data
used to evaluate the performance of the algorithm and to
characterize the generalization capabilities of the model.
We opted for a percentage split: 70% of the instances
(e.g., 92/132 patients) were used as training data and the
remaining 30% (e.g., 40/132 patients) as test data.

This operation was repeated iteratively on the dataset
with multiple input seeds: we iteratively subjected to the
algorithm a different distribution of the data.

2.6 | Metrics and evaluation

To evaluate the goodness and the reliability of the model
obtained by the algorithm, we used metrics and indica-
tors for binary classifiers.

The basic metrics were: True Positive (TP): number of
correctly classified positive examples; False Negative
(FN): number of positive examples erroneously classified
as negative; False Positive (FP): number of negative
examples erroneously classified as positive; True Negative
(TN): number of correctly classified negative examples.

A confusion matrix was created to represent false neg-
atives and false positives produced by the model. Starting
from these values, more complex indicators were
extracted: Accuracy; Recall or TPR (True Positive Rate);
Specificity or TNR (True Negative Rate); False Positive
Rate; False Negative Rate; Precision; F-measure; MCC
(Matthews correlation coefficient); Kappa statistics
(Cohen's Kappa) with the Landis and Koch ranges
(Kappa <O0: there is no agreement; Kappa € (0; 0.2):
weak; Kappa € (0.2; 0.4): enough; Kappa € (0.4; 0.6):
good; Kappa € (0.6; 0.8): excellent; Kappa € (0.8; 1):
almost perfect).

3 | RESULTS

3.1 | Clinical dataset

A total of 132 on 673 patients who underwent open surgi-
cal treatment for laryngeal SCC at our institution met the
inclusion criteria.

A total of 107 of them were males (81.06%), 25 were
females (18.94%) with a male to female ratio of 5.28:1.
The mean age at treatment was 62 years (range 19-
88 years). Exactly 98 were active or former smokers
(range 0-140 pack-years) while 44 reported alcohol
abuse. All the alcohol abusers were also smokers. The
most affected laryngeal subsite was the glottis (94 cases),
followed by the supraglottis in 37 cases and the subglottis
in 1 case.

All patients underwent upfront surgical treatment:
8 patients were eligible for Open partial horizontal laryn-
gectomy (OPHL) type I; 31 patients were treated with
OPHL type IIa; 15 patients with OPHL type IIb, 5 patients
for OPHL type I1II; 73 patients were treated with total lar-
yngectomy.?® All patients received neck dissection (ND):
43 patients received monolateral selective neck dis-
section (SND); 61 patients received bilateral SND;
10 patients were treated with bilateral radical neck dis-
section; 18 patients received monolateral modified radical
neck dissection and contralateral SND.

In all cases, the histological examination confirmed
the diagnosis of SCC. According to Broder classification,
2 out of the 132 patients were G1, 67 G2, and 63 G3.

All patients were re-staged. According to AJCC TNM
8th Ed,”’ six patients were staged as pT1, 23 as pT2, 55 as
pT3, and 48 as pT4. Neck dissection specimens were
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pathologically negative (pNO) in 88 patients, pN1 in
12 cases, pN2b in 12 cases, pN2c in 3 cases, while
17 patients were classified as pN3b due to extracapsular
spread (ENE+).

The number of lymph nodes removed per patient ran-
ged from 12 (monolateral ND) to 121 (bilateral ND). The
number of lymph node metastases per patient varied
from 0 (NO) to 28 (N+). The mean Lymph Node Ratio
(LNR—the number of positive lymph nodes divided by
the total number of lymph nodes excised) was 0.014
(range 0-0.298).%°

As regarded post-operative Stage: 6 patients were Stage I,
24 Stage 11, 41 Stage 111, 43 Stage IVA, and 18 Stage IVB. Con-
cerning post-operative adverse features, vascular infiltration
was found in 18 cases; perineural invasion in 23 cases. Adju-
vant radiotherapy was administered in 56 patients. Eleven
patients received adjuvant radio-chemotherapy. All patients
were re-evaluated at 1- and 3-years.

At 1-year follow-up, 114 patients were alive without
evidence of disease (NED). Eight adverse events had
occurred: 12 patients had recurrence or persistence
(AWD); 6 deaths due to disease-related causes (DOD).

At 3-year follow-up, 103 patients were NED;
11 patients were AWD; 18 patients were DOD. Compared
with the previous endpoint, 11 additional adverse events
were observed (9 relapses and 2 disease-related deaths in
patients who were NED at 1 year).

The main demographic, surgical and clinical charac-
teristics were summarized in Table 2.

3.2 | Machine learning evaluation
The dataset has been randomly ordered with an addi-
tional algorithm, starting from a seed.

It was preferred the seed-generated random distribu-
tion that provided a homogeneous distribution of the
data in terms of training and testing.

This operation preceded the evaluation of the model
obtained with the machine learning algorithm. Non-
homogeneous distributions were also tested, confirming
the inadequacy of the results: even if they presented very
high accuracy values, their Kappa statistic were close
to zero.

3.3 | Evaluation at 1-year

Table 3A presents the results obtained from seed 22. The
training work was carried out on 92 patients of which
79 were NED and 13 with adverse events (AWD or
DOD), the testing one on the remaining 40 of which
35 were NED and 5 labeled as AWD or DOD. A total of

38 out of 40 patients were correctly classified, obtaining
an accuracy of 95%.

As shown in Table 3A, a True Positive Rate close to
1 demonstrates the ability of the classifier to identify posi-
tive results, in the same way the Precision and Recall
which close to 1 shows low false positives and false nega-
tives, respectively. Similarly, F-measure and MCC return
high scores. The Kappa statistic has a value of 0.7714,
with an agreement level defined as excellent.

The measured AUC area is 0.886 in the Testing set
and it counts 0.917 in the Training one.

Regarding the importance of attributes, it is necessary
to analyze the decision tree produced with the training
data (Figure 1).

The root of the tree considered the most important
prognostic factor is the LNR. All patients with a LNR
included in the range 0-0.03 are NED at 1-year.

The left branch with low values of LNR contains
71 patients, equal to 77.2% of the total training data
(92 cases). 69/71 patients are correctly classified. There-
fore 97% of 77.2% of the training data is correctly classi-
fied with LNR only.

Three other prognostic factors are elected on the right
branch of the tree. The outcome of patients with a high
LNR value is influenced by type of surgery on T, type of
ND and laryngeal subsite. The supraglottic laryngeal can-
cer or a surgical treatment with OPHL type 3 seems to
have a high risk of RD (3 out of 4 patients with those var-
iables are recognized by the algorithm and correctly clas-
sified as patients with relapse of the disease). All other
variables have apparently no impact on prognosis at
1-year follow-up.

3.4 | Evaluation at 3-year

The same approach was used to predict the mentioned
endpoint at 3-years after surgery. In Table 3B we present
the results obtained for seed 51, a seed with a good distri-
bution of data between training and testing.

The algorithm ran training work on 92 patients (70%
of the cohort) of which 71 were NED and 21 with adverse
events (AWD or DOD), then it tested itself with the
remaining 40 of which 32 were NED and 8 labeled as
AWD or DOD. Exactly 33 out of 40 patients were cor-
rectly classified, achieving an accuracy of 82.5%. A true
positive rate close to 1 demonstrates the ability to identify
positive results, similarly the Precision and Recall close
to 1 shows low false positives and false negatives respec-
tively. The Kappa statistic has a value of 0.557, with a
level of agreement defined as good. The measured AUC
area is 0.871 in the Testing set and it counts 0.964 in the
Training one.
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TABLE 2 Demographic, surgical, and oncological information.

Variable

Gender

Age (years)
Subsite

Type of laryngectoymy

Type of neck dissection

pT stage

PN stage

Stage

Grading

N

Surgical margins
nl

vl

LNR

Adjuvant treatment

1-year follow up

3-year follow up

Distribution
Male

Female

Mean (Range)
Glottis
Supraglottis
Subglottis

OPHL type I
OPHL type IIa
OPHL type IIb
OPHL type III
Total laryngectomy
Homolateral SND
Bilateral SND

Homolateral mRND + contralateral SND

Bilateral mRND
pT1

pT2

pT3

pT4

pNO

pN1

pN2b

pN2c

pN3b

I

1II

II1

IVa

IVb

Gl

G2

G3

ENE+

RO

Perineural invasion
Vascular invasion
Mean (range)
Radiation therapy
Chemo-radiation therapy
None

NED

AWD

DOD

NED

AWD

DOD

Data
107 (81.1%)
25 (18.9%)
62 (19-88)
94 (71.2%)
37 (28.0%)
1(0.7%)
8 (6.1%)
31 (23.5%)
15 (11.4%)
5(3.8%)
73 (55.3%)
43 (32.6%)
61 (46.2%)
18 (13.7%)
10 (7.6%)
6 (4.5%)
23 (17.4%)
55 (41.7%)
48 (36.4%)
88 (66.7%)
12 (9.1%)
12 (9.1%)
3(2.3%)
17 (12.9%)
6 (45.4%)
24 (18.2%)
41 (31.1%)
43 (32.6%)
18 (13.7%)
2 (1.5%)
67 (50.8%)
63 (47.7%)
17 (12.9%)
132 (100%)
23 (17.4%)
18 (13.6%)
1.4% (0-29.8%)
56 (42.4%)
11 (8.3%)
65 (49.2%)
114 (86.4%)
12 (9.1%)
6 (4.5%)
103 (78.0%)
11 (8.3%)
18 (13.7%)
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TABLE 3 Evaluation results—(A) evaluation at 1-year; (B) evaluation at 3-year.
A) TP rate FP rate Precision
Weighted avg 0.800 0.029 0.800
0.971 0.200 0.971
0.950 0.179 0.950

Correctly classified instances
Incorrectly classified instances

Kappa statistic

B) TP rate FP rate Precision

Weighted avg 0.875 0.188 0.538
0.813 0.125 0.963
0.825 0.138 0.878

Correctly classified instances
Incorrectly classified instances

Kappa statistic

The performance of the classifier gets worse com-
pared with the previous scenario, 17.5% of the data is
classified incorrectly.

Figure 2 represents the decision tree obtained. The
root of the tree is the presence of lymph node metastases.
A total of 43/92 patients (45.65%) lied in the left branch
of the tree. Their outcome was “guessed” by the algo-
rithm at 97.67%. Their outcome depends on three differ-
ent attributes: the number of lymph node metastases,
perineural invasion, and Grading. All patients with 0 or
1 lymph node metastases, no perineural invasion, and
Grade 1 or 2 were NED at 3 years of follow-up. In case of
different values (e.g., perineural invasion, 2 or more
nodes, G3) the risk of RD increases. The tree has three
other leaves influencing outcome: type of surgery on T,
type of ND, pN. However, the absence of consistent data
did not ensure the accuracy of last three attributes.

4 | DISCUSSION

LC is a relatively rare neoplasm still associated with high
mortality and morbidity."* In addition to early diagnosis,
a better comprehension of the most important prognostic
factors can contribute to develop a more personalized
treatment plan.”'°

Currently, LC treatment is based on the presence of
certain clinical or histological “adverse features,” such as:
advanced cTNM stage, status of the margin, or lymph
node extracapsular extension.>® Evidence is mainly
based on empirical experiences and outdated scientific
studies with heterogeneous or small cohorts.**~*!

Recall F-measure MCC AUC area Class
0.800 0.800 0.771 0.886 RD
0.971 0.971 0.771 0.886 NED
0.950 0.950 0.771 0.886

Unit Percentage
38 95%

2 5%

0.7714 77.14%

Recall F-measure MCC AUC area Class
0.875 0.667 0.587 0.871 RD
0.813 0.881 0.587 0.871 NED
0.825 0.838 0.587 0.871

Unit Percentage
33 82.5%
7 17.5%
0.557 55.7%

Developments in statistics and computer engineering
over the last two decades have encouraged many scien-
tists to apply statistical methods to analyze oncological
outcomes or to offer important predictive information. To
improve the evidence level, researchers are recently focus-
ing on Artificial Intelligence.*>** The Al-applications in
cancer diagnostics, prognosis predictions, and trials repre-
sent a current challenge in the oncologic area.>***

As regards the optimal machine learning algorithm to
be adopted, no consensus has been expressed in scientific
community; the choice is generally based on: quantity
and quality of data, aim of study, previous reports in the
literature, and investigator's experience.*

The aim of this work is not to compare different types
of algorithms, but to deep the decision role that leads to
an optimized oncological prediction. The chosen algo-
rithm is J48, an open-source Java implementation of the
C4.5 algorithm in the Weka data mining tool.’>** Its out-
put is a decision tree, a graphical tree-like structured clas-
sifier with root node (e.g., the person has lymph node
metastasis or not) and terminal leaves determined by the
answers. Algorithms travel from a root node to a leaf
node based on learning rules derived from data train-
ing.*> For medical purposes a decision tree was consid-
ered the most suitable choice, as it provides readable
rules easy to be understood and built.*

In our study, we collected 23 attributes related to the
patients, the type of tumor and the type of treatment. We
asked the machine to learn the patient's 1- and 3-year
prognosis in terms of NED, AWD or DOD and then to
predict the outcomes in a subset of patients. As a second
goal we evaluated through a decisional tree which
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attributes have a greater impact on prognosis. Our results
demonstrate the high effectiveness of the algorithm in
predicting the prognosis of laryngeal cancer, with a 95%
accuracy in predicting the 1-year survival and 82.5% in
3-year survival. According to our algorithm, LNR, type of
surgery on T, type of ND, and cancer subsite were the
key factors that affected 1-year overall survival. The most
significant variables in predicting 3-year overall survival
were: number of lymph node metastasis, presence of peri-
neural invasion, and grading. Therefore, an advanced
tumor with a high number of metastases at the time of
diagnosis has an important impact on the short-term
prognosis at 1-year. On the other hand, the intrinsic char-
acteristics of the neoplasm, such as the grading or the
capacity of perineural infiltration, determine a low long-
term prognosis influencing the 3-year outcome.

The idea of a better identification of prognostic factors
and related influence could have important reverbera-
tions on clinical practice and our daily therapeutic
choices.

Looking at the results obtained with our J48 algo-
rithm, we re-evaluated our database with a machine
learning from another family of algorithm. The compari-
son seemed necessary to see if the results changed using
different algorithms. We have added to the evaluation
with the J48 algorithm also the results obtained with the
Naive Bayes of WEKA.?* Naive Bayes classifiers are a
family of simple “probabilistic classifiers” based on apply-
ing Bayes' theorem with strong (naive) independence
assumptions between the features.*®

Here follow the results obtained at 1-year. The train-
ing work was carried out on 92 patients. Correctly
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classified instances were 78 (84.7826%); Incorrectly classi-
fied instances were 14 (15.2174%); AUC area was 0.923.
The testing work was carried out on the remaining
40 patients. Correctly classified instances were 34 (85%);
Incorrectly classified instances were 6 (15%); AUC area
was 0.831. Results obtained at 3-years. The algorithm ran
training work on 92 patients. Correctly classified
instances were 78 (84.7826%); Incorrectly classified
instances were 14 (15.2174%); AUC area was 0.888. Then
the algorithm tested itself with the remaining 40. Cor-
rectly classified instances were 35 (87.5%); Incorrectly
classified instances were 5 (12.5%); AUC area was 0.898.
The results are statistically comparable to those obtained
with the J48 algorithm. This demonstrates that other
algorithm models can also be used, proving to be equally
effective and capable of producing comparable results.
The present study has some limitations. First, the
machine learning algorithms were developed using a ret-
rospective cohort, limited data, and selected attributes.
Second, this study is based on patients treated in a single
institution by the same surgical équipe and evaluated by

the same multidisciplinary team. In addition, AI may be
affected by the so-called “black box effect”: researchers
and clinicians typically know the inputs and the results,
but it is hard to understand what is going on inside of the
algorithm. The relative absence of transparency con-
tinues to be a limitation and constitutes a lack of confi-
dence in results. Finally, many ethical questions remain
unanswered: what about the patient's reactions in the
event of an unfavorable prediction? Are they less likely to
continue the treatment in case of a low prognosis? Who
is responsible for an incorrect prediction?

5 | CONCLUSION

Laryngeal cancer continues to be a significant economic

alarm bell for the healthcare system and an equally

important social problem for patients and caregivers.
Traditionally, the experience of radiotherapists, radi-

ologists, and surgeons plays a significant role in therapies

decision-making; this historical approach, despite with
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the diffusion of various guidelines, poses a great risk of
bias and a subjective choice of the treatment.

Nowadays Al is a rapidly evolving field. The integra-
tion of AI into our daily routine and communication has
defined the Fourth Industrial Age and may renew our
approach to cancer pathology. In this pilot study, we
demonstrate the application of machine learning using
our institutional database. We developed a decision-tree
algorithm which is highly effective in predicting the prog-
nosis of laryngeal cancer, with a 95% accuracy in 1-year
survival and 82.5% in 3-year survival.

We invite the scientific community to contribute to
our database and to validate our data, making them more
efficient. Follow our website to test the algorithm, pre-
dicting your patient’s outcomes and contribute to a future
and shared database (www.datalarynx.com).
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