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ABSTRACT
A common approach to model complex chemistry in numerical simulations is via post-processing of existing magneto-
hydrodynamic simulations, relying on computing the evolution of chemistry over the dynamic history of a subset of particles
from within the raw simulation. Here, we validate such a technique, assessing its ability to recover the abundances of chemical
species, using the chemistry package KROME. We also assess, for the first time, the importance of the main free input parameters,
by means of a direct comparison with a self-consistent state-of-the-art simulation in which chemistry was directly coupled to
hydrodynamics. We have found that the post-processing is highly reliable, with an accuracy at the per cent level, even when the
most relaxed input parameters are employed. In particular, our results show that the number of particles used does not affect
significantly the average properties, although it suppresses the appearance of possibly important spatial features. On the other
hand, the choice of the integration time-step plays a crucial role. Longer integration time-steps can produce large errors, as
the post-processing solution will be forced towards chemical equilibrium, a condition that does not always necessarily apply.
When the interpolation-based reconstruction of chemical properties is performed, the errors further increase up to a factor of
∼2. Concluding, our results suggest that this technique is extremely useful when exploring the relative quantitative effect of
different chemical parameters and/or networks, without the need of re-running simulations multiple times, but some care should
be taken in the choice of particles sub-sample and integration time-step.
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1 IN T RO D U C T I O N

Since the detection of the first molecules in the interstellar medium
(ISM; Swings & Rosenfeld 1937; Douglas & Herzberg 1941),
there has been an increasing interest in the study of chemistry in
astronomical contexts, up to the point that, nowadays, the study of
both chemical structure and evolution of any given system under
scrutiny is widely accepted as crucial to completely understand it.
Unfortunately, the inclusion of self-consistent chemical evolution
in theoretical models in the aim at further constraining the pro-
cesses happening in astronomical environments is very complicated.
Chemical reactions work on very short time-scales compared to other
dynamical processes, and, on top of this, they strongly depend on
the local properties (density and temperature) of the medium and the
impinging radiation flux.

From a numerical perspective, an accurate treatment of any system
evolution as a whole would require on-the-fly (OTF) non-equilibrium
chemistry calculations in hydrodynamic simulations, especially
when the chemical state of the gas affects the thermodynamics of the
system, for instance on galactic scales (see e.g. Richings, Schaye &
Oppenheimer 2014; Bovino et al. 2016). While most of the galaxy-
scale studies to date are still based on the post-processing of the
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simulations, either via pre-computed CLOUDY (Ferland et al. 1998)
tables (Olsen et al. 2017; Pallottini et al. 2017, 2019; Katz et al.
2019; Arata et al. 2020), or determined from chemical networks
under the assumption of photoionization equilibrium (Keating et al.
2020), the last decade has seen an increasing effort by several groups
to properly include non-equilibrium chemistry in simulations, from
simple models tracing primordial species (Gnedin, Tassis & Kravtsov
2009; Christensen et al. 2012; Tomassetti et al. 2015; Katz et al. 2017;
Pallottini et al. 2017; Lupi et al. 2018; Nickerson, Teyssier & Rosdahl
2018) to more accurate ones that also include metal elements (Glover
et al. 2010; Hu et al. 2016; Richings & Schaye 2016; Capelo et al.
2018; Lupi et al. 2020; Lupi & Bovino 2020).

Conversely to galactic scales, the chemistry complexity expo-
nentially grows when simulating the small scales typical of pre-
stellar cores and protoplanetary discs. During the initial phases of
the star formation process, pre-stellar cores are characterized by
extremely high densities (nH2 � 104 cm−3) and low temperatures
(T < 20 K), and exhibit a well-defined chemical structure deter-
mined by characteristic chains of chemical reactions (Caselli &
Ceccarelli 2012; Öberg & Bergin 2021). These conditions are
ideal for the adsorption of heavy species on the surface of dust
grains, a process known as freeze-out (Bacmann et al. 2002, 2003;
Tafalla et al. 2006), and thus a plethora of gas–grain interactions
and reactions on the surfaces of such grains starts to take place,
further increasing the chemical complexity of these objects (see
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Chemical post-processing 3443

e.g. van Dishoeck 2018). As a consequence, chemical networks
exponentially grow, making OTF calculations in already expen-
sive 3D magnetohydrodynamic (MHD) simulations computationally
unfeasible. Relevant examples of still unresolved features due to
the lack of robust and consistent chemical modelling are, for
instance, the high-abundances of NH3 observed towards the central
regions of pre-stellar cores (Tafalla et al. 2004; Crapsi et al.
2007; Sipilä et al. 2019), or the convoluted processes govern-
ing the formation and evolution of interstellar complex organic
molecules (iCOMs; Punanova et al. 2018; Jiménez-Serra et al.
2016).

The need to include gas–grain interaction and surface chemistry
in the study of star-forming regions becomes then fundamental
for the complete understanding of particular features and chemical
complexities observed towards these objects. The common approach,
in these cases, is to build low-dimensionality models, which are
qualitatively useful to explore the different formation paths of a given
iCOM or to perform sensitivity studies, by mapping a large parameter
space. To date, there are no works where the formation of iCOMs
is consistently followed in 3D simulations, and the available studies
rely instead upon the post-processing of the simulation outputs with
a non-equilibrium chemistry solver (see e.g. Ruaud et al. 2018;
Coutens, Commercon & Wakelam 2020). This approach is generally
based on the selection of a sub-sample of resolution elements
(particles) from standard pure MHD simulations, i.e. performed
without OTF chemistry, and on the subsequent integration of the
chemical equations on the already pre-determined dynamical history
of said particles. On the other hand, Priestley, Viti & Williams
(2018) and Priestley, Wurster & Viti (2019) suggested an even more
convenient post-processing approach based on the parametrization
of the density structure of a collapsing pre-stellar core as a function
of both time and radius, facilitating the inclusion of more complex
dynamical processes, such as ambipolar diffusion, which become
more important during the process of star formation. However,
forcing the electron density to change as the solely function of
dynamics without including any chemistry, as done by Priestley et al.
(2019), can introduce large errors in the subsequent post-processing
analysis.

Another important limitation is that the aforementioned techniques
are usually applied to isothermal simulations. When the thermody-
namics of the gas is taken into account, indeed, a minimal network
of chemical reactions should always be included, to guarantee the
correct thermal behaviour, which in turns depends on key species
abundances (coolants), as for instance C+ and CO. In these cases, it is
unavoidable to couple OTF chemistry with dynamics. As an example,
a minimal network able to follow CO formation/destruction and to
give the right thermal behaviour in molecular cloud simulations,
already requires ∼40 species and hundreds of reactions (see e.g.
Grassi et al. 2017). Once the thermal behaviour is correctly assessed,
post-processing can be still pursued to include more complex
processes, like the formation of specific iCOMs, or isotopologues
and isomers of specific tracers.

Overall, post-processing techniques have the ability to explore
the impact of different sources of chemical degeneracy on the
evolution of specific tracers, without incurring in computationally
intensive problems, but, despite the different results obtained so far,
a proper assessment of their reliability and limitations, performed
against self-consistent MHD simulations with OTF chemistry, is
still missing. With this in mind, we assess here the reliability of
post-processing chemistry in 3D MHD simulations in the context
of star-forming collapsing cloud fragments, by directly comparing
it to the results obtained by MHD simulations including coupled

OTF non-equilibrium chemistry calculations. Thanks to the latter, we
have the unique opportunity to evaluate the uncertainties associated
with the post-processing. For the first time, we can constrain
parameters like the number of resolution elements in the sub-sample,
numerical approximations in the interpolation schemes, and the time-
discretization for the dynamical properties update.

The paper is organized as follows. In Section 2, we briefly sum-
marize the setup used and describe how chemistry calculations are
performed in the post-processing of the simulation. The discussion of
the validity and limitations of the post-processing approach relative
to OTF chemistry calculations is presented in Sections 3 and 4,
respectively. Finally, in Section 5 we draw our conclusions.

2 M E T H O D O L O G Y

Here, we describe the setup of the simulation considered in this work,
providing a summary of the initial conditions, and the details of the
chemical network employed, and then introduce the post-processing
method we apply.

2.1 The reference MHD simulation

As a reference case for this work, we consider the slow-collapse
‘M1’ core from the simulation suite presented in Bovino et al.
(2019), a 3D MHD simulation of the isothermal collapse of a high-
mass pre-stellar core. The assumption of an isothermal gas helps
us further facilitate the treatment of chemistry in post-processing,
not requiring any ‘feedback’ of the temperature resulting from the
chemical calculations on to the gas dynamics. The simulation was
performed with the MHD code GIZMO (Hopkins 2014; Hopkins &
Raives 2016), using its meshless finite-mass method and the standard
cubic-spline kernel with an effective number of neighbours of 32.

The initial conditions for the simulation consist of a MBE = 20 M�
core following a Bonnor–Ebert density profile (Ebert 1955; Bonnor
1956) with core radius RBE = 0.17 pc and an homogeneous
temperature T = 15 K. The average number density of the core
is 〈n〉 ≡ (3MBE)/(4πR3

BE) = 2.21 × 104 cm−3, corresponding to an
average free-fall time of tff = 260 kyr. The number of particles
(from both the core and the background gas) was set to 6 × 105,
corresponding to a mass resolution of 3.33 × 10−5 M�.

Alongside self-gravity, our simulation also includes ideal MHD,
with the magnetic field aligned along the z-direction, and scaling
with the perpendicular distance R⊥ (in the xy-plane) as

Bz(R⊥) = B0

(
1 + R⊥

RBE

)−κ

, (1)

where Bz is the component of the magnetic field parallel to the z-axis,
k = 1.5 an input scaling exponent, and B0 the magnetic field strength
at R⊥ = 0. The latter is obtained by enforcing a user-defined mass-to-
magnetic flux ratio μ ≡ M/� = 2, commonly used in simulations of
pre-stellar cores (see e.g. Goodson et al. 2016; Körtgen et al. 2017,
2018). This choice yields an average magnetic field strength in our
core of 〈B〉 = 46μG.

Finally, the core was assumed to be stirred by an initial tur-
bulent velocity field following a Burgers-like power spectrum,
with E(k) ∝ k−2 (see Körtgen et al. 2017). The turbulent field
was normalized according to the assumed temperature T and the
desired Mach number M = 3. The main parameters of the run are
summarized on Table 1.

The chemical network employed in the simulation (and in our post-
processing) is the same of Bovino et al. (2019, 2020). The network
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3444 S. Ferrada-Chamorro, A. Lupi, and S. Bovino

Table 1. Fiducial values of important physical parameters used in the
validation of the post-processing methodology.

Parameter Value

Core properties
Core mass MBE 20 M�
Core radius rBE 0.17 pc
Average volume density 〈n〉 2.21 × 104 cm−3

Mach number M 3
Virial parameter αvir 4.32
Average magnetic field 〈B〉 46 μG
Free-fall time tff 260 kyr

Other parameters
Temperature Ta 15 K
CR ionisation rate per H2 ζ2 2.5 × 10−17 s−1

Average grain size a 0.035 μm
Dust grain density ρ0 3.0 g cm−3

Dust-to-gas mass ratio D 7.09 × 10−3

Mean molecular weight μ 2.4

aWe assume Tgas = Tdust = T throughout this work.

Table 2. Fiducial initial abundances n of the species included in our network
relative to the atomic hydrogen abundance nH. For the species that go through
time-dependent depletion (see text), we also report the corresponding binding
energy in the third column (see Wakelam et al. 2017). Compared to the H2

ortho-to-para ratio (OPR) usually assumed (≤0.1), in this work we start from
a more conservative value of 3.

Species n/nH EB (K)

oH2 3.75 × 10−01 –
pH2 1.25 × 10−01 –
HD 1.50 × 10−05 –
He 1.00 × 10−01 –
oH+

3 1.80 × 10−10 –
pH+

3 3.00 × 10−09 –
N 1.05 × 10−05 720
N2 5.25 × 10−06 1100
CO 1.20 × 10−04 1300
O 1.36 × 10−04 1600
GRAIN0 5.27 × 10−11 –

was created to explore the evolution of simple, yet fundamental C–
N–O bearing tracers and deuterated species during the collapse of
massive star-forming cores and clumps, following, for the first time,
time-dependent freeze-out processes of key species in a 3D MHD
setup. The species were initialized with the abundances reported
in the second column of Table 2, originally taken from Sipilä,
Caselli & Harju (2015), but adapted to the molecular environment
considered in our setup. In detail, species heavier than helium were
no longer initialized in their atomic form, with the only exception
being nitrogen, which was initialized half-atomic, half-molecular,
due to the uncertainties about its main chemical state in dense
environments. Our network contains mainly gas-phase chemistry, but
also incorporates depletion and non-thermal desorption reactions for
O, N, CO, and N2. The adopted binding energies for these species
are taken from Wakelam et al. (2017), and are shown in the third
column of Table 2.

2.2 Post-processing hydrodynamic simulations with
non-equilibrium chemistry

The computational cost of non-equilibrium chemistry in simulations
poses significant limitations to its applicability, and evolving chem-

Figure 1. Schematic flowchart of the presented post-processing method.

istry in post-processing can provide a viable cheaper alternative.
Obviously, if all the particles in the simulation are used, we do not
expect a large gain in terms of computational time, hence a more
efficient solution is to only evolve a fraction of the gas resolution el-
ements and then, if desired, interpolate the other elements according
to the closest neighbour element in density (and/or any other relevant
parameter) space.

The post-processing method is based on the assumption that
chemistry does not significantly affect the dynamical evolution of the
system. While this is certainly true under the isothermal assumption
made in this work, relaxing this condition would necessarily require
OTF chemistry with at least a minimal network to track the thermal
evolution of the gas (see e.g. Grassi et al. 2017). We thus start from
a ‘standard’ hydrodynamic simulation of our system, i.e. without
chemistry, for which we collect the outputs in which the history of
its dynamical properties is stored. On these outputs, we then apply
the non-equilibrium chemical evolution, following the procedure
reported here, and also summarized in the scheme of Fig. 1:

(i) we extract the density of every particle in the run from the
simulation outputs, and build the corresponding density evolution
history (by tracking the particle ID across multiple snapshots);

(ii) we randomly select a subset N
′ = fpartN of the N particles in the

simulation initial conditions (i.e. t = 0), with fpart ≤ 1 a user-defined
parameter. In order to properly sample the entire dynamic range of
the simulation, independent of the total number of particles used
to map the pre-stellar core and the background, we also enforce a
user-defined number fraction ξ core to be extracted from the particles
sampling the core and the remaining ones from the low-density
background surrounding it;1

(iii) for the selected particles, we initialize the species abundances
in the same way as the reference simulation with OTF chemistry, with
the values reported in Table 2;

(iv) we evolve the chemical abundances of the N
′

subset with
KROME, assuming a coarse integration time-step (i.e. the time at
which the chemical abundances are actually stored) 	t = m	t0,
with 	t0 the time separation between the snapshots, and m ≥ 1; over
each integration step, the density of the particle is kept constant at
the value obtained2 from the evolution history of every particle in
the simulation at the beginning of each time-step;

1In principle, ξ core should be tuned to the actual number of particles employed
to map the core and the background in the simulation, respectively. We
notice that, neglecting ξ core, hence assuming an homogeneous sampling of the
entire particle distribution, can result in the oversampling of the background,
depending on the assumptions made in the simulations, as the minimum
spatial resolution in the background region and the box size.
2We note that, although we assume a constant density at each step, different
choices could be made, for example linearly interpolating between subsequent
values, and the procedure would still be valid. However, such interpolation
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(v) we estimate the species abundances for the remaining (1 −
fpart) particles in the simulation from the closest post-processed
particle in density–position space. In detail, we bin the post-
processed particle sub-sample as a function of density. Then, we
iterate over all non-evolved particles, find the corresponding density
bin, and identify the spatially closest evolved particle in the bin,
finally associating its species abundances to the target particle. It is
important to notice that, because of the intrinsic scatter in the particle
density distribution resulting from the hydrodynamic evolution, the
interpolation can be moderately affected by the particles chosen for
the chemical evolution. In addition, the accuracy of the results will
depend on the chosen interpolation scheme. For instance, a simple
density-only interpolation (using the average abundances in each
density bin) would be much cheaper, but at the expense of losing
information about local effects, hence of worsening the accuracy of
the interpolation scheme. Most importantly, both these approaches
are valid as long as the gas is isothermal, whereas a temperature-
dependent binning might be also necessary when the isothermality is
not guaranteed (unless a 1:1 relation between density and temperature
can be found).

(vi) After each step, we create a new snapshot file of the simu-
lation that also includes the species abundances, and we repeat the
procedure from step (iv), using the resulting abundances as initial
values for the new step.

This procedure is applied up to the time when a sink particle is
identified in the snapshot, in order to avoid any artificial effect that
the removal of density can have on the chemistry calculations. We
note, however, that the calculations could be performed even after
sink particles formed, if the proper caveats are considered.

3 POST-PROCESSING VA LIDATION

The approach considered in this work has two main free parameters:
the fraction of particles used for the actual chemical evolution fpart

and the time interval for the density update 	t. In this section,
we validate the post-processing technique by applying it to the
aforementioned M1 slow-collapse core run presented in Bovino et al.
(2019), employing the same network they used for consistency, and
show how the free parameters affect our results.

3.1 The sub-sample selection

We start by considering how the fraction of particles taken from
the simulation for the post-processing affects our results. We select
three different post-processing (PP) cases, comparing them with
our reference simulation: one taking 10 per cent (PP1), another
taking 1 per cent (PP2), and a third taking 0.1 per cent (PP3) of
the simulation particles, respectively, and assume an integration
time-step of 0.5 kyr, corresponding to the time interval between
the snapshots in our hydrodynamic simulations, i.e. 	t = 	t0. This
means that, with the original snapshot having 6 × 105 particles,
the post-processing of these three validation cases is performed on
60 000, 6000, and 600 particles, respectively. Furthermore, for all the
analysis reported in the rest of this work, we assume ξ core = 0.5.3

would simply represent an effective higher temporal resolution, and would
require shorter 	t for the chemistry solver, since each integration step
necessarily assumes a constant gas density.
3We explored the effect of choosing different core-to-background particle
ratios and, in this case, the differences were entirely negligible, both
qualitatively and quantitatively.

In Fig. 2, we show a visual comparison of the CO, N2H+, and
N2D+ column densities at t  180 kyr. The MHD simulation with
coupled OTF chemistry is shown in the first column, while the results
of the post-processing are reported in the other columns: PP1 in
the second one, PP2 in the third one, and PP3 one in the last one,
respectively. Qualitatively, the global distribution is well recovered,
but we notice that the post-processing is not always able to reproduce
all the features in the simulation. For example, for N2D+ and N2H+

some artificial features in the maps tend to appear/disappear in the
post-processing (e.g. filaments, overdensities, clumps etc.). On the
contrary, for CO, which goes through the strongly time- and density-
dependent freeze-out process, we observe an overabundance in the
central region where we expect high depletion, which is progressively
corrected as fpart increases.

To better quantify how important these differences are, we report
in Fig. 3 the column (left-hand panels) and number density (right-
hand panels) radial profiles of the same three species shown in Fig. 2.
The column density profiles are obtained by radially averaging at set
radii the correspondent column density map, while for the number
density profiles we obtain the average over spherical shells of the
actual 3D particle distribution. Evaluating the error on the number
densities helps understanding how much uncertainty the integration
along the line of sight is bringing, and to better assess the real error
on local quantities, rather than averaged ones. Our reference run is
shown as a black solid line, PP1 as a green dashed one, PP2 as
a blue dot–dashed one, and PP3 as a red dotted one. The profiles
clearly show that species depending mostly on gas-phase reactions
(N2H+ in this case) are well reproduced, with low relative errors, even
when only 1 per cent of the particles is used. Species that heavily
depend on gas–grain interactions, on the other hand, like N2D+

and CO, are more sensitive to the number of particles chosen for
the post-processing, although the errors remain small overall. This
might be especially relevant in regions where the density rapidly
changes in time, on time-scales much shorter than 	t0. Nevertheless,
considering the huge dynamic range involved, we can conclude that
the error is in general very small (� 10 per cent), hence making our
post-processing method a viable and reasonably cheap alternative to
OTF calculations.

By looking more in detail at the differences between the number
density and column density profiles, we can notice a similar be-
haviour in both number and column densities, that can be attributed
to the incomplete tracing of the core density structure when using
a low fpart, that favours higher density regions, sampled with more
particles. These errors are then consistently propagated to the column
densities.

This, in general, means that the fpart choice does not directly affect
the calculations of the chemical abundances per se, but using a low
value will still amplify the errors because of the poor sampling
of the structure under analysis. In addition, as already mentioned,
the value of fpart does have a more important role on the task of
reproducing ‘observational’ features, with the species relying on
gas–grain processes being slightly more affected in general that those
controlled by mostly gas-phase reactions.

3.2 Integration time effect

The other important free parameter in our method is the time interval
for the density update 	t. In the previous section, we assumed 	t ≡
	t0 = 0.5 kyr for simplicity, even though, in principle, 	t might be
arbitrarily set to larger values. However, we should keep in mind that,
because of the dependence of chemical reactions on gas density, a
different choice for the time interval between density updates could
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3446 S. Ferrada-Chamorro, A. Lupi, and S. Bovino

Figure 2. Column density maps of CO (first row), N2H+ (second row), and N2D+ (last row) at t ∼ 184 kyr for the ‘M1’ core in Bovino et al. (2019). The
first column corresponds to the reference simulation (with OTF chemistry), and the second, third, and fourth one to PP3, PP2, and PP1, respectively. While the
agreement is reasonable in all cases, with the global distribution and density interval being always reproduced, the post-processing smears out some important
features found in the full simulation (see as an example, the ‘filamentary’ structures in the top and bottom part of the N2D+ maps, or the location of the local
minima in the CO maps), with the PP3 case showing the largest differences, as expected.

have a significant impact on the evolution. In order to assess how
sensitive the post-processing technique is to this choice, and thus its
reliability, we analyse two additional cases, where we fix fpart = 0.1:
a case with a five times longer integration step (	t = 5	t0; PP4), and
a second one using an eight times longer one (	t = 8	t0; PP5). We
stress that the density used at each time-step corresponds to the value
obtained from the particle evolutionary history at the beginning of
the time-step, in the aim at mimicking a coarser time sampling of the
simulation outputs.

In Fig. 4, we show radial profiles of the number and column
densities of the same species discussed before, comparing our
reference run with OTF chemistry (black solid line) with PP1 (green
dashed line), PP4 (cyan dot–dashed line), and PP5 (magenta dotted
line). The right-hand panels, where we report the number density
profiles, clearly show that the time-step choice heavily affects the
high-density gas abundances of two of the three species shown
(CO and N2H+), while at large radii (lower densities) the effect
becomes negligible In particular, when longer integration time-steps
at constant density are used, the solution obtained for high-density
gas, that is expected to evolve more rapidly, tends to approach the
equilibrium solution, which does not necessarily match the solution
in the reference simulation, leading to the observed overestimation.
Interestingly, this effect is smeared out in the column densities shown

in the left-hand panels, because of the averaging effect resulting from
the integration along the line of sight (LOS), and makes the time-step
choice almost irrelevant. This result highlights how crucial a careful
choice of the integration time-step is to improve the agreement with
the reference simulation, and that it should be calibrated on the local
quantities rather than on integrated ones.

4 ER RO R A NA LY S I S A N D C O M P U TAT I O NA L
EFFI CI ENCY OF THE POST-PROCESSI NG

To better assess the observed differences in the validation processes,
we now look more in detail at the error associated with the species
abundance distribution. In Fig. 5, we focus in particular on the mass
fraction of N2D+ (fN2D+ ) as a function of density, comparing the
reference simulation with the post-processing at t = 183 kyr. It is
important to mention that for all the subsequent analysis, we focus
on particles above a density threshold of 103 cm−3 only, in the aim
at consistently tracing particles belonging to the core, removing any
possible influence of the low density background particles on the
results. In the top panels, we report the average mass fractions directly
obtained from the reference run (in black) and those obtained by the
different post-processing cases, as described in Sections 2.2 and 3.2,
in bins 0.4 dex wide. In the background, we also show the full
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Chemical post-processing 3447

Figure 3. Radial profiles at t ∼ 180 kyr of CO (top panels), N2H+ (middle panels), and N2D+ (bottom panels) column density (left column) and number
density (right column), for the simulation with OTF chemistry (black solid lines), and post-processed chemistry, PP1 (using 10 per cent of the particles; green
dashed lines), PP2 (using 1 per cent; blue dot–dashed lines), and PP3 (using 0.1 per cent; red dotted lines), respectively.

particle distribution from the reference run as a grey-shaded area.
PP1 is shown in red, PP2 in blue, PP3 in green, PP4 in cyan, and
PP5 in magenta. From the figure, it is clear that the agreement is
extremely good in all cases, with deviations happening mostly in the
density intervals where the abundance evolution is fast, hence the
scatter large (i.e. n ∼ 104–107 cm−3), where the post-processing is
not always able to accurately follow the chemical evolution. In the
bottom panels, we show the average absolute value of the relative
error, defined as

ε ≡ fN2D+,PP − fN2D+,OTF

fN2D+,OTF
, (2)

where fN2D+,PP is the mass fraction from the considered PP run
and fN2D+,OTF the one from the reference simulation with chem-
istry solved OTF. The line styles and colours are the same as in
Figs 3 and 4, and correspond to results obtained with the post-
processing for the evolved particles only (not the interpolated ones).
The impact of fpart, reported in the left-hand panel, is almost negligible
across the entire density range sampled, and the abundance errors

never exceed the 10 per cent level. On the other hand, the integration
time-interval has a stronger impact, as can be inferred from the larger
variations at the highest densities, where the errors can reach higher
values. In general, the discrepancies between the post-processing
and the OTF calculations can be easily explained with the density
evolution time-scale. In fact, when the density changes slowly, the
constant density assumption over the time-step between simulation
outputs is reasonable, with the abundances approaching the chemical
equilibrium solution. When the density changes quickly, instead, the
gas is not able to approach the equilibrium conditions, and the post-
processing, that does not keep up with this evolution, gives inaccurate
results.

To summarize, we report in Table 3 an estimate of the typical
error of the post-processing technique, defined by the 10th (ε10)
and 90th (ε90) percentiles of the relative error distribution for
each post-processing case, resulting either from the post-processed
particles only (fourth column), or from the whole particle set (last
column). Also in this case, we only consider N2D+, for consistency
with Fig. 5. The extremely small variation among PP1, PP2, and
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3448 S. Ferrada-Chamorro, A. Lupi, and S. Bovino

Figure 4. Same as Fig. 3, but now comparing the integration time-step choices. Here, the cyan dot–dashed line corresponds to the PP4 case, while the magenta
dotted line corresponds to the PP5 case.

PP3 confirms that the post-processing is only moderately affected
by the sampled fraction of particles chosen, with the subsequent
interpolation scheme to recover the whole particle distribution being
the main source of error, especially when a small fraction of particles
is used, raising it to about a factor of ∼2 at most. On the other hand,
for the runs with longer time-steps between chemistry calculations
(PP4 and PP5), the typical error gets progressively worse both on
the evolved particle subset and the whole distribution, as expected
from the key dependence of the calculation of chemical abundances
on the time evolution of the system.

In conclusion, our analysis suggests that, in order to get a good
accuracy in the chemical evolution, a high output frequency of the
underlying hydrodynamic simulation (without chemistry) is needed
to avoid large errors in the recovered abundances. In particular, our
choice for 	t0 was dictated by the simultaneous need of a high
output frequency (able to accurately track the typical dynamical
evolution time-scales in the simulation) and a low enough number
of snapshots (given the large storage overhead due to the chemical
species abundances and the long time-scales we wanted the evolution
to last). Although our choice has been shown to be adequate, an even

higher output rate should be preferred when chemistry is not solved
OTF, as is the case for the runs aimed at be post-processed. Note
that, however, this would make the post-processing approach more
computationally expensive, hence less convenient against a fully
coupled simulation. When chemistry is solved OTF, instead, such a
high output frequency is not needed, since chemistry is consistently
evolved on time-scales that are typically much shorter than those
between outputs.

Finally, a last aspect of our post-processing method needs to be
addressed, i.e. its computational efficiency, that has been improved
in our analysis via OpenMP parallelization. In Fig. 6, we report
the computational cost of the different cases as the total time of
the run in CPU hours, to highlight how much time is gained via
the post-processing technique relative to OTF calculations. Here,
our reference MHD simulation with OTF chemistry is shown as
a black/cyan bar, whereas the post-processing models are split
in a black part, the same for all models, corresponding to the
cost of a MHD run without OTF chemistry, and an cyan part
resulting from the individual cost of the post-processing step, i.e.
evolution + interpolation. As expected, the cost increases in a sub-
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Chemical post-processing 3449

Figure 5. Fractional abundance of N2D+ as a function of density for our reference and PP runs at t = 183 kyr. In the left-hand panels, we show the impact
of the fpart parameter, whereas in the right ones we show the effect of a longer integration time-step. The average abundance of N2D+ for the different runs is
reported in the top panels, and the relative error between each PP run and our reference run in the bottom ones, following the same colour scheme of the previous
figures. Finally, as a reference, in the top panels we also show the actual chemical abundance distribution from the reference run as a grey shaded area.

Table 3. Typical error of the PP runs for N2D+ for the directly post-
processed particles only (εe

x ) and the entire particle distribution (evolved
and interpolated; εt

x ), with x = 10 or 90 the error distribution percentiles
(see text). Consistently with the previous analysis, the impact of fpart is very
moderate, whereas the time interval choice has a much stronger impact.

Model fpart 	t [−εe
10; εe

90] [−εt
10; εt

90]

PP1 0.1 	t0 [<0.001; 0.013] [0.259;0.384]

PP2 0.01 	t0 [<0.001; 0.014] [0.476;1.139]
PP3 0.001 	t0 [<0.001; 0.013] [0.667;1.888]

PP4 0.1 5	t0 [0.012;0.059] [0.254;0.489]
PP5 0.1 8	t0 [0.023;0.100] [0.248;0.569]

linear fashion with the number of particles in the post-processed sub-
sample, because of the competing effect of the actual post-processing
and the interpolation step. Obviously, if we extrapolate the CPU
time to all the particles of the simulation, we expect to obtain a
cost comparable to that of the fully coupled simulation, hence the
post-processing stops being convenient. If we instead increase the
time interval between density updates, the cost mildly decreases,
resulting in no significant gain. This is due to the fact that, although
the number of density updates is reduced, the chemical calculations
must be performed over a longer time-scale per step, resulting in only
moderately different computational times. Moreover, as discussed
above, longer time-steps can significantly overestimate the chemical
abundances, especially at the highest densities, making this choice
generally less convenient.

Figure 6. CPU time in hours used for the reference simulation with OTF
chemistry (Sim), and the different post-processing cases, PP1 (fpart = 0.1),
PP2 (fpart = 0.01), PP3 (fpart = 0.001), PP4 (	t = 5	t0), and PP5 (	t =
8	t0).
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3450 S. Ferrada-Chamorro, A. Lupi, and S. Bovino

Concluding, our analysis suggests that the post-processing tech-
nique applied to small-scale simulations yields good results, with
relative errors on average at the per cent level being achieved by using
a subset of just 10 per cent of the total particles, and assuming short
enough, but still reasonable, time-steps between density updates.
The method appears reliable also when the number of particles
used is significantly smaller than that of the simulation (fpart �
0.1), and its accuracy is not affected by this choice, as long as
the time interval between density updates is not increased too
much. Nevertheless, in our experiments, the actual gain of the post-
processing compared to coupled OTF chemistry calculations is not
more than a factor of a few, hence it appears convenient only when the
same simulation is expected to be used multiple times to explore the
relative importance and the effect of different chemical processes,
rates, or when including huge networks, which are challenging to
solve on the fly. As a final note, based on our findings, and on the
average free-fall time tff of the considered core, we can speculate
that an output frequency of 	t � 10−2tff is sufficient to maintain
the chemical abundances of the majority (80 per cent) of the post-
processed particles below an average error of 1 per cent.

5 C O N C L U S I O N S

In this study, we assess the reliability and the uncertainties of the
chemical post-processing technique applied on 3D MHD simula-
tions, with the aim at facilitating the implementation of complex
chemical networks in the context of star and planet formation
processes. For our analysis, we employed one of the simulations
of collapsing massive cloud fragments introduced by Bovino et al.
(2019). After having extracted the dynamical evolution of a subset of
particles, we evolved the chemistry via the non-equilibrium chemical
code KROME, and interpolated the abundance for the remaining
particles in each simulation output to recover an approximate version
of the chemical abundances for the full particle distribution. To
validate such an approach, we compared the results obtained with
different combinations of key input parameters, namely, the fraction
of particles extracted for the post-processing and the coarse time-step
used for the chemical calculations, against the simulations performed
by Bovino et al. (2019), in which the chemistry calculations were
performed OTF fully coupled within the MHD code GIZMO. This
is the first time that the effective errors related to post-processing
procedures is comprehensively explored, made it possible from our
powerful 3D MHD simulations with OTF non-equilibrium chemistry.

Overall, we found that the post-processing technique is quan-
titatively reliable, provided the particle sub-sample to be directly
post-processed is, at least, above 1 per cent of the total simulation
ensemble, in order to limit the impact of the interpolation scheme
on the abundance error, and significantly cheaper than simulations
with fully coupled OTF chemistry. However, if the aim is to recover
specific features as those obtained in the MHD simulations with OTF
chemistry, a larger amount of post-processed particles (fpart ≥ 0.1)
must be used, resulting in a less significant gain of computational
time. Although our results suggest that the exact choice of the
parameter fpart only moderately affects the results, we stress that,
when the particle sampling is not good enough (below 1 per cent), the
chemical evolution will more coarsely sample the fiducial solution,
independent of the chosen time-step, and the results will not always
trace the chemical structure of the system under study.

A few caveats in the post-processing approach must be mentioned:

(i) First, a crucial issue is the interpolation of the non-post-
processed particles, which is based on the density-binned abundances

obtained from the post-processed particles. While the coupling of
the density-binned interpolation with a distance-based neighbour
selection to assign the species abundances allows to take into
account the evolutionary history of the gas around the target particle,
it is still not sufficient to perfectly recover the abundances, thus
introducing some artefacts in the species abundances. However,
we have to keep in mind that the intrinsic scatter can only be
recovered with OTF chemistry, because of its strong dependence on
particle-by-particle variations in the dynamic properties, typically
occurring on time-scales that cannot be easily tracked with the post-
processing unless an extremely short output time-step is assumed
(removing any gain of the post-processing). In addition, compared
to a simpler density-based-only interpolation, in which the spatial
localization of the gas particles is completely neglected, and the
scatter in the chemical abundances completely washed out, our
density + proximity approach is able to improve the accuracy of
the post-processing by a factor of 2–3.

(ii) An additional issue, which is connected to the one just
discussed, is the poor sampling of some density intervals, that
would produce large errors also in the average chemical properties.
This limitation can be overcome by appropriately tuning the ξ core

parameter, and increasing fpart, but at the cost of a more demanding
analysis.

(iii) It is also important to notice that a low number of particles
does not allow to recover possibly important spatial features in the
system, and should be avoided, in particular considering the moderate
increase in computational cost when a larger fraction of particles is
employed.

(iv) Finally, a fundamental limitation of the post-processing ap-
proach is in general the time-step over which the density is kept fixed
for the chemistry calculations. While a higher output frequency can
ideally improve the accuracy of the results, it also makes the post-
processing more expensive, hence closer to a proper OTF chemical
evolution.

Apart from these caveats, the post-processing of simulations
with the method described in this work can be extremely useful
when exploring the relative effect of key input parameters, saving
a considerable amount of time and (super-)computing resources,
or when it is necessary to employ large networks that would be
otherwise impossible to include OTF. However, when a very accurate
model as close to reality as possible is required (within the limits of
the underlying chemical model), OTF chemical calculations within
(magneto-)hydrodynamic simulations should always be preferred,
especially when there is a direct feedback between the evolution
of chemistry and dynamics, e.g. when the dynamical evolution of
the gas is also determined by the temperature variations, that in
turn are properly traced by the balance between chemical reac-
tions.
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