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Abstract. We compute the Morse index m(up) of any radial solution up of the semi-
linear problem:

(P)

{
−∆u = |x|α|u|p−1u in B

u = 0 on ∂B

where B is the unit ball of R2 centered at the origin, α ≥ 0 is fixed and p > 1 is sufficiently
large. In the case α = 0, i.e. for the Lane-Emden problem, this leads to the following

Morse index formula

m(up) = 4m2 −m− 2,

for p large enough, where m is the number of nodal domains of u.

1. Motivations and main results

We consider the following classical semilinear elliptic problem

(1.1)

{
−∆u = |x|α|u|p−1u in B
u = 0 on ∂B

where α ≥ 0, p > 1 and B is the unit ball of RN , N ≥ 2, centered at the origin.

When α > 0 (1.1) has been introduced by Hénon in [27] in the study of stellar clusters
thus it is known as the Hénon problem, when α = 0 (1.1) reduces to the classical Lane-Emden
problem.

From a mathematical point of view it is well known that, for any fixed α ≥ 0, problem
(1.1) admits solutions, and in particular radial solutions, for every p > 1 if N = 2, and
for every p ∈ (1, pα) if N ≥ 3, where pα = N+2+2α

N−2 (see [34]). Moreover for any given

m ≥ 1 there is exactly one couple of radial solutions of (1.1) which have exactly m nodal
zones, they are classical solutions and they are the opposite of each other (see for instance
[12, 33, 30]).

Observe that the two problems (α = 0 and α > 0) have a strong correlation, indeed the
change of variable

(1.2) v(t) =

(
2

2 + α

) 2
p−1

u(r), t = r
2+α
2 ,

transforms radial solutions u of the Hénon problem in dimension N into radial solutions v

of the Lane-Emden problem in dimension M = M(N,α) := 2(N+α)
2+α , with the same number

of zeros. Notice that M = N when N = 2, while M < N for any N ≥ 3 and in this case M
may be a non integer extended dimension.
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This paper deals with the computation of the Morse index of all the radial solutions of
(1.1) in dimension N = 2, for any α ≥ 0 fixed and for large values of the exponent p.

We recall that the Morse index m(u) of a solution u of (1.1) is the maximal dimension of
a subspace X ⊂ H1

0 (B) where the quadratic form Qu : H1
0 (B)×H1

0 (B)→ R

Qu(v, w) =

∫
B

(
∇v∇w − |x|αp|u|p−1vw

)
dx

is negative definite. Equivalently, since B is a bounded domain, m(u) can be defined as the
number of the negative Dirichlet eigenvalues of the linearized operator at u

Lu = −∆− |x|αp|u|p−1

counted with their multiplicity.

The knowledge of the Morse index has important applications: it allows to distinguish
and classify solutions and to study their stability properties. Moreover it is well known that
a change in the Morse index may imply bifurcation, which may also give rise to symmetry
breaking phenomena ([23, 2, 5, 31, 20]).

Focusing on radial solutions up of problem (1.1), it is known, from [28, 11] in the case
α = 0 and [8] in the case α > 0, that the radial Morse index mrad(up) (i.e. the number of
the negative eigenvalues of Lup in the subspace H1

0,rad(B) of the radial functions in H1
0 (B)),

coincides with the number m of nodal zones of up:

mrad(up) = m

and moreover the solution up is radially nondegenerate. Nevertheless the complete Morse
index of a radial solution up is generally higher, and indeed the following lower bound holds
true

(1.3) m(up) ≥


m+ (m− 1)N if α ∈ [0, 2)

m+ (m− 1)

(
N +

[α2 ]∑
j=1

Nj+1

)
if α ≥ 2

as proved in [17] for the case α = 0 (see also [1, 10] for previous results in this direction)
and then for the case α > 0 in [8] by exploiting the relation in (1.2) (see also [18]). Here N

stands for the dimension, Nj = (N+2j−2)(N+j−3)!
(N−2)!j! is the multiplicity of the j-th eigenvalue

λj = j(N + j−2) of the Laplace-Beltrami operator on the sphere SN−1 and [·] is the integer
part.
Observe that, by Morse index comparison, one deduces from the estimates (1.3) that a least
energy nodal (i.e. m ≥ 2) solution for problem (1.1), having Morse index 2 (cf. [11]), can
not be radial (see [8] and also [1, 10, 18]).

For the Lane-Emden problem (α = 0) and in dimension N ≥ 3 the estimate (1.3) is
surprisingly optimal, indeed in [17] the following Morse index formula has been proven:

(1.4) m(up) = m+ (m− 1)N, for p ∈ [p̄, pα),

for a certain p̄ := p̄(m,N) > 1.
This formula has been then generalized to the Hénon case (α > 0) in [6], obtaining, again
in dimension N ≥ 3, that

(1.5) m(up) = m+ (m− 1)

[ 2+α
2 ]∑
j=1

Nj +

dα2 e∑
j=1

Nj
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for p ∈ [p̄, pα), where p̄ := p̄(m,N,α) > 1. Here [·] is the integer part and d·e the ceiling
function, namely

dxe = min{n ∈ Z : x ≤ n}.
Observe that for any α > 0 the Morse index in this formula is actually higher than the
lower value found in (1.3); in particular (1.5) implies, again by Morse index comparison,
that the ground state (positive) solution of the Hénon problem, which has Morse index 1, is
not radial for p ∈ [p̄, pα). Indeed for the positive (i.e. m = 1) radial solution up (1.5) gives

m(up) ≥ 1 +N (> 1)

(see also [35], where the same conclusion is derived via energy comparison).

Formulas (1.4) and (1.5) have been derived both by the study of an auxiliary singular
eigenvalue problem associated to the linearized operator Lup which, in the radial setting,
can be decomposed into a radial and an angular part. In particular, the study of the radial
part strongly depends on the qualitative properties of the solution up, and the proofs of both
the formulas specifically exploit the knowledge of the asymptotic behavior of up as p→ pα
from the left.
In dimension N ≥ 3 this behavior is indeed well known: all the radial solutions of (1.1)
blow-up at the origin as p → pα and vanish elsewhere, moreover each radial solution with
m nodal zones is a tower of m bubbles, i.e., in short, it looks like m superpositions of the
same limit profile

(1.6) Uα(x) =

(
1 +

|x|2+α

(N + α)(N − 2)

)−N−2
2+α

,

with alternate sign and scaled with different speeds (for α = 0 see for instance [9, 17, 26],
for α > 0 see [5, 6]). Observe that Uα is a solution of the critical equation

(1.7) −∆Uα = |x|αUpαα , x ∈ RN .

In this paper we focus on the 2-dimensional case and derive the analogous of formulas
(1.4) and (1.5).

In dimension N = 2 the asymptotic behavior of the radial solutions of (1.1) as p→ +∞
(in this case the exponent pα is substituted with +∞) is different: one can show that all
these solutions do not blow-up but concentrate at the origin and vanish elsewhere. Moreover,
since pα = +∞, the bubbling behavior is more delicate to be described and indeed profiles
different from the solutions of (1.7) are involved, as shown in [25, 7] for the solution with
m = 2 nodal regions.
Very recently in [29] the results in [25, 7] have been extended to all the radial solutions of
(1.1), showing that the radial solution up with m nodal zones (for any m ≥ 1) develops a
tower of m bubbles, one in each nodal zone, similarly as in dimension N ≥ 3 but, unlike
the higher dimensional case, the profile of each bubble is now different, and given, for
i = 0, . . . ,m− 1, by

(1.8) Zα,i(x) = log
2θ2
i γi |x|

(α+2)
2 (θi−2)

(γi + |x|
(α+2)

2 θi)2
, with

 γ0 = 12

γi = θi+2
θi−2

(
θ2i−4

2

) θi
2

for i ≥ 1,

where the sequence (θi)i∈N is uniquely determined by the following iteration

(1.9)


θ0 = 2
θi = 2

L
[

2
2+θi−1

e
− 2

2+θi−1

] + 2 for i ≥ 1
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(L is the Lambert function, namely the inverse function of L → LeL) and Zα,i is a radial
solution of the singular Liouville equation

(1.10) −∆Zα,i =

(
α+ 2

2

)2

|x|αeZα,i + (α+ 2)π(2− θi)δ0 in R2,

see Section 2 for more details.

As a consequence of this sharp asymptotic analysis one expects that in dimension N = 2
formulas (1.4) and (1.5) do not hold, and that the constants θi’s must be involved in the
Morse index computations, for large values of p.

Indeed this is exactly what has been observed in the case of the radial solution up with
m = 2 nodal zones, whose Morse index has been computed in [16] for the Lane-Emden
problem (α = 0) and in [7] for the Hénon problem (α > 0). The results in [16, 7] may be
summarized as follows

(1.11) m(up)


= 2 + 2

⌈α
2

⌉
+ 2

[
2 + α

4
θ1

]
if 2+α

4 θ1 /∈ N

∈
[
2
⌈α

2

⌉
+

2 + α

2
θ1, 2 + 2

⌈α
2

⌉
+

2 + α

2
θ1

]
otherwise

for p ≥ p̄(α) (> 1).

So far in dimension N = 2 the value of the Morse index for all the radial solutions up of
(1.1) with any number m > 2 of nodal zones, for p large, was unknown. Here we fill in this
gap showing that

Theorem 1.1. Let N = 2, α ≥ 0 and let up be a radial solution to (1.1) with m nodal
zones. Let (θi)i∈N be the sequence in (1.9). Then there exists p̄ = p̄(m,α) > 1 such that for
p ≥ p̄

(1.12) m(up) = m+ 2
⌈α

2

⌉
+ 2

m−1∑
i=1

[
2+α

4
θi

]
if 2+α

4 θi /∈ N, for every i = 1, . . . ,m− 1. Otherwise, if 2+α
4 θi ∈ N for some index i, then

(1.13)

m(up)−

(
m+ 2

⌈α
2

⌉
+ 2

m−1∑
i=1

[
2+α

4
θi

])
∈

[
− 2#

{
i = 1, . . .m− 1

∣∣∣ 2+α

4
θi ∈ N

}
, 0

]
,

where [·] is the integer part and d·e the ceiling function. In particular when α = 0 (1.12)
holds and it reduces to

(1.14) m(up) = 4m2 −m− 2, ∀ p ≥ p̄.

When m = 2 Theorem 1.1 gives back (1.11).

Observe that, since θi > 2 for every i ≥ 1 (see (1.9)), it follows that each value given by
(1.12) is strictly higher than the corresponding value in the higher dimensional case given
in formulas (1.4)-(1.5), and hence also higher than the Morse index lower bound in (1.3).
We stress that in dimension 2, and for α > 0, the bound (1.3) has been recently improved
in [15], by exploiting the monotonicity of the Morse index with respect to the parameter α.
It is not difficult to check that for α > 0 the value in (1.12) is in general also strictly higher
than the corresponding value obtained in [15] (see Remark 6.1).

Formula (1.12) exhibits two kinds of discontinuity w.r.t. the parameter α: one, occurring
when α is an even integer, is a common phenomenon also with the higher dimensional
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case ([6]); the other, occurring along the sequences αi,n = 4n/θi − 2, is instead peculiar of
dimension 2 .

The interest in Theorem 1.1 is not just theoretical: the exact knowledge of the Morse
index can be used in order to get multiplicity results for (1.1), thus clarifying the structure
of the set of its solutions.
This can be obtained for instance both via nonradial bifurcation from radial solutions associ-
ated to a change in the Morse index, and via minimization procedures in suitable symmetric
settings combined with Morse index comparisons. These approaches have been explored in
dimension N ≥ 3 for all the radial solutions, while in dimension N = 2 only the case of
the radial solution with m = 2 nodal zones has been investigated so far (see [23, 7, 4, 2]).
Nevertheless there are numerical evidences that similar phenomena hold also when consid-
ering radial solutions with more than 2 nodal zones in dimension N = 2 (see [19]), and in a
subsequent paper we plan to exploit the results in Theorem 1.1 to treat this case.

The proof of Theorem 1.1 follows a similar strategy to the one developed to get (1.11) and
(1.4)-(1.5): thanks to the change of variable (1.2) we can reduce to consider the Lane-Emden
case (α = 0); then, after a spectral decomposition of an auxiliary singular eigenvalue problem
associated to the linearized operator, we are finally lead to study the negative eigenvalues ν
of the following radial singular problem

(1.15)

{
−(r ψ′)′ = r

(
p|up|p−1 + ν

r2

)
ψ as 0 < r < 1,

ψ = 0 if r = 1,

where up is the radial solution of (1.1) (with α = 0) with m nodal zones (see Section 3
for more details). It is possible to show that negative eigenvalues for problem (1.15) may
be defined and are simple ([21]), moreover they are exactly m which we denote by νj ,
j = 1, . . . ,m. The eigenvalues νj (and eigenfunctions ψj) of (1.15) obviously depend on up,
the core of the proof of Theorem 1.1 is thus the investigation of their asymptotic behavior
as p→ +∞. We prove that

Theorem 1.2. For any j = 1, . . . ,m

(1.16) lim
p→+∞

νj(p) = −
(
θm−j

2

)2

,

where (θi)i∈N is the sequence in (1.9).

Theorem 1.2 is part of a more general result which describes also the asymptotic behavior
of the eigenfunctions (see Theorem 4.2 for the complete statement). Its proof is quite
technical and, as already mentioned, it strongly relies on the tower of bubbles asymptotic
behavior of the radial solution up as p → +∞ described very recently in [29], for any fixed
number m ≥ 1 of nodal zones (see Section 4, see also [25, 7] for the case m = 2).
The main difficulty, which is peculiar of the two dimensional case, is to understand the
interaction between the different bubbles composing the profile of up and the eigenfunctions
of (1.15).

We shall see that each eigenfunction ψj is synchronized with a different bubble: precisely
the first eigenfunction ψ1 matches with the more external nodal zone of up where the last
bubble Z0,m−1 appears, the second eigenfunction ψ2 matches with the penultimate bubble
Z0,m−2 and so on, till the last eigenfunction ψm that matches with the first bubble Z0,0 (see
Section 4.1).
Indeed, in the case α = 0, one can decompose formula (1.12) as follows

(1.17) m(up) =

m−1∑
i=1

(
1 + 2

[
θm−i

2

])
+ 1,
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where each term “1 + 2
[
θm−i

2

]
”, coming from the ith eigenvalue of (1.15), describes the

contribution to the Morse index due to the bubble Z0,m−i, and the last term “1”, coming
from the mth eigenvalue, is due to the first bubble Z0,0. Observe that the Morse index of
each bubble (as a solution to (1.10) for α = 0) is known (see [14]) and coincides with the
previous values:

m(Z0,0) = 1 and m(Z0,m−i) = 1 + 2

[
θm−i

2

]
,

so that (1.17) may be rewritten as

m(up) =

m∑
i=1

m(Z0,m−i).

Moreover, one can explicitly compute (cf. [29]) the different contribution coming from each
bubble

m(Z0,m−i) = 1 + 2

[
θm−i

2

]
= 8(m− i) + 3,

from which formula (1.14) follows, which is nonlinear (quadratic) in the number m of nodal
zones. We stress that in dimension N ≥ 3 and for α = 0 formula (1.4) holds, which is instead
linear in m. We notice that, since in this case the profile of the bubbles is given always by
the same function U0 (in (1.6) with α = 0) and it is known that m(U0) = 1, formula (1.4)
may be read as

m(up) = m+ (m− 1)N = m(U0) + (N + 1)

m−1∑
i=1

m(U0).

The paper is organized as follows:

Contents

1. Motivations and main results 1
2. Asymptotic results for the Lane-Emden problem 6
3. Strategy for the Morse index computation 8
4. Asymptotic behavior of νj(p) as p→ +∞ 10
5. The proof of Theorem 1.1 in the case α = 0 27
6. The proof of Theorem 1.1 in the case α > 0 28
7. Further results 29
References 31

2. Asymptotic results for the Lane-Emden problem

This section collects known results about the asymptotic behavior of the radial solutions
in the case α = 0. Hence we consider the Dirichlet Lane-Emden problem

(2.1)

{
−∆u = |u|p−1u in B,
u = 0 on ∂B

where p > 1 and B stands for the unit disk.

For any p > 1 and any m ∈ N, m ≥ 1, there exists a unique (up to a sign) radial solution
to (2.1) with exactly m− 1 interior zeros (see for instance [30, p. 263]).
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The solutions do not vanish in the origin and we denote by up the unique nodal radial
solution of (2.1) having m− 1 interior zeros and satisfying

up(0) > 0.

With a slight abuse of notation, we often write up(r) = up(|x|).

2.1. Asymptotic analysis of radial solutions. Let us denote by ri,p the nodal radii of
up and by si,p the critical radii of up respectively, then it is known that

0 = s0,p < r1,p < s1,p < r2,p < . . . < rm−1,p < sm−1,p < rm,p = 1.

Let us define the scaling parameters

(2.2) εi,p =
(
p|up(si,p)|p−1

)− 1
2 , i = 0, . . . ,m− 1,

and rescale the solutions in each nodal zone as

(2.3) uip(r) := p
up(εi,px)− up(si,p)

up(si,p)
as r ∈

{
[0,

r1,p
ε0,p

], if i = 0,[
ri,p
εi,p

,
ri+1,p

εi,p

]
, if i = 1, . . . ,m− 1.

Let (θi)i be the sequence defined in (1.9), which satisfies (see [29]):

(2.4) θ0 = 2, 8i+ 2 < θi < 8i+ 4, ∀i ≥ 1.

We also introduce

(2.5) Zi(x) := log
2θ2
i γi|x|(θi−2)

(γi + |x|θi)2
, where γi :=

θi + 2

θi − 2

(
θ2
i − 4

2

) θi
2

.

Observe that the function Zi is a radial solution of

(2.6)


−∆Zi = eZi + 2π(2− θi)δ0 in R2,

Zi(

√
θ2i−4

2 ) = 0,∫
R2 e

Zidx = 8πθi
2 ,

where δ0 is the Dirac measure centered at 0. In particular in the case i = 0, since the
constant θ0 = 2, Z0 solves the standard Liouville equation

(2.7)


−∆Z0 = eZ0 x ∈ R2,

Z0(0) = 0∫
R2 e

Z0dx = 8π.

From [29, Theorem 2.5] we know that up has a tower of bubbles behavior in the limit as
p→ +∞, with bubbles given by the functions Zi, i = 0, . . . ,m− 1:

Lemma 2.1 ([29]). As p→∞ we have

(2.8)
ri,p
εi,p
→ 0 (i 6= 0),

ri+1,p

εi,p
→∞, si,p

εi,p
→
√
θ2
i − 4

2
,

for i = 0, . . .m− 1. Furthermore

u0
p −→ Z0 in C1

loc(R2),(2.9)

uip −→ Zi in C1
loc(R2 \ {0}), for i = 1, . . .m− 1.(2.10)

Last we recall some pointwise estimates that will be useful in the study of the linearized
operator at up. Let fp be the following function

(2.11) fp(r) := p r2|up(r)|p−1, 0 ≤ r ≤ 1
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and for any K > 1 and p > 1 let us define the set Gp(K) ⊂ [0, 1] as

(2.12) Gp(K) :=

m−2⋃
i=0

[Kεi,p,
1

K
εi+1,p] ∪ [Kεm−1,p, 1].

In [16, Proposition 6.10] it has been proven that

Lemma 2.2. There exists C > 0 such that

(2.13) fp(r) ≤ C for any r ≥ 0 and p > 1.

Moreover for any δ > 0 there exist K(δ) > 1 and p(δ) > 1 such that for any K > K(δ) and
p ≥ p(δ)
(2.14) max {fp(r) : r ∈ Gp(K)} ≤ δ.

3. Strategy for the Morse index computation

We will first consider the Lane-Emden problem (α = 0) and prove Theorem 1.1 in this case
(see Section 5), finally in Section 6 we will treat the Hénon problem (α > 0) by exploiting
the change of variable (1.2) and prove Theorem 1.1 in its full generality.

This section describes the strategy that we will adopt in order to compute the Morse
index in the case α = 0. More precisely we will show how the computation of the Morse
index may be reduced to the study of the size of the negative radial eigenvalues of a suitable
singular eigenvalue problem (see formula (3.14) below). The study of these eigenvalues and
the conclusion of the proof of Theorem 1.1 (in the case α = 0) is instead the goal of Sections
4 and 5, respectively.

As before we denote by up the radial solution to the Lane-Emden problem (2.1) having
m− 1 interior zeros and keep all the notations introduced in Section 2.

As already recalled the Morse index of up is the maximal dimension of a subspace of
H1

0 (B) in which the quadratic form

(3.1) Qp(φ) =

∫
B

(
|∇φ|2 − Vp(x)φ2

)
dx

is negative definite, where

(3.2) Vp(x) := p|up(x)|p−1.

Since up is a radial solution we can also consider the radial Morse index of up, denoted by
mrad(up), which is the maximal dimension of a subspace X of H1

0,rad(B) (the subspace of

radial functions in H1
0 (B)) such that Qp(φ) < 0, ∀φ ∈ X \ {0}.

Observe thatB is a bounded domain, so m(up) (resp. mrad(up)) coincides with the number
of the negative eigenvalues (resp. radial eigenvalues) Λ(p), counted with multiplicity, of the
linearized operator Lp : −∆− Vp(x) at up, i.e.:

(3.3) −∆φ− Vp(x)φ = Λ(p)φ, φ ∈ H1
0 (B) (resp. φ ∈ H1

0,rad(B)).

It is well known (see [28, 11]) that

(3.4) mrad(up) = m,

where m is the number of nodal zones of up, moreover up is radially non-degenerate (see for
instance [23]).
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In order to compute m(up) we follow the same general strategy already used in [17, 16,
6, 7, 23]: instead of counting the negative eigenvalues of (3.3), we consider an auxiliary
singular eigenvalue problem which allow to exploit a spectral decomposition and hence to
reduce to a radial eigenvalue problem.

3.1. Singular eigenvalue problem and spectral decomposition.

It is possible to show that m(up) coincides with the number of negative eigenvalues Λ̂(p),
counted with multiplicity, of the following auxiliary eigenvalue problem associated to the
linearized operator Lp:

(3.5) −∆φ− Vp(x)φ = Λ̂(p)
φ

|x|2
, φ ∈ H0,

in the weighted Sobolev space

H0 = L ∩ H1
0 (B), where L = {φ : B → R : φ/|x| ∈ L2(B)}.

This equivalence is quite straightforward in the case of domains which do not contain the
origin (see for instance [22], where it is proved in the case when the domain is an annulus).
In our case, since 0 ∈ B, (3.5) is a singular problem. Nevertheless its negative eigenvalues
may be variationally characterized despite a lack of compactness (see [21], for more details
see also [23, Section 3.2], and [3] for a more general setting) and the equivalence between
the number of the negative eigenvalues of (3.3) and (3.5) can be proved (see [21, Lemma
2.6], see also [23, Lemma 3.5], [3, Proposition 1.1]).

The main advantage of dealing with the singular problem (3.5) instead of (3.3) is that the
eigenfunctions of (3.5) can be easily projected along the spherical harmonics. This implies

a spectral decomposition for the eigenvalues Λ̂(p) of (3.5) into a radial and an angular part:

(3.6) Λ̂(p) = k2 + ν(p),

where k2, for k = 0, 1, 2, . . . are the eigenvalues of the Laplace-Beltrami operator −∆S1 (the
angular part) and ν(p) are the (negative) radial eigenvalues of (3.5), namely they satisfy the
following singular Sturm-Liouville problem

(3.7) − (r ψ′)′ = r

(
Vp(r) +

ν(p)

r2

)
ψ, ψ ∈ H0,rad = L ∩ H1

0,rad(B).

Also the associated eigenfunctions φ of the singular eigenvalue problem (3.5) associated to

the eigenvalue Λ̂(p) decompose, indeed in radial coordinates they can be written as

(3.8) φ(r, θ) = ψ(r) (A cos(kθ) +B sin(kθ)) ,

where

• ψ is a solution to the singular Sturm-Liouville problem (3.7) related to ν(p),
• cos(kθ), sin(kθ) are the eigenfunctions of the Laplace-Beltrami operator on the circle,

related to the eigenvalue k2.

We stress that Λ̂(p) is negative iff

(3.9)
√
−ν(p) > k.

Hence in order to compute m(up) one reduces to study (3.9) for the negative eigenvalues
ν(p) of the 1-dimensional problem (3.7).
For more details about the spectral decomposition the reader may look at [32, 22, 21], or to
the more recent [23, Lemma 3.7], [3, Section 4].



10 ANNA LISA AMADORI, FRANCESCA DE MARCHIS, AND ISABELLA IANNI

3.2. Variational characterization of the negative eigenvalues and eigenfunctions
of (3.7).

As already said, the negative eigenvalues for problem (3.7) may be defined variationally
despite the singularity of the Sturm-Liouville problem (3.7) at the origin, moreover they are
simple and by (3.4) we know that they are exactly m, which we denote by νj(p), j = 1, . . . ,m.
Here we recall their variational characterization and the definition of the corresponding
eigenfunctions (cf. [21], see also [3, Section 3]):

(3.10) ν1(p) := min

{∫ 1

0
r
(
|ψ′|2 − Vpψ2

)
dr∫ 1

0
r−1ψ2dr

: ψ ∈ H0,rad, ψ 6= 0

}
;

since it is negative, it can be proven that it is attained by a function ψ1,p ∈ H0,rad which
solves (3.7) in a weak sense, and which is therefore called an eigenfunction related to the

eigenvalue ν1(p); w.l.g. we may assume that it is normalized in L, i.e.
∫ 1

0
r−1(ψ1,p)

2 = 1.
Iteratively, for j = 2, . . . ,m, one has

(3.11) νj(p) := min

{∫ 1

0
r
(
|ψ′|2 − Vpψ2

)
dr∫ 1

0
r−1ψ2dr

: ψ ∈ H0,rad, ψ⊥ψ1,p, . . . ψj−1,p

}
,

where the symbol ⊥ denotes orthogonality in L, i.e.

ϕ⊥ψ ⇐⇒
∫ 1

0

r−1ϕψdr = 0,

Again, since νj(p) < 0 for any j = 2, . . . ,m, then the infimum is attained by an eigenfunction
ψj,p, which solves (3.7) in a weak sense and that w.l.g. satisfies

(3.12)

∫ 1

0

r−1ψj,pψh,pdr = δjh.

Furthermore one can prove that the eigenvalues are simple and that (see [8, Proposition
3.3, Theorem 1.3])

(3.13) ν1(p) < ν2(p) < . . . νm−1(p) < −1 < νm(p) < 0,

for any p > 1.

3.3. Computation of m(up) by the size of the negative eigenvalues of (3.7).

By (3.6), (3.8) and (3.9), and recalling that the eigenvalues νj(p) defined in (3.10)-(3.11)
are simple while the eigenvalues k2 of the Laplace-Beltrami operator −∆S1 have multiplicity
1 if k = 0 and 2 when k ≥ 1, it follows that

(3.14) m(up) = m+ 2

m−1∑
j=1

⌈√
−νj(p)− 1

⌉
,

for any p > 1.

4. Asymptotic behavior of νj(p) as p→ +∞

In this section we study the asymptotic behavior, as p→ +∞, of the singular eigenvalues
νj(p), j = 1, . . . ,m, defined in (3.10)-(3.11).

In order to compute their limit values we will properly scale the corresponding eigenfunc-
tions ψj,p according to each scaling parameter εi,p introduced in (2.2) and then pass to the
limit into the equations satisfied by the rescaled functions. This will be possible thanks to
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the asymptotic results on the solutions up of the Lane-Emden problem (2.1) collected in
Section 2. Furthermore we will analyze the limit eigenvalue problems obtained (see Lemma
4.1 below).

Our results about the asymptotic behavior of the eigenvalues and the rescaled eigenfunc-
tions are stated in Theorem 4.2 below (which is the complete version of Theorem 1.2 in
Section 1).

Next we introduce some notation and observations needed to state Theorem 4.2.

We denote by ψij,p, for i = 0, . . .m − 1, the m functions obtained from rescaling each
eigenfunction ψj,p as follows:

(4.1) ψij,p(r) :=

{
ψj,p(εi,pr) in

[
0, 1

εi,p

)
0 otherwise.

Observe that ψij,p belong to the closure of C∞0 (0,∞) with respect to the norm(∫ ∞
0

(
r|ψ′|2 + r−1ψ2

)
dr

) 1
2

,

which will be denoted by Drad, and solve

(4.2) − (r (ψij,p)
′)′ = r

(
V ip +

νj(p)

r2

)
ψij,p

in [0,
r1,p
ε0,p

] if i = 0, in
[
ri,p
εi,p

,
ri+1,p

εi,p

]
if i = 1, . . . ,m− 1, with

(4.3) V ip (r) := (εi,p)
2Vp(εi,pr),

where Vp is defined in (3.2). Moreover by the definition (4.1) and the normalization (3.12),
we have

(4.4)

∫ ∞
0

r−1(ψij,p)
2dr ≤

∫ 1

0

r−1(ψj,p)
2dr = 1

(4.5)

∫ ∞
0

r((ψij,p)
′)2dr ≤

∫ 1

0

r(ψ′j,p)
2dr.

Thanks to Lemma 2.1 the set
[
0,

r1,p
ε0,p

)
expands to [0,∞) in the limit as p→ +∞, while

the sets
(
ri,p
εi,p

,
ri+1,p

εi,p

)
, for i = 1, . . .m− 1, approach (0,∞). Furthermore

V 0
p =

(
1 +

u0
p

p

)p−1

−→ eZ0 in C0
loc[0,∞),(4.6)

V ip =

(
1 +

uip
p

)p−1

−→ eZi in C0
loc(0,∞), for i = 1, . . . ,m− 1,(4.7)

where Zi are the functions in (2.5). Hence, if we prove that we can pass to the limit into
equations (4.2), then the natural limit problems will be the following eigenvalue problems

(4.8)

{
−(r (η)′)′ = r

(
eZ

i

+ β
r2

)
η as r > 0,

η ∈ Drad,

for i = 0, . . . ,m − 1. From [17, Section 5] and [7, Section 5.2] we know that (4.8) admits
only one negative eigenvalue, which can be explicitly characterized:
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Lemma 4.1. Let i ∈ {0, . . . ,m− 1} and let β be an eigenvalue to (4.8). Then

(4.9) β < 0 iff β = βi := −
(
θi
2

)2

,

where θi is the number given by (1.9). Moreover in such a case the eigenvalue βi is simple
and its eigenspace is spanned by

(4.10) η(r) = ηi(r) :=

√
θiγi r

θi
2

γi + rθi
, where γi :=

θi + 2

θi − 2

(
θ2
i − 4

2

) θi
2

.

Notice that ηi is normalized so that

(4.11)

∫ ∞
0

r−1(ηi)2dr = 1.

As a consequence of Lemma 4.1 it follows that all the numbers β = βi in (4.9), for
i = 0, . . . ,m− 1, are candidates to be the limit value of each eigenvalue νj(p), as p→ +∞.

We remark that, for i = 0, . . . ,m − 1, the limit problems (4.8), as well as their negative
eigenvalue βi in (4.9), are different from one another, in particular combining (4.9) and (2.4)
we know that the following strict order holds:

(4.12) βm−1 < . . . β1 < −25 < β0 = −1.

In order to select the right limit value of νj(p) among all the βi’s, we need thus to understand
which one (if any) among the possible scalings ψij,p, for i = 0, . . . ,m− 1, does not vanish as
p→∞.

We shall see that

Theorem 4.2. For any j = 1, . . . ,m

(4.13) lim
p→+∞

νj(p) = βm−j = −
(
θm−j

2

)2

Moreover there exists Aj 6= 0 such that

ψm−jj,p → Ajη
m−j

ψij,p → 0, i = 0, . . . ,m− 1, i 6= m− j

weakly in Drad and strongly in C1
loc(0,∞).

Observe that Theorem 4.2 describes the asymptotic also for the last eigenvalue νm(p),
even if this is not needed for the computation of the Morse index.

4.1. The proof of Theorem 4.2. The proof of Theorem 4.2 is based on an iterative
procedure on the index j.

First we prove the result for j = 1:

Proposition 4.3.

(4.14) lim
p→+∞

ν1(p) = βm−1

Moreover there exists A1 6= 0 such that

ψm−1
1,p → A1η

m−1

ψi1,p → 0, i = 0, . . . ,m− 2

Then we prove the inductive step

Proposition 4.4. Let h ∈ {2, . . . ,m − 1}. Assume that Theorem 4.2 holds true for any
j = 1, . . . , h− 1. Then it holds true for j = h.
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The last eigenvalue has to be treated separately, namely we conclude proving

Proposition 4.5.

(4.15) lim
p→+∞

νm(p) = β0 = −1

Moreover there exists Am 6= 0 such that

ψ0
m,p → Amη

0

ψim,p → 0, i = 1, 2, . . . ,m− 1.

4.2. Preliminary convergence results. We start showing that the eigenvalues νj(p) and
the rescaled eigenfunctions ψij,p are uniformly bounded in p.

Lemma 4.6. There exists C > 0 such that for every p > 1 we have

(4.16) − C ≤ ν1(p) < ν2(p) < . . . < νm(p) < 0

(4.17)

∫ ∞
0

r((ψij,p)
′)2dr ≤ C

for every i = 0, . . . ,m− 1 and j = 1, . . . ,m.

Proof. Using ψj,p as a test function in (3.7) we get

(4.18)

∫ 1

0

r(ψ′j,p)
2dr =

∫ 1

0

r(Vp +
νj(p)

r2
)(ψj,p)

2dr.

For j = 1, by virtue of (3.12) we can extract ν1(p) getting that

ν1(p) =

∫ 1

0

r((ψ′1,p)
2 − p|up|p−1(ψ1,p)

2)dr ≥ − sup
(0,1)

fp(r)

∫ 1

0

r−1(ψ1,p)
2dr = −C

thanks to Lemma 2.2 and (4.4).
In addition, since νj(p) < 0 for j = 1, . . . ,m by (3.13), (4.18), (4.4) and Lemma 2.2∫ 1

0

r(ψ′j,p)
2dr <

∫ 1

0

r−1fp(ψj,p)
2dr ≤ sup

r∈(0,1)

fp(r)

∫ 1

0

r−1(ψj,p)
2dr = C.

So also (4.17) is proved, recalling (4.5). �

As a consequence we can thus prove:

Proposition 4.7. Let j = 1, . . . ,m. Then there exist a sequence pn → +∞, a number

ν̄j ≤ 0 and m functions ψ
i

j, for i = 0, . . . ,m− 1, such that as n→ +∞

νj(pn)→ ν̄j(4.19)

ψij,pn → ψ
i

j weakly in Drad and strongly in L2
loc(0,∞).(4.20)

Moreover ψ
i

j is a weak solution to (4.8) with eigenvalue β = ν̄j.

Proof. By (4.16) we can extract a sequence pn → +∞ such that νj(pn)→ ν̄j ≤ 0. (4.4) and
(4.17) imply that the sequence (ψij,pn)n is uniformly bounded in Drad hence, up to another

subsequence (that we still denote by pn), one has that ψij,pn → ψ
i

j weakly in Drad, strongly

in L2
loc(0,∞) and almost everywhere in (0,∞). In particular ψ

i

j ∈ Drad. Since by (2.8) the
intervals

Iip :=

{
(0,

r1,p
ε0,p

) if i = 0

(
ri,p
εi,p

,
ri+1,p

εi,p
) if i > 0

expand to (0,∞), as p → +∞, for every ϕ ∈ C∞0 (0,∞) we can choose n so large in such a
way that suppϕ ⊂ Iipn and ψij,pn verifies



14 ANNA LISA AMADORI, FRANCESCA DE MARCHIS, AND ISABELLA IANNI

∫ ∞
0

r(ψij,pn)′ϕ′dr =

∫ ∞
0

rV ipnψ
i
j,pnϕdr + νj(pn)

∫ ∞
0

r−1(ψij,pn)ϕdr.

The weak convergence in Drad then implies that∫ ∞
0

r(ψij,pn)′ϕ′dr →
∫ ∞

0

r(ψ
i

j)
′ϕ′dr∫ ∞

0

rψij,pnϕdr →
∫ ∞

0

rψ
i

jϕdr

while the strong convergence in L2
loc and the fact that V ipn → eZi in C1

loc(0,∞) imply also
that ∫ ∞

0

rV ipnψ
i
j,pnϕdr →

∫ ∞
0

reZiψ
i

jϕdr

getting that ψ
i

j solves (4.8) with β = ν̄j in the weak sense.
�

Thanks to Lemma 4.1, we can deduce some crucial consequences of Proposition 4.7

Corollary 4.8. Let ν̄j and ψ
i

j be as in Proposition 4.7 and βi, ηi as in (4.9) and (4.10). It
holds

(i) If ν̄j 6= βi, 0, then ψ
i

j ≡ 0.

(ii) If there exists j ∈ {1, . . . ,m− 1} such that ψ
i

j 6≡ 0, then ν̄j = βi.
Furthermore

ψ
i

j = Ajη
i for some Aj 6= 0, |Aj | ≤ 1(4.21)

ψ
h

j ≡ 0 for every h 6= i.(4.22)

Proof. (i) is a direct consequence of Proposition 4.7 and Lemma 4.1. Indeed ν̄j ≤ 0 is an
eigenvalue of problem (4.8) and the only strictly negative eigenvalue must be βi.

The first assertion of (ii) follows from (i), observing also that, thanks to (3.13), ν̄j ≤ −1

as j = 1, . . . ,m − 1 (while −1 ≤ ν̄m ≤ 0). Then Lemma 4.1 implies that ψ
i

j = Ajη
i, for a

certain Aj ∈ R. As a consequence, by the convergence in (4.20) and Fatou’s Lemma, one
deduces that

(Aj)
2 (4.11)

= (Aj)
2

∫ ∞
0

r−1(ηi)2 =

∫ ∞
0

r−1(ψ
i

j)
2 ≤ lim inf

p→+∞

∫ ∞
0

r−1(ψij,p)
2

(4.4)

≤ 1,

which implies (4.21). Finally 0 6= ν̄j = βi 6= βh, for h 6= i, by (4.12), hence (4.22) follows
from (i). �

The convergence in (4.20) is actually stronger, as stated by the following lemma.

Lemma 4.9. Using the same notation of Proposition 4.7, we have

(4.23) ψij,pn → ψ
i

j strongly in C1
loc(0,∞),

as n→ +∞, for j = 1, . . . ,m, i = 0, . . . ,m− 1.
Furthermore, if ν̄j ≤ −25, then

(4.24) ψ0
j,pn → ψ

0

j in C1
loc[0,∞),

as n→ +∞, for j = 1, . . . ,m.

Proof. Recall tha ψj,pn ∈ H0,rad ⊂ C0(0, 1] and ψj,pn is a solution to (3.7) (with Vpn ∈
C∞[0, 1]), so ψj,pn ∈ C1(0, 1] and in turn via a bootstrap argument ψj,pn ∈ C∞(0, 1]. If
r2 ≥ r1 ≥ R−1 > 0 we have

|ψij,pn(r2)− ψij,pn(r1)| ≤
∫ r2

r1

|(ψij,pn)′(t)|dt
(4.17)

≤ C

(∫ r2

r1

t−1dt

) 1
2

≤ CR 1
2
√
r2 − r1
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so (up to another subsequence) ψij,pn → ψ
i

j uniformly in any set of type [R−1, R] by the
Arzelà-Ascoli Theorem. Furthermore, by equation (4.2), it is easy to derive a bound for
ψij,pn in C2(R−1, R), which ensures the convergence in C1(R−1, R), completing the proof of
(4.23).
Next we derive (4.24).

Reasoning as in [21, Lemma 2.4] or [23, Proposition 2.2] and integrating the equation
(3.7) one has

(4.25) ψj,pn(ρ) = ρκj,pn
∫ 1

ρ

s−1−2κj,pn

∫ s

0

t1+κj,pnVpn(t)ψj,pn(t) dtds

where κj,pn =
√
|νj(pn)| > 4 by assumption. Observe that∣∣∣∣∫ s

0

t1+κj,pnVpn(t)ψj,pn(t) dt

∣∣∣∣ ≤ ‖Vpn‖∞ ∣∣∣∣∫ s

0

t−
1
2ψj,pn(t)tκj,pn+

3
2 dt

∣∣∣∣
Hölder
≤ ‖Vpn‖∞

(∫ 1

0

(ψj,pn(t))2

t
dt

) 1
2
(∫ s

0

t3+2κj,pndt

) 1
2

(?)

≤ ε−2
0,p

s2+κj,pn√
4 + 2κj,pn

≤
ε−2

0,p

2
s2+κj,pn ,

where (?) follows from the normalization (4.4) and the fact that ‖Vpn‖∞ ≤ ε−2
0,p by (3.2) and

(2.2). Inserting this estimate in (4.25) we get

(4.26) |ψj,pn(ρ)| ≤
ε−2

0,p

2
ρκj,pn

∫ 1

ρ

s1−κj,pnds ≤
ε−2

0,p

2
ρκj,pn

1− ρ2−κj,pn

2− κj,pn

κj,pn>4

≤ ε−2
0,pρ

2.

This implies that ψj,pn is continuous and differentiable in ρ = 0 with ψj,pn(0) = (ψj,pn)′(0) =
0. Then we can integrate (3.7) in (0, ρ) getting

ρ(ψj,pn)′(ρ) = −
∫ ρ

0

(
sVpn(s) +

νj(pn)

s

)
ψj,pn(s) ds.

Combining with (4.26) we derive

|(ψj,pn)′(ρ)| ≤
ε−2

0,p

ρ

∫ ρ

0

(
s‖Vpn‖∞ +

|νj(pn)|
s

)
s2 ds

(∗)
≤

ε−2
0,p

ρ

(
ε−2

0,p

ρ4

4
+ C

ρ2

2

)
≤ ε−2

0,pρ
(
ε−2

0,pρ
2 + C

)
,(4.27)

where in (∗) we have used (3.2), the fact that ‖Vpn‖∞ = pupn(0)p−1 (since ‖up‖∞ = up(0),
cf. [29]), (2.2) and (4.16). This implies that ψj,pn ∈ C1[0, 1]. Furthermore by (3.7)

−ψ′′j,pn(ρ) =
ψ′j,pn(ρ)

ρ
+
(
ρ2Vpn(ρ) + νj(pn)

) ψj,pn(ρ)

ρ2
, for ρ ∈ (0, 1],

so using (4.26), (4.27) and (4.16)

(4.28) |ψ′′j,pn(ρ)| ≤ 2ε−2
0,pn

(
ε−2

0,pn
ρ2 + C̃

)
for ρ ∈ (0, 1].

By (2.8) for any R > 0 there exists n large enough such that R <
r1,pn
ε0,pn

. Recalling the

definition of the rescaled function (4.1), by the regularity of ψj,pn , we conclude that ψ0
j,pn
∈

C1[0, R] ∩ C∞(0, R]. Scaling into the estimates (4.26), (4.27), (4.28) we obtain that for
r ∈ [0, R]:

|ψ0
j,pn(r)| = |ψj,pn(ε0,pnr)|

(4.26)

≤ r2,



16 ANNA LISA AMADORI, FRANCESCA DE MARCHIS, AND ISABELLA IANNI

|(ψ0
j,pn)′(r)| = ε0,p|ψ′j,pn(ε0,pnr)|

(4.27)

≤ (r2 + C)r≤CRr,

|(ψ0
j,pn)′′(r)| = ε2

0,pn |ψ
′′
j,pn(ε0,pnr)|

(4.28)

≤ 2(r2 + C̃)≤ C̃R , for r ∈ (0, R]

thus (ψ0
j,pn

)′ are equicontinuous in [0, R] and Arzelà-Ascoli Theorem implies (4.24). �

The locally uniform convergence established in Lemma 4.9 will be crucial to control the
interactions among different scalings of the eigenfunction ψj,p. Adapting the proof of [6,
Lemma 3.7], we infer that

Lemma 4.10. If νj(p) < − 1
2 , then for any δ > 0 there exist K(δ) > 1 and p(δ,K) > 1 such

that ∫
Gp(K)

(ψj,p)
2

r
dr ≤ δ, for K ≥ K(δ) and p ≥ p(δ,K).

Here Gp(K) is the set defined in (2.12).

Proof. By definition Gp(K) =
⋃m−1
i=0 [ai, bi] where we set

ai := Kεi,p i = 0, . . . ,m− 1

bi :=

{
1
K εi+1,p i = 0, . . . ,m− 2
1 i = m− 1

Thanks to Lemma 2.2 and the definition (4.10), one can chose K(δ) and p1(δ) such that

(4.29) max
Gp(K)

fp ≤
δ

4m
, |Kηi(K)(ηi)′(K)| ≤ δ

16m
, | 1

K
ηi(

1

K
)(ηi)′(

1

K
)| ≤ δ

16m

for every K > K(δ), p ≥ p1(δ), i = 0, . . .m− 1.
Using ψj,p as a test function in (3.7) and recalling the definition of fp in (2.11) we get

(4.30)

∫ bi

ai

(ψj,p)
2

r
dr = − 1

νj(p)

∫ bi

ai

fp(r)
(ψj,p)

2

r
dr − 1

νj(p)

∫ bi

ai

(rψ′j,p)
′ψj,pdr.

Let us estimate the two integrals in the right hand side of (4.30). Concerning the first one

(4.31) − 1

νj(p)

∫ bi

ai

fp(r)
(ψj,p)

2

r
dr ≤ 2 max

Gp(K)
fp

∫ 1

0

(ψj,p)
2

r
dr

(3.12)
= 2 max

Gp(K)
fp ≤

δ

2m

for every K ≥ K(δ) and p ≥ p1(δ), thanks to (4.29).
Moreover integrating by parts

− 1

νj(p)

∫ bi

ai

(rψ′j,p)
′ψj,pdr = − 1

νj(p)

[
−
∫ bi

ai

r(ψ′j,p)
2dr + biψj,p(bi)ψ

′
j,p(bi)− aiψj,p(ai)ψ′j,p(ai)

]
≤ 2|biψj,p(bi)ψ′j,p(bi)|+ 2|aiψj,p(ai)ψ′j,p(ai)|(4.32)

since νj(p) < − 1
2 . Observe that

2bm−1ψj,p(bm−1)ψ′j,p(bm−1) = 2ψj,p(1)ψ′j,p(1) = 0.

The other terms can be estimated by making use of Lemma 4.9. For i = 0, . . . ,m − 2,
rescaling according to εi,p gives

2|biψj,p(bi)ψ′j,p(bi)| = 2
1

K
|ψi+1
j,p (

1

K
)(ψi+1

j,p )′(
1

K
)|

(4.23)

≤ 2
1

K
|ψi+1

j (
1

K
)(ψ

i+1

j )′(
1

K
)|+ δ

8m

after chosing p ≥ p2(δ,K), for a suitable p2(δ,K). Similarly for i = 0, . . . ,m− 1

2|aiψj,p(ai)ψ′j,p(ai)| = 2K|ψij,p(K)(ψij,p)
′(K)| ≤ 2K|ψij(K)(ψ

i

j)
′(K)|+ δ

8m
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for p ≥ p2(δ,K). Summing up, (4.32) becomes

− 1

νj(p)

∫ bm−1

am−1

(rψ′j,p)
′ψj,pdr ≤ 2K|ψm−1

j (K)(ψ
m−1

j )′(K)|+ δ

8m
,

− 1

νj(p)

∫ bi

ai

(rψ′j,p)
′ψj,pdr ≤ 2

1

K
|ψi+1

j (
1

K
)(ψ

i+1

j )′(
1

K
)|+ 2K|ψij(K)(ψ

i

j)
′(K)|+ δ

4m

if i = 0, . . .m− 2. We remark that, according to Corollary 4.8-(ii), at most one between the

limit functions ψ
i

j and ψ
i+1

j differs from zero, and either ψ
i

j = Ajη
i or ψ

i+1

j = Ajη
i+1, with

|Aj | ≤ 1. Therefore (4.29) implies that for every i = 0, . . .m− 1

(4.33) − 1

νj(p)

∫ bi

ai

(rψ′j,p)
′ψj,pdr ≤

δ

2m

for K ≥ K(δ) and for every p ≥ p2(δ,K).
Substituting the estimates (4.31) and (4.33) into (4.30) we deduce that∫ bi

ai

(ψj,p)
2

r
dr ≤ δ

m
,

for K ≥ K(δ) and for every p ≥ max{p1(δ) , p2(δ,K)}. The conclusion follows summing up
for i = 0, . . . ,m− 1. �

4.3. Proof of Proposition 4.3. Proposition 4.3 follows by adapting the arguments in [7,
Proposition 3.4], which concerns the case of two nodal zones. For the reader’s comprehension
we report a detailed proof. First we obtain an estimate from above of ν1(p) in Lemma 4.11.
Next we conclude the proof relying on the general convergence result in Proposition 4.7 and
in particular on Corollary 4.8 and Lemma 4.9.

Lemma 4.11.

lim sup
p→∞

ν1(p) ≤ βm−1.

Proof. From the variational characterization (3.10), it suffices to exhibit for every 0 < ε < 1
a sequence ϕp ∈ H0,rad such that

(4.34) ν1(p) ≤
∫ 1

0
r
(
|ϕ′p|2 − Vpϕ2

p

)
dr∫ 1

0
r−1ϕ2

pdr
≤ βm−1 + ε

if p is large enough. So we pick a cut-off function Φ ∈ C∞0 (0,∞) such that

(4.35)

0 ≤ Φ(r) ≤ 1, Φ(r) =

{
1 if 1

R < r < R,

0 if 0 ≤ r < 1
2R or r > 2R,

|Φ′(r)| ≤

{
2R if 1

2R < r < 1
R ,

2
R if R < r < 2R.

Letting εp = εm−1,p and η = ηm−1 as defined in (2.2) and (4.10), respectively, we set

ϕp(r) = η

(
r

εp

)
Φ

(
r

εp

)
, as r ∈ [0, 1].(4.36)

Observe that there exists a > 0 such that the function η is increasing on (0, a) and decreasing

on (a,∞) respectively, moreover lim
s→0

η(s) = 0, lim
s→∞

η(s) = 0, and
∞∫
0

s−1η2ds = 1. So we can
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choose R = R(ε) in such a way that

η(s) ≤ η(
1

R
) <

ε

4
for s <

1

R
and η(s) ≤ η(R) <

ε

4
for s > R,(4.37) ∫ ∞

0

s−1η2Φ2ds ≥
∫ R

1
R

s−1η2ds ≥ 1− ε/8.(4.38)

Notice that since εp → 0 we may assume w.l.g. that p is so large that 1/εp > 2R, so that
ϕp ∈ H0,rad.

Inserting the test function ϕp in the variational characterization (3.10) of ν1(p) we have

(4.39) ν1(p) ≤
∫ 1

0
r
(
|ϕ′p|2 − Vpϕ2

p

)
dr∫ 1

0
r−1ϕ2

pdr
.

Next we estimate all the terms.
Using the relation [(fg)′]2 = f ′(fg2)′ + f2(g′)2, scaling with respect to ε and using the
equation (4.8) satisfied by η (recall that Φ has compact support) one gets∫ 1

0

r|ϕ′p|2 dr =

∫ 1

0

r

[(
η
( r
εp

)
Φ
( r
εp

))′]2

dr

=
1

εp

∫ 1

0

rη′
( r
εp

)(
η
( r
εp

)
Φ2
( r
εp

))′
dr +

1

ε2
p

∫ 1

0

rη2
( r
εp

)(
Φ′
( r
εp

))2

dr

=

∫ 1
εp

0

sη′
(
ηΦ2

)′
ds +

∫ 1
εp

0

sη2 (Φ′)
2
ds

(4.8)
= βm−1

∫ ∞
0

s−1η2Φ2 ds+

∫ ∞
0

seZm−1η2Φ2 ds+

∫ ∞
0

sη2 (Φ′)
2
ds(4.40)

and by the choice of Φ we have∫ ∞
0

sη2(Φ′)2ds ≤ 4R2

∫ 1
R

1
2R

sη2ds+
4

R2

∫ 2R

R

sη2ds

(4.37)
<

ε2R2

4

∫ 1
R

1
2R

s ds+
ε2

4R2

∫ 2R

R

s ds =
3ε2

4
<

3ε

4
.(4.41)

Furthermore scaling with respect to εp, since 1
εp
> 2R we get

(4.42)

∫ 1

0

Vpϕ
2
pdr =

∫ ∞
0

sV m−1
p η2Φ2ds

and

(4.43)

∫ 1

0

r−1ϕ2
pdr =

∫ ∞
0

s−1η2Φ2ds.

Inserting (4.40), (4.41), (4.42) and (4.43) in (4.39) we obtain

ν1(p) < βm−1 +

∫∞
0
s(V m−1

p − eZm−1)η2Φ2ds+ 3ε
4∫∞

0
s−1η2Φ2ds

(4.38)
< βm−1 +

∫ +∞
0

s
∣∣eZm−1 − V m−1

p

∣∣ η2Φ2ds+ 3
4ε

1− ε/8
.

On the other hand by the properties of Φ we have∫ +∞

0

s
∣∣V m−1
p − eZm−1

∣∣ η2Φ2ds ≤ sup
( 1
2R ,2R)

|V m−1
p − eZm−1 |

∫ 2R

1
2R

sη2ds
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and since V m−1
p → eZm−1 uniformly on [ 1

2R , 2R] we can take pε in dependence by ε and R(ε)
large enough such that

sup
( 1
2R ,2R)

|V m−1
p − eZm−1 | ≤ ε

8
∫ 2R

1
2R
sη2ds

for p > pε,

which concludes the proof of (4.34).
�

Proof of Proposition 4.3. By Lemma 4.11 and (4.12)

lim sup
p→+∞

ν1(p) ≤ βm−1 < βi i = 0, . . . ,m− 2.

As a consequence, Corollary 4.8-(i) implies that

(4.44) ψ
i

1 ≡ 0 as i = 0, . . .m− 2.

So, by Corollary 4.8-(ii), Proposition 4.3 is proved after checking that

(4.45) ψ
m−1

1 6≡ 0.

To this aim we fix δ > 0 such that δ < −βm−1/3 and K = K(δ) and p(δ) as in Lemma 2.2.
By the definition of ν1(p) it follows that

−ν1(p) = −
∫ 1

0

r[(ψ′1,p)
2 − Vp(ψ1,p)

2]dr

≤
∫ 1

0

rVp(ψ1,p)
2dr

=

∫
Gp(K)

rVp(ψ1,p)
2dr +

∫ Kε0,p

0

rVp(ψ1,p)
2dr +

m−1∑
i=1

∫ Kεi,p

1
K εi,p

rVp(ψ1,p)
2dr

= I1(p) + I2(p) + I3(p)

The normalization of the eigenfunction and the estimate obtained in Lemma 2.2 assure that

I1(p) =

∫
Gp(K)

rVp(ψ1,p)
2dr =

∫
Gp(K)

fp
(ψ1,p)

2

r
dr

≤ sup
Gp(K)

fp

∫ 1

0

(ψ1,p)
2

r
dr = sup

Gp(K)

fp ≤ δ

for p ≥ p(δ).
Observe that, by Lemma 4.9, ψi1,p → ψ

i

1 in C1
loc(0,+∞) for i = 1, . . .m − 1, and in

C1
loc[0,+∞) for i = 0. Indeed ν̄1 := lim supp→+∞ ν1(p) ≤ βm−1 ≤ β1 < −25 by (4.12).

Furthermore, by (4.7) and (4.6), V ip → eZi in C0
loc(0,+∞) for i = 1, . . . ,m − 1, or re-

spectively in C0
loc[0,+∞) for i = 0. Hence, rescaling the second integral according to ε0,p

gives

I2(p) =

∫ Kε0,p

0

rVp(ψ1,p)
2dr =

∫ K

0

rV 0
p (ψ0

1,p)
2dr =

∫ K

0

reZ0(ψ
0

1)2dr + op(1)
(4.44)

≤ δ,
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if p ≥ p2(δ). Similarly, for what concerns the third term,

I3(p) =

m−1∑
i=1

∫ Kεi,p

1
K εi,p

rVp(ψ1,p)
2dr =

m−1∑
i=1

∫ K

1
K

rV ip (ψi1,p)
2dr

=

m−1∑
i=1

∫ K

1
K

reZi(ψ
i

1)2dr + op(1)

(4.44)

≤
∫ K

1
K

reZm−1(ψ
m−1

1 )2dr + δ,

for p ≥ p3(δ). Summing up, taking p̄ = max{p(δ), p2(δ), p3(δ)} we have∫ K

1
K

reZm−1(ψ
m−1

1 )2dr ≥ −ν1(p)− 3δ for p > p̄

so, passing to the lim inf and using Lemma 4.11,∫ K

1
K

reZm−1(ψ
m−1

1 )2dr ≥ − lim sup
p→+∞

ν1(p)− 3δ ≥ −βm−1 − 3δ > 0

by the choice of δ. Hence ψ
m−1

1 6= 0, concluding the proof. �

4.4. Proof of Proposition 4.4. Computing the limits of the subsequent eigenvalues is
more involved, and it is done in an iterative way. Similarly as in Section 4.3, also here we
follow a two step scheme: first we obtain an estimate from above by producing a suitable
test function (Lemma 4.12), then we conclude the proof of Proposition 4.4 by exploiting the
convergence results in Proposition 4.7 and taking advantage of the orthogonality condition
(3.12).

Lemma 4.12. Let h ∈ {2, . . . ,m} and assume that Theorem 4.2 holds true for any j =
1, . . . , h− 1. Then

(4.46) lim sup
p→∞

νh(p) ≤ βm−h.

Proof. By the variational characterization (3.11), it suffices to show, for every 0 < ε < 1,
the existence of a function ϕp ∈ H0,rad, ϕp⊥ψ1,p, ψ2,p, . . . , ψh−1,p such that

(4.47)

∫ 1

0
r
(
|ϕ′p|2 − Vpϕ2

p

)
dr∫ 1

0
r−1ϕ2

pdr
≤ βm−h + ε

if p is large enough. Let Φ = ΦR be the cut-off function defined in (4.35), εp = εm−h,p and
η = ηm−h as defined in (2.2) and (4.10), respectively, and set

ϕp(r) = η
( r
εp

)
Φ
( r
εp

)
+

h−1∑
j=1

aj,pψj,p, as r ∈ [0, 1],(4.48)

withR = R(ε) satisfying (4.37), (4.38) and aj,p ∈ R choosen so that ϕp⊥ψ1,p, ψ2,p, . . . , ψh−1,p,
namely:

(4.49) aj,p := −
∫ 1

0

r−1ψj,p(r)η
( r
εp

)
Φ
( r
εp

)
dr.

Notice that since εp → 0 we may assume w.l.g. that p is so large that 1/εp > 2R, so that
ϕp ∈ H0,rad.

Furthermore

(4.50) aj,p → 0 as p→∞.
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Indeed, rescaling w.r.t. εp, using that Φ has compact support and that the interval
(
rm−h,p
εp

,
rm−h+1,p

εp

)
expands to (0,∞) by (2.8), we can write for p large

∫ 1

0

r−1ψj,p(r)η
( r
εp

)
Φ
( r
εp

)
dr =

∫ rm−h,p

0

r−1ψj,p(r)η
( r
εp

)
Φ
( r
εp

)
dr

+

∫ rm−h+1,p

rm−h,p

r−1ψj,p(r)η
( r
εp

)
Φ
( r
εp

)
dr

+

∫ 1

rm−h+1,p

r−1ψj,p(r)η
( r
εp

)
Φ
( r
εp

)
dr

=

∫ rm−h+1,p/εp

rm−h,p/εp

s−1 ψm−hj,p ηΦ ds.

(4.50) then follows passing to the limit as p→∞ and using that ψm−hj,p → ψ
m−h
j weakly in

Drad by Proposition 4.7 and that ψ
m−h
j = 0 for j = 1, . . . , h− 1 by assumption.

We want to estimate all the integrals in the left hand side of (4.47). Observe that

∫ 1

0

r|ϕ′p|2dr =

∫ 1

0

r

[(
η
( r
εp

)
Φ
( r
εp

))′]2

dr +

h−1∑
j=1

a2
j,p

∫ 1

0

r(ψ′j,p)
2dr

+2

h−1∑
j=1

aj,p

∫ 1

0

r

(
η
( r
εp

)
Φ
( r
εp

))′
ψ′j,pdr

+

h−1∑
j,`=1, j 6=`

aj,pa`,p

∫ 1

0

rψ′j,pψ
′
`,pdr

= Ap +Bp + Cp +Dp(4.51)

and similarly that

∫ 1

0

rVpϕ
2
pdr =

∫ 1

0

rVp(r)η
( r
εp

)2

Φ
( r
εp

)2

dr +

h−1∑
j=1

a2
j,p

∫ 1

0

rVp(r)(ψj,p)
2dr

+2

h−1∑
j=1

aj,p

∫ 1

0

rVp(r)η
( r
εp

)
Φ
( r
εp

)
ψj,pdr(4.52)

+

h−1∑
j,`=1, j 6=`

aj,pa`,p

∫ 1

0

rVp(r)ψj,pψ`,pdr

= Ep + Fp +Gp +Hp.(4.53)

The same computations as in Lemma 4.11 (see (4.40) and (4.42)) show that

Ap − Ep = βm−h
∫ ∞

0

s−1η2Φ2 ds+

∫ ∞
0

seZm−hη2Φ2 ds+

∫ ∞
0

sη2 (Φ′)
2
ds

−
∫ ∞

0

sV m−hp η2Φ2ds.(4.54)
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Next using that ψj,p solves (3.7) and (3.12), and recalling the definition of aj,p in (4.49), we
have

Bp − Fp =

h−1∑
j=1

a2
j,pνj(p);(4.55)

Cp −Gp = 2

h−1∑
j=1

aj,pνj(p)

∫ 1

0

r−1η
( r
εp

)
Φ
( r
εp

)
ψj,pdr

(4.49)
= −2

h−1∑
j=1

a2
j,pνj(p);(4.56)

Dp −Hp =

h−1∑
j,`=1,j 6=`

aj,pa`,pν`(p)

∫ 1

0

r−1ψj,pψ`,pdr = 0.(4.57)

Hence substituting (4.54), (4.55), (4.56) and (4.57) in (4.51) and (4.52) we infer:∫ 1

0

r|ϕ′p|2dr −
∫ 1

0

rVpϕ
2
pdr = βm−h

∫ ∞
0

s−1η2Φ2 ds+

∫ ∞
0

sη2 (Φ′)
2
ds

+

∫ ∞
0

s(eZm−h − V m−hp )η2Φ2 ds

−
h−1∑
j=1

a2
j,pνj(p).(4.58)

On the other hand using once more (3.12) and (4.49), rescaling with respect to εp and using
the properties of Φ it also follows that∫ 1

0

r−1ϕ2
pdr =

∫ 1

0

r−1

(
η

(
r

εp

)
Φ

(
r

εp

))2

dr +

h−1∑
j,`=1

aj,pa`,p

∫ 1

0

r−1ψj,pψ`,pdr

+2

h−1∑
j=1

aj,p

∫ 1

0

r−1ψj,pη

(
r

εp

)
Φ

(
r

εp

)
dr

=

∫ 1

0

r−1

(
η

(
r

εp

)
Φ

(
r

εp

))2

dr −
h−1∑
j=1

a2
j,p

=

∫ ∞
0

s−1η2Φ2ds−
h−1∑
j=1

a2
j,p.(4.59)

Inserting (4.58) and (4.59) into the l.h.s. of (4.47) we get∫ 1

0
r
(
|ϕ′p|2 − Vpϕ2

pdr
)
dr∫ 1

0
r−1ϕ2

pdr
=

= βm−h +

∫∞
0
s(V m−hp − eZm−h)η2Φ2ds+

∫∞
0
sη2(Φ′)2ds−

h−1∑
j=1

a2
j,p(νj(p)− βm−h)

∫∞
0
s−1η2Φ2ds−

h−1∑
j=1

a2
j,p

(4.50)+(4.16)
= βm−h +

∫∞
0
s(V m−hp − eZm−h)η2Φ2ds+

∫∞
0
sη2(Φ′)2ds+ o(1)∫∞

0
s−1η2Φ2ds+ o(1)

(4.38)+(4.41)

≤ βm−h +

∫∞
0
s(V m−hp − eZm−h)η2Φ2ds+ 3

4ε+ o(1)

1− ε
8 + o(1)

.
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On the other hand, similarly as at the end of the proof of Lemma 4.11, one can prove that∫ +∞

0

s
∣∣V m−hp − eZm−h

∣∣ η2Φ2ds ≤ sup
( 1
2R ,2R)

|V m−hp − eZm−h |
∫ 2R

1
2R

sη2ds ≤ ε

8
,

which concludes the proof of (4.47). �

Next we conclude the proof of Proposition 4.4 by exploiting the orthogonality condition
(3.12), which allows to pick up, among all the rescaled functions introduced in (4.1), the
only one which has a nontrivial limit.

Proof of Proposition 4.4. Fix h ∈ {2, . . . ,m− 1}, we want to prove that:

(4.60) lim
p→+∞

νh(p) = βm−h

and that there exists Ah 6= 0 such that

ψ
m−h
h = Ahη

m−h;

ψ
i

h = 0, i = 0, . . . ,m− 1, i 6= m− h.
By Lemma 4.12 and (4.12) lim supp→+∞ νh(p) ≤ βm−h < βm−i for i = h+ 1, . . .m, then

Corollary 4.8-(i) implies that

(4.61) ψ
m−i
h = 0, i = h+ 1, . . .m.

Furthermore the claim follows by showing that ψ
m−h
h 6= 0, thanks to Corollary 4.8-(ii). So

we assume by contradiction that

(4.62) ψ
m−h
h = 0.

As a preliminary step, we will deduce from (4.61), (4.62) that there exists κ ∈ {1, . . . h− 1}
such that

(4.63) ψ
m−κ
h 6= 0.

In order to prove (4.63) let us fix δ > 0 such that δ < −βm−h/3 and K = K(δ) as in
Lemma 2.2. By the definition of of νh(p) it follows that

−νh(p) = −
∫ 1

0

r[(ψ′h,p)
2 − Vp(ψh,p)2]dr

≤
∫ 1

0

rVp(ψh,p)
2dr

=

∫
Gp(K)

rVp(ψh,p)
2dr +

∫ Kε0,p

0

rVp(ψh,p)
2dr +

m−1∑
i=1

∫ Kεi,p

1
K εi,p

rVp(ψh,p)
2dr

= I1(p) + I2(p) + I3(p).

We estimate these three terms with arguments similar to the ones exploited in the proof
of Proposition 4.3. Indeed the normalization of the eigenfunction and the estimate obtained
in Lemma 2.2 assure that

I1(p) =

∫
Gp(K)

rVp(ψh,p)
2dr =

∫
Gp(K)

fp
(ψh,p)

2

r
dr

≤ sup
Gp(K)

fp

∫ 1

0

(ψh,p)
2

r
dr = sup

Gp(K)

fp ≤ δ

for p ≥ p1(δ).
Moreover, by Lemma 4.9,

ψih,p → ψ
i

h in C1
loc(0,+∞) for i = 1, . . .m− 1,(4.64)

in C1
loc[0,+∞) for i = 0.(4.65)
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Indeed ν̄h := lim supp→+∞ νh(p) ≤ βm−h ≤ β1 < −25 by (4.12).

Furthermore, by (4.7) and (4.6), V ip → eZi in C0
loc(0,+∞) for i = 1, . . . ,m−1 , in C0

loc[0,+∞)
for i = 0.
Hence, rescaling the second integral according to ε0,p gives

I2(p) =

∫ Kε0,p

0

rVp(ψh,p)
2dr =

∫ K

0

rV 0
p (ψ0

h,p)
2dr

(4.24)
=

∫ K

0

reZ0(ψ
0

h)2dr + op(1)
(4.61)

≤ δ,

if p ≥ p2(δ,K). Similarly, for what concerns the third term,

I3(p) =

m−1∑
i=1

∫ Kεi,p

1
K εi,p

rVp(ψh,p)
2dr =

m−1∑
i=1

∫ K

1
K

rV ip (ψih,p)
2dr

(4.20)
=

m−1∑
i=1

∫ K

1
K

reZi(ψ
i

h)2dr + op(1)

(4.61),(4.62)

≤
h−1∑
κ=1

∫ K

1
K

reZm−κ(ψ
m−κ
h )2dr + δ,

for p ≥ p3(δ,K). Summing up we then get

h−1∑
κ=1

∫ K

1
K

reZm−κ(ψ
m−κ
h )2dr ≥ −νh(p)− 3δ, for p ≥ p̄ := max{p1(δ), p2(δ,K), p3(δ,K)}.

Passing to the lim inf as p→∞ and using Lemma 4.12 we get

h−1∑
κ=1

∫ K

1
K

reZm−κ(ψ
m−κ
h )2dr ≥ − lim sup

p→∞
νh(p)− 3δ ≥ −βm−h − 3δ > 0,

by the choice of δ, which gives (4.63).

By (4.63), Corollary 4.8-(ii) implies that there exists Ah 6= 0 such that

ψ
m−κ
h = Ahη

m−κ(4.66)

ψ
i

h = 0, i = 0, . . . ,m− 1, i 6= m− κ.(4.67)

Furthermore, since by assumption Theorem 4.2 holds true for any index below h, there
exists Aκ 6= 0 such that

ψ
m−κ
κ = Aκη

m−κ(4.68)

ψ
i

κ = 0, i = 0, . . . ,m− 1, i 6= m− κ.(4.69)

We conclude the proof by showing that (4.66) and (4.68) can not hold at the same time,
due to the orthogonality condition (3.12).

Observe also that by Lemma 4.9,

ψiκ,p → ψ
i

κ in C1
loc(0,+∞) for i = 1, . . .m− 1,(4.70)

in C1
loc[0,+∞) for i = 0,(4.71)

since by assumption ν̄κ := limp→+∞ νκ(p) = βm−κ and by (4.12) βm−κ ≤ −25.
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Then since ψκ,p⊥ψh,p, for any K > 1 and for any p > 1 we write

0 =

∫ 1

0

ψκ,pψh,p
r

dr

=

∫
Gp(K)

ψκ,pψh,p
r

dr +

∫ Kε0,p

0

ψκ,pψh,p
r

dr +

m−1∑
i=1

i 6=m−κ

∫ Kεi,p

1
K εi,p

ψκ,pψh,p
r

dr +

∫ Kεm−κ,p

1
K εm−κ,p

ψκ,pψh,p
r

dr

= I1(p,K) + I2(p,K) + I3(p,K) + I4(p,K).(4.72)

First, as both (4.66) and (4.68) hold true, we can take δ > 0 so that

(4.73) δ < min

{
1

4
,
|AκAh|

4

}
.

Since
∫∞

0
(ηm−κ)2

r dr = 1, there exists K1(δ) > 1 such that

(4.74)

∫ K

1
K

(ηm−κ)2

r
dr ≥ 1− δ, ∀K ≥ K1(δ).

Moreover, by Hölder inequality and Lemma 4.10, we can take K > K1(δ) and accordingly
p1(δ,K) such that

(4.75) |I1(p,K)| := |
∫
Gp(K)

ψκ,pψh,p
r

dr| ≤

[∫
Gp(K)

(ψκ,p)
2

r
dr

] 1
2
[∫

Gp(K)

(ψh,p)
2

r
dr

] 1
2

≤ δ

for every p > p1(δ,K).
For the second term we rescale according to the parameter ε0,p and exploits the C1

loc[0,∞)

convergences of ψ0
h,p to ψ

0

h in (4.65) and of ψ0
κ,p to ψ

0

κ in (4.71), we then get

|I2(p,K)| := |
∫ Kε0,p

0

ψκ,pψh,p
r

dr| = |
∫ K

0

ψ0
κ,pψ

0
h,p

r
dr|

= |
∫ K

0

ψ
0

κψ
0

h

r
dr|+ op(1) = op(1) ≤ δ,(4.76)

for any p ≥ p2(δ,K), where the last equality follows from the fact that ψ
0

κ = 0 by (4.69).
Similarly (scaling with parameter εi,p and exploiting the convergences in (4.64) and (4.70))
we also get

|I3(p,K)| := |
m−1∑
i=1

i6=m−κ

∫ Kεi,p

1
K εi,p

ψκ,pψh,p
r

dr| = |
m−1∑
i=1

i 6=m−κ

∫ K

1
K

ψiκ,pψ
i
h,p

r
dr|

≤
m−1∑
i=1

i 6=m−κ

|
∫ K

1
K

ψ
i

κψ
i

h

r
dr|+ op(1) = op(1) ≤ δ,(4.77)

for any p ≥ p3(δ,K), where the last equality follows from the fact that ψ
i

κ = 0, for any
i = 1, . . . ,m− 1, i 6= m− κ by (4.69). Hence, substituting (4.75), (4.76), (4.77) into (4.72),
one gets

|I4(p,K)| ≤ 3δ, ∀p ≥ max{p1(δ), p2(δ,K), p3(δ,K)}.
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On the other side, scaling with parameter εm−κ,p, passing to the limit thanks to (4.64) and
(4.70) with i = m− κ, we also get

I4(p,K) :=

∫ Kεm−κ,p

1
K εm−κ,p

ψκ,pψh,p
r

dr =

∫ K

1
K

ψm−κκ,p ψm−κh,p

r
dr =

∫ K

1
K

ψ
m−κ
κ ψ

m−κ
h

r
dr + op(1)

= AκAh

∫ K

1
K

(ηm−κ)2

r
dr + op(1),

as p → +∞, where the last equality follows from (4.68) and (4.66). Eventually, passing to
the limit for p→∞ yields

|AκAh|
∫ K

1
K

(ηm−κ)2

r
dr ≤ 3δ,

or equivalenty

|AκAh| ≤
3δ∫K

1
K

(ηm−κ)2

r dr
≤

(4.74)

3δ

1− δ
.

But this last inequality clashes with (4.73) because

3δ

1− δ
<

δ<
|AκAh|

4

3

4(1− δ)
|AκAh| <

δ< 1
4

|AκAh|.

In that way we have reached a contradiction and the proof is completed. �

4.5. Last eigenvalue: the proof of Proposition 4.5. Here we prove Proposition 4.5,
thus ending the proof of Theorem 4.2.

Proof of Proposition 4.5. Comparing the estimates (3.13) and (4.46) (for h = m) and re-
calling that β0 = −1 by (4.12) yields

lim
p→+∞

νm(p) = β0 = −1.

Proposition 4.7 and Corollary 4.8.(ii) give that

ψ0
m,p → Amη

0(4.78)

ψim,p → ψ
i

m = 0 for i = 1, . . .m− 1,(4.79)

where the convergence is weak in Drad, strong in L2
loc(0,∞), and also strong in C1

loc(0,∞)
thanks to Lemma 4.9. It remains to check that the constant Am in (4.78) is not zero.

Let δ > 0, K = K(δ) and p ≥ p(δ) where K(δ) and p(δ) are as in Lemma 2.2 . Following
the ideas in [7, Proposition 3.5], from the equation (3.7) we deduce that

−νm(p) = −
∫ 1

0

r[(ψ′m,p)
2 − Vp(ψm,p)2]dr ≤

∫ 1

0

rVp(ψm,p)
2dr

=

∫
Gp(K)

rVp(ψm,p)
2dr +

∫ Kε0,p

0

rVp(ψm,p)
2dr +

m−1∑
i=1

∫ Kεi,p

1
K εi,p

rVp(ψm,p)
2dr

= I1(p) + I2(p) + I3(p).

Hence the normalization (3.12) of the eigenfunction and the estimate obtained in Lemma
2.2 imply

I1(p) =

∫
Gp(K)

fp
(ψm,p)

2

r
dr ≤ sup

Gp(K)

fp ≤ δ.
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Furthermore rescaling each integral according to εi,p gives

I3(p) =

m−1∑
i=1

∫ Kεi,p

1
K εi,p

rVp(ψm,p)
2dr =

m−1∑
i=1

∫ K

1
K

rV ip (ψim,p)
2dr ≤ δ,

for p ≥ p3(δ,K), thanks to (4.7) and (4.79).
Finally rescaling according to ε0,p and using the uniform convergence in (4.6) and the L2

convergence in (4.78) one has

I2(p) =

∫ K

0

rV 0
p (ψ0

m,p)
2dr

= (Am)2

∫ K

0

reZ0(η0)2dr + op(1) ≤ (Am)2

∫ K

0

reZ0(η0)2dr + δ

provided that p ≥ p2(δ,K). Notice that Lemma 4.9 does not guarantee the convergence in
C1

loc[0,∞), since β0 = −1.
Summing up we have showed that

−νm(p) ≤ (Am)2

∫ K

0

reZ0(η0)2dr + 3δ,

provided that p ≥ max{p(δ), p2(δ,K), p3(δ,K)}. Eventually

1 = lim sup
p→∞

(−νm(p)) ≤ (Am)2

∫ K

0

reZ0(η0)2dr,

from which Am 6= 0 follows. �

5. The proof of Theorem 1.1 in the case α = 0

In this section we compute the exact value of the Morse index of the radial solution up of
the Lane-Emden problem (2.1), proving that formula (1.14) holds if p is sufficiently large.

This result follows directly from formula (3.14) and from the asymptotic behavior of the
singular eigenvalues νj(p), j = 1, . . . ,m− 1, as p→ +∞, which has been stated in Theorem
1.2 (cf. the more general version Theorem 4.2).

Proof of (1.14). Let up be the solution to the Lane-Emden problem (2.1) having m − 1
interior zeros. From formula (3.14) we know that the Morse index m(up) is given implicitly
in terms of the negative radial eigenvalues νj(p), j = 1, . . . ,m − 1, of the singular problem
(3.7). Moreover from Theorem 4.2 we know that√

−νj(p)→
θm−j

2
as p→ +∞, for j = 1, . . .m− 1.

hence, recalling (2.4) we see that

(5.1)

⌈√
−νj(p)− 1

⌉
=

[
θm−j

2

]
= 4(m− j) + 1

for p large. The conclusion follows from formula (3.14) and (5.1), indeed for p large

m(up) = m+ 2

m−1∑
i=1

[
θi
2

]
.

�
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6. The proof of Theorem 1.1 in the case α > 0

At last we exploit the connection between Lane-Emden and Hénon problem and show how
the already performed analysis allows to compute also the Morse index of radial solutions
to the Hénon problem, concluding the proof of Theorem 1.1. For every α > 0, we denote by
uα,p the unique radial solution to

(6.1)

{
−∆u = |x|α|u|p−1u in B,
u = 0 on ∂B,

with m nodal zones which is positive at the origin. In dimension N = 2 radial solutions to
(6.1) and (2.1) are linked via the transformation

(6.2) up(t) =

(
2

2 + α

) 2
p−1

uα,p(r), t = r
2+α
2 ,

where, as in the previous sections, up denotes the unique radial solution of the Lane-Emden
problem with m nodal zones and positive at the origin. The interested reader can find more
details in [21, 8, 29] and the references therein. The strategy summarized in Section 3 applies
also to the Hénon problem (see [3]), indeed the Morse index of uα,p is equal to the number

of the negative eigenvalues Λ̂α(p) of

(6.3) −∆φ− Vα,p(x)φ = Λ̂α(p)
φ

|x|2
, φ ∈ H0(B),

where now

Vα,p(x) = p|x|α|uα,p(x)|p−1.(6.4)

Moreover, similarly as in (3.6), the negative eigenvalues Λ̂α(p) of (6.3) can be decomposed
as

Λ̂α(p) = k2 + να(p),

where να(p) are the eigevalues of the following singular Sturm-Liouville problem

(6.5)

{
−(r ϕ′)′ = r

(
Vα,p + να(p)

r2

)
ϕ as 0 < r < 1,

φ ∈ H0,rad.

Using the transformation t = r
2+α
2 one sees that ϕα,p is an eigenfunction for (6.5) related

to να(p) if and only if ψp(t) = ϕα,p(r) is an eigenfunction for (3.7) related to the eigenvalue

(6.6) ν(p) =

(
2

2 + α

)2

να(p),

see [8, Corollary 4.6]. Therefore all the results in Sections 3.2, 3.3 can be extended also to
the Henon problem, in particular

(6.7) να1 (p) < να2 (p) < . . . ναm−1(p) < −
(

2 + α

2

)2

< ναm(p) < 0,

and so

(6.8) m(uα,p) = m+ 2

m∑
j=1

⌈√
−ναj (p)− 1

⌉
= m+ 2

m∑
j=1

⌈
2 + α

2

√
−νj(p)− 1

⌉
,

for any p > 1.

Proof of (1.12) and (1.13). The claim follows by inserting the limits computed in Theorem
4.2 inside the Morse index formula (6.8). When j = m, using also (3.13), one sees that√
−νj(p)→ 1 from below, hence⌈

2 + α

2

√
−νm(p)− 1

⌉
=
⌈α

2

⌉
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for large values of p, since the ceiling function is lower semicontinuous and piecewise constant.

Notice that, unlike the Lane-Emden case, also the last eigenvalue ναm(p) =
(

2+α
2

)2
νm(p)

gives a contribution to the Morse index. When j = 1, . . .m− 1 it is only known that

2 + α

2

√
−νj(p)→

2 + α

4
θm−j .

If the quantity on the right-hand side is non-integer, it follows that⌈
2 + α

2

√
−νj(p)− 1

⌉
=

⌈
(2 + α)θm−j

4
− 1

⌉
=

[
(2 + α)θm−j

4

]
for large values of p, and formula (1.12) follows. Otherwise, only the estimate (1.13) can be
deduced. �

Remark 6.1 (Optimal lower bound for the Morse index). Notice that the Morse index
grows quadratically with respect to m: indeed in the case α = 0 (1.14) holds, and in the case
α > 0 we have that

m(uα,p) ≥ m+ 2
⌈α

2

⌉
+ 2

m−1∑
k=1

[
2+α

4
θk

]
− 2(m− 1)

≥ m+ 2
⌈α

2

⌉
+ 2

m−1∑
k=1

[
θk
2

](
1 +

[α
2

])
− 2(m− 1)

= m+ (m(up)−mrad(up))
(

1 +
[α

2

])
+ 2

(⌈α
2

⌉
−m+ 1

)
,(6.9)

where up denotes the radial solution to the Lane-Emden problem with the same number of
nodal zones.
As already recalled, the lower bound (1.3) is not optimal for the Hénon problem, even in
dimension N ≥ 3. In dimension 2 that lower bound has been recently improved in [15], by
exploiting the monotonicity of the Morse index with respect to the parameter α, obtaining
that

(6.10) m(uα,p) ≥ m+ (m(u0,p)−mrad(u0,p))
(

1 +
[α

2

])
,

for any fixed p > 1 and α > 0. The estimate (6.9) shows that neither the lower bound (6.10)
is reached for large values of p, at least when α > 2(m− 1).

7. Further results

We collect here some further consequences of Theorems 4.2 and 1.1 that, in our opinion,
can bring to a better understanding of both the Lane-Emden and the Hénon problem in
planar domains.

7.1. Symmetric Morse index. The decomposition technique used for computing the
Morse index allow also to compute suitable symmetric Morse indexes of radial solutions
and so, by Morse index comparison, to distinguish among radial solutions and least energy
solutions in suitable symmetric spaces, in the spirit of [23]. The key point is that not only
the eigenvalues but also the associated eigenfunctions of the singular eigenvalue problem
(3.5) decompose, indeed in radial coordinates they can be written as

(7.1) ψj,p(r) (A cos(kθ) +B sin(kθ)) ,

where

• ψj,p is a solution to the singular Sturm-Liouville problem (3.7) related to νj(p),
• cos(kθ), sin(kθ) are the eigenfunctions of the Laplace-Beltrami operator on the circle,

related to the eigenvalue k2.
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Explicit formulas computing the Morse index in symmetric spaces by means of the singular
eigenvalues can be found in [3, Corollaries 4.3, 4.11]. The symmetric Morse index can be
computed then, for large values of the parameter p, by exploiting Theorem 4.2.

7.2. Nondegeneracy for large values of p. It is well known that the radial solutions are
radially non-degenerate, meaning that the linearized problem

−∆w = p|x|α|uα,p|p−1w

does not have nontrivial solutions in H0,rad(B) (see [28] for α = 0 and [8] for α > 0).
Nonradial degeneracy (i.e. existence of solutions in H0(B) \H0,rad(B)), on the other hand,
can be characterized in terms of the singular eigenvalues through the condition

(7.2) να(p) = −k2,

see [3, Proposition 1.3]. So Theorem 4.2, together with (2.4), yields also that

Corollary 7.1. For every positive integer m, there exists p∗ > 1 such that radial solutions
to the Lane-Emden problem (2.1) with m nodal zones are nondegenerate for p > p∗.
Moreover for every positive integer m and for every α > 0 except at most the sequences
4n

θi
− 2 (for i = 1, . . .m − 1, n ∈ N), there exists p∗ > 1 such that radial solutions to the

Hénon problem (6.1) with m nodal zones are nondegenerate for p > p∗.

7.3. Bifurcation. Observe that Theorem 1.1 gives the values of the Morse index for p large.
On the other side one can also compute the Morse index when p is close to 1, by exploiting
the (much easier to derive) asymptotic behavior of the radial solutions as p → 1 from the
right (see for instance [13, 24]), and characterizing it in terms of zeros of suitable Bessel
functions of the first kind (see [23] for the case (α,N,m) = (0, 2, 2) and [4] for the general
case).
As a consequence one can now detect values of p ∈ (1 +∞) where the Morse index changes.
This is of course a sufficient condition for degeneracy of the solutions at those values of p,
which could convey to bifurcation from the curve p 7→ uα,p, for each radial solution uα,p.
We refer to [23] for the case (α,N,m) = (0, 2, 2) where 3 branches of bifurcation have been
detected, due to a change in the Morse index caused by the first eigenvalue ν1(p). For
solutions with more nodal regions other eigenvalues may play a role. To give an idea of
what may happen, let us consider for instance the case of the solution up of the planar
Lane-Emden problem (α = 0) with m = 3 nodal regions. From [4] we know that in this case,
for p close to 1

ν1(p) ∈ (−52,−42), ν2(p) ∈ (−32,−22), ν3(p) ∈ (−1, 0)

while, from Theorem 1.2 one deduces that for p large

ν1(p) ∈ (−102,−92), ν2(p) ∈ (−62,−52), ν3(p) ∈ (−1, 0).

As a consequence it follows that

m(up) =

{
15 for p close to 1
31 for p large

respectively, and moreover there exist p = pk > 1 for k = 3, 4, 5 and p = p̂k > 1 for
k = 5, 6, 7, 8, 9 at which the degeneracy condition (7.2) is satisfied as follows:

ν2(pk) = −k2, for k = 3, 4, 5

ν1(p̂k) = −k2, for k = 5, 6, 7, 8, 9,

thus involving the first two eigenvalues ν1(p) and ν2(p). Those pk, p̂k are the values of p at
which one expects that up bifurcates. In [19] some numerical results in this direction have
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been indeed obtained, see also [2, Proposition 4.5] where bifurcations at p̂k (hence from the
first eigenvalue) is proved.
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