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Abstract: Machine learning algorithms have revolutionized data analysis by uncovering hidden
patterns and structures. Clustering algorithms play a crucial role in organizing data into coherent
groups. We focused on K-Means, hierarchical, and Self-Organizing Map (SOM) clustering algorithms
for analyzing homogeneous datasets based on archaeological finds from the middle phase of Pre-
Pottery B Neolithic in Southern Levant (10,500–9500 cal B.P.). We aimed to assess the repeatability
of these algorithms in identifying patterns using quantitative and qualitative evaluation criteria.
Thorough experimentation and statistical analysis revealed the pros and cons of each algorithm,
enabling us to determine their appropriateness for various clustering scenarios and data types.
Preliminary results showed that traditional K-Means may not capture datasets’ intricate relationships
and uncertainties. The hierarchical technique provided a more probabilistic approach, and SOM
excelled at maintaining high-dimensional data structures. Our research provides valuable insights
into balancing repeatability and interpretability for algorithm selection and allows professionals to
identify ideal clustering solutions.

Keywords: machine learning; clustering analysis; classification; archaeology; neolithic

1. Introduction

In recent years, artificial intelligence (AI), including both machine learning (ML) and
deep learning (DL), has found various applications in archaeology. These applications
include identifying the locations and extensions of archaeological sites, mapping the disper-
sion of artifacts within sites [1–6], and taxonomic/typological artifact identification [7–9]
or metrics prediction for broken regular or standardized archaeological artifacts [10,11].
The diverse nature of archaeological artifacts, encompassing typological and technological
variations, presents significant potential for applying these methodologies. This potential
is further amplified by the wide range of algorithms available within AI, offering flexibility
in addressing the multitude of parameters and variables inherent in archaeological studies.

Clustering, or cluster analysis, is an unsupervised ML technique to find similar data
structures within a dataset. Clustering algorithms exploit the underlying structure of the
data and define rules to group data with similar features, partitioning the dataset according
to clustering criteria without any prior knowledge of the dataset itself. In an ideal scenario,
each cluster consists of data instances more related to each other than objects belonging to
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different clusters. The following subsections present the most used clustering algorithms
for data analysis that are suitable for archaeological datasets.

Clustering analysis through an ML or DL approach has lately been applied to archae-
ology in study cases that often involved exclusively the fuzzy algorithm [12–16]. Other
applications are usually combined with different techniques, such as 2D shape elaboration
or 3D scanning technologies, to detect clusters based on silhouette affinities [17,18] or
combined with aerial scanning to detect any heavy change in site morphology due to
looting behaviors or destruction of archaeological sites [19,20].

In this comprehensive case study, we employed three distinct algorithms—the Self-
Organizing Map (SOM), hierarchical clustering, and K-Means clustering—to demonstrate
their unique abilities in decoding a uniform archaeological dataset, advantages, and lim-
its. We also aimed to gain a deeper understanding of the potential sub-cultural aspects
associated with these sites by applying these algorithms, considering the technological
and typological characteristics of the lithic assemblages. The dataset primarily comprises
a uniform lithic assemblage derived from Middle Pre-Pottery B Neolithic sites in various
Southern Levant regions, including Nahal Yarmuth 38, Motza, Yiftahel, and Nahal Reuel.

2. Materials and Methods

The objective of this study is to present a comparative analysis between three different
algorithms in a neural network (NN) environment to demonstrate the most efficient algo-
rithm and set of parameters that can decode a complex archaeological dataset made of vari-
ous types of variables for each artifact within a diverse archaeological assemblage (based
on both qualitative and quantitative characteristics), and that can make clear distinctions
among different technological and/or sub-cultural groups within the same chrono-cultural
period of the selected sites. The artifact selection was made according to a random-stratified
method within a lithic assemblage (so-called chipped stone industry). This allowed us to
obtain any possible information concerning the typology and technology of each site the
artifacts belong to [21–23]. The analysis comprised at most 147 variables for each artifact,
both qualitative and quantitative, and pertained to the entire tool creation process, from raw
materials selection to the shaping of blanks for tool creation and reuse [24–32] (less relevant
variables were not used for this study). One thousand nine hundred fifty artifacts were
analyzed for this purpose. The expectations are to find different clusters within the selected
sites that denote different steps of the chain of operations that archaeological products
represent in a lithic assemblage from a technological point of view and at least a cluster
that diverges from a typological point of view among the sites. The variables related to
the site of the artifacts, including geographical, geomorphological, and phytogeographical
characteristics, as well as climatic and chronological information, were not included in the
input for the NN. This deliberate omission was intended to avoid any predetermined clus-
tering. The artifacts belong to the middle phase of Pre-Pottery B Neolithic (10,500–9500 cal
B.P) sites such as Nahal Yarmuth 38, Motza, Yiftahel, and Nahal Reuel (Israel). All the
artifacts were chosen from undisturbed layers/loci unaffected by earlier or later materials
(Nahal Yarmuth’s materials belong to MPPNB structures; Motza’s materials come from
area B-10 (rectangular domestic structure); Yiftahel’s materials come from areas E20–E23
and F20–F22, which belong to layers C2 and C3, the deepest MPPNB layers from stratum
IV of area E; and the sample from Nahal Reuel includes domestic structures (I, II, and IV)
and open areas (III, IX, and XII), as well as knapping areas (III and X).

Three distinct algorithms/techniques were chosen for the comparative analysis: SOM,
K-Means algorithm, and hierarchical clustering. Each technique demonstrated varying
efficacy in decoding the archaeological dataset, resulting in different cluster outcomes.

All techniques were assessed under identical conditions. The comparison entailed
two tests, each with 36 and 20 clusters for every method. These cluster numbers were
deemed most pertinent for the dataset utilized in this investigation. The K-Means and
hierarchical techniques were compared using silhouette analysis, while the SOM network
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used neighbor weight distance and hits analysis. The silhouette, weight distance, and hits
analyses must be designated as valuable tools for the final archaeological interpretation.

The archaeological perspective is necessary to evaluate these algorithms’ efficiency
and methodology. All the tests are indeed interpreted from an archaeological point of
view, specifically concerning the technological and typological meaning of relevant clusters.
Technology and typology indeed represent two significant aspects in lithic studies, enabling
the possibility to deepen the comprehension of the chain of operations that led up to
the production of final artifacts (so-called tool, due to the presence of “retouch”), such
as arrowheads, sickle blades, scrapers, etc. Each tool represents the final stage of a long
operational chain that starts with selecting and reducing a specific raw material source,
which is chert/flint in this case. The artifact production passes through different steps.
First, the core reduction produces mainly laminar blanks and, secondarily, flakes. The
Levantine neolithic, specifically the Middle Pre-Pottery B phase, has a laminar-oriented
production (primarily blades and secondarily bladelets) all over the Levant. This shared
cultural aspect highlights a so-called cultural koiné [24–32]. The archaeological check and
interpretation are therefore fundamental not only to validate the analysis and the capability
of the neural networks to decode/read the archaeological dataset but also to evaluate the
method or technique that produced the most accurate results regarding technological and
typological clustering.

2.1. Self-Organizing Map Network

The Self-Organizing Map (SOM) is an unsupervised clustering technique developed
by Teuvo Kohonen in the 1980s [33,34] and successfully used in a wide range of appli-
cations [35] such as data, industrial and biomedical analysis, pattern recognition, time
series prediction, and brain modeling. This technique allows multidimensional data to
be projected into a two-dimensional space so that similar data points are placed close
together on the map [36]. The resulting map can be used to visualize and analyze data more
efficiently because each point on the SOM representation is assigned a color that depends
on the weight vectors associated with the neurons and represents the relative position of
the neurons on the map based on their distance. Neighboring neurons on the map have
similar colors, while distant neurons have different colors.

The SOM consists of a feedforward NN in which the output layer is a two-dimensional
grid of m neurons, each of which is fully connected to the n neurons in the input layer. It is
important to note that the number of input nodes is much larger than the number of output
nodes (n ≫ m). Figure 1 shows a graphical representation of the SOM output layer.
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Connections are weighted through weights wij, where i is the i-th output node of
the output vector y : {yi : i = 1, . . . , m} and j is the j-th input node of the input vector
x :

{
xj : j = 1, . . . , n

}
[25], and the vector of weights resulting from all connections has the

same size as the input vector [26]. Figure 2 shows an example of the connections between
an n-dimensional input vector and the m output nodes represented linearly.
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Thus, the NN has weighted connections between the nodes of successive layers just
like a classical NN; however, the substantial difference between the two is that the SOM
neurons have no activation function. During training, the SOM adjusts its weights to
represent the input data optimally. This process occurs through the iterative presentation
of input data to the network. In fact, during each iteration, the SOM selects the neuron with
the closest weights to the input data, which therefore represents the winning neuron, also
called the Best Matching Unit (BMU) [37], for that iteration. Then, through a process known
as neighborhood adaptation, the SOM adjusts the weights of the neurons surrounding the
winning neuron so that the neurons close to the winner become more similar to the input
data [38,39]. In this way, input data with similarities are grouped in the output node grid.
There are two variants of the SOM training algorithm [40]: traditional sequential training,
in which samples are considered one at a time, and batch training, in which the dataset is
presented to the SOM. The steps of the traditional SOM training algorithm are described in
detail below.

(1) Weight initialization. The weights of the neurons in the SOM are randomly initialized,
preferably from the input vectors domain [41].

(2) Input vector selection. A random input vector x is selected from the training dataset X.
(3) Distance calculation. The distance between the input vector and the vector of weights

of each neuron in the map is calculated, generally using Euclidean distance as a
metric [38].

(4) Identification of the winning neuron. The neuron with the weight vector most similar
to the input vector is identified as the BMU. The equation for determining such a
neuron is as follows [42]:

i* = argmini∥x − wi(t)∥2 ∀i (1)
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where i∗ is the index of the BMU neuron, x is the input vector, wi is the weight vector
of neuron i at the iteration t ∈ {I, . . . , epoch}, and ∥x − wi∥ is the Euclidean norm
calculated for all i. In general, the SOM neurons selected several times as winners
during the various iterations represent the input clusters.

(5) Neighborhood definition. After selecting the BMU, a neighborhood is defined around
the neuron itself. The neighborhood is defined by a neighborhood function h(i*,i)
which determines the intensity of the weight update for neuron i. The neighborhood
function represents the influence of neuron i∗ on neuron i and generally is a Gaussian
function defined as follows [31]:

hi∗ ,i = e
−∥ri−ri∗ ∥

2σ2(t) (2)

where ri and ri∗ are the positions of neurons i and i∗, respectively, and σ(t) is the
neighborhood size at the training iteration t.

The neighborhood function is centered on the winning BMU neuron and decreases
exponentially according to the distance between neurons on the map, as shown in Figure 3.
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By determining the degree to which the weights of neurons close to the neuron
activated by the input are adapted, this function promotes the organized and structured
alignment of neurons in the topological map with the input data.

(6) Neighborhood shrinkage. The neighborhood width σ(t) gradually decreases during
training, allowing the map neurons to adapt to the input data and reach a stable state.
The neighborhood amplitude is typically defined as follows:

σ(t) = σ0e(−
t

τ ) (3)

where σ0 is the initial neighborhood width and τ is a time constant that regulates the
speed of the neighborhood in the training iteration.

(7) Weight update. Once the neighborhood is defined, the weights of the neurons in the
map are updated with the following learning rule [42,43]:

wi(t + 1) = wi(t) + ∆wi(t)= wi(t) + η(t) h(i∗ ,i)(x − wi(t)) ∀i ∈ Ni∗ (4)
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where wi is the weight vector of node i at iteration t, η(t) is the learning rate at
iteration t, h(i∗ ,i) is the neighborhood function, x is the input vector, and Ni∗ defines a
neighborhood region.

(8) Learning rate update. The learning rate is a training parameter that controls the size of
the vector of weights in SOM learning [44]. There are many functions of the learning
rate, of which the most commonly used is the exponential function:

η(t) = ηinitial

(
η f inal

ηinitial

) t
tmax

(5)

The values of ηinitial and η f inal are chosen based on the problem being analyzed,
and tmax = epoch is the maximum iteration time set at the beginning of the algorithm.
The value of the learning rate is gradually reduced during training to ensure stable
convergence of the map.

(9) Repetition. Steps 2–8 are repeated for all input vectors in the training dataset.
(10) End of training. SOM training is stopped when a set number of iterations has been

reached or when the map has reached a stable configuration and the data distribution
on the map has reached a satisfactory level.

The SOM, and in particular its implementation in MATLAB, allows one to evaluate
and visualize the network’s output after finishing the training phase [45]. For example,
a graphical representation of the SOM’s topology (Figure 4a), neighbor weight distances
(Figure 4b), and hits (Figure 4c) can be obtained.
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In Figure 4b, the blue hexagons represent neurons, and the boxes containing red
lines connecting neurons have light colors for shorter distances and dark colors for longer
distances. Figure 4c shows a histogram representing the number of times each neuron in
the SOM map was selected as a winner during training.

Together with the previous graphical representation, each test produced a set of point
cloud graphs corresponding to the number of clusters for that test (Figure 5). The “y”-axis
presents a selection of the 150 top analyzed variables for each artifact, considered significant
variables from an archaeological perspective. (The major categories listed on any cluster’s
“y”-axis do not represent all major technological and typological categories. The quantity
exceeds the maximum number of variables that allow proper cluster reading. The variables
listed must, therefore, be considered a selection of the major variables.) In contrast, the
“x”-axis shows each artifact selected during the clustering. (The empty ranges signify either
the absence of artifacts within a specific cluster (from artifact n◦ 0 to 950, and from artifact
n◦ 1450 to 2950) or a lack of data (from artifact n◦ 951 to 1449). The database originally
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used for this study indeed contains additional sites belonging to different chrono-cultural
phases as part of a wider project.)
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Yarmuth 38 and Motza (top) are grouped in the same cluster, as well as artifacts from Nahal Reuel
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Notably, an artifact may contain a mutable number of variables. An artifact (listed
on the “x”-axis with a numeric ID) often repeats itself in many variables, but some sig-
nificant categories cannot be part of others. For example, an artifact that belongs to the
“débitage category” can be either a flake, a blade/laminar artifact, or a CTE. However, it
cannot be part of the “core”, “façonnage”, or “tool” categories. Moreover, for example,
a blade/laminar blank can be a “great/large blade”, a proper “blade”, a “bladelet”, or
a “micro-bladelet”, and therefore, it can belong to other sub-categories (such as cortical
flake/blank, bidirectional or unidirectional blade/blank, etc.) depending on the specific
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characteristics of the artifact. Furthermore, each symbol in the graph represents a specific
artifact, and the use of different colors helps improve exclusively the graph’s readability.

In conclusion, the SOM is a powerful and flexible clustering technique that enables
efficient data visualization and analysis. Indeed, this type of visualization can help identify
groups of neurons that respond similarly to different inputs and identify map regions that
represent clusters of similar inputs.

2.2. K-Means Clustering Algorithm

K-Means is one of the most widely used clustering algorithms for data analysis because
of its simplicity and computational efficiency. It is a straightforward, fast, unsupervised,
nondeterministic numerical method that assigns data to k different clusters iteratively until
it converges to a local minimum [46]. Once the parameter k is chosen (a priori), the k cluster
centers are randomly set, and iteratively, the dataset instances are assigned to the cluster
with the nearest center. Specifically, at each iteration, the centroid values are recalculated as
the average of the cases assigned to each cluster at the previous iteration until a fixed value
of maximum iterations is reached or the local minimum of the criterion function, defined
as follows:

E = ∑k
i=1 di = ∑k

i=1 d(x, xi) (6)

where di is the distance between the xi data of the i-th cluster Ci and the average x of
the clusters. Several metrics [47] exist for calculating the point-to-point distance between
elements and centroids, including the following:

(1) Minkowski distance.

d(x, xi) =
(
∑x∈Ci

|x − xi|r
)1/r

(7)

This distance can be seen as a generalization of other metrics such as Manhattan
distance and Euclidean distance.

(2) Manhattan distance. This defines the distance between two points as the sum of the
absolute differences of their Cartesian coordinates. It is obtained by setting r = 1 in
the Minkowski distance formula.

d(x, xi) = ∑x∈Ci
|x − xi| (8)

(3) Euclidean distance. This is the minimum distance between two objects defined as
the root of the quadratic error between them. It is obtained by setting r = 2 in the
Minkowski distance formula.

d(x, xi) =
(
∑x∈Ci

|x − xi|2
)1/2

(9)

The strengths of the K-Means algorithm include its scalability, efficiency, and simplic-
ity [48]. Most importantly, it is unsupervised, allowing inferences to be drawn from the
dataset without any prior knowledge. This is an excellent advantage since labeled data are
often expensive and complicated to obtain. The main disadvantage of this algorithm is the
need to define the number k of clusters in advance, which is only sometimes so evident in
real applications and for high-dimensional datasets.

Different approaches were selected within the K-Means-based system.
A test was performed using exclusively the K-Means algorithm, without any combina-

tion with other techniques. In this specific case, the K-Means algorithm chooses the initial
centroids randomly between the given points in the dataset.

In particular, the algorithm randomly selects several points from the dataset and uses
them as initial centroids for clusters. These centroids are then used as a starting point for
the iterative process of the K-Means algorithm, which assigns each point to the nearest
cluster and recalculates the centroids of each cluster.
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The initial choice of centroids can affect the quality of clusters obtained by the K-
Means algorithm. In some situations, a more sophisticated centroid selection strategy may
be helpful. For example, a centroid selection algorithm that considers the density of the
points in the dataset can be used to select centroids that represent the data structure well.
However, the MATLAB K-Means function uses the initial random choice of centroids.

Another test was based on combining the K-Means algorithm and PCA (Principal
Component Analysis). This combination is a common technique used in many analyses
for dimensionality reduction first and then for data clustering. PCA is a dimensionality
reduction technique that transforms data into a new coordinate system. The first significant
component captures the maximum possible variance in the data, the second principal com-
ponent captures the maximum remaining variance orthogonally to the first, etc. The main
steps of PCA include standardization of the data if the characteristics have different scales,
construction of a covariance matrix of the standardized data, calculation of eigenvalues
and eigenvectors of the covariance matrix, selection of the main components based on
the larger eigenvalues, and transformation of the original data in the space of the selected
main components. Combining PCA and K-Means begins with data preprocessing, such
as normalization. Next, PCA is applied to reduce the size of the data, reduce noise, and
facilitate the visualization of the data in a small space. Finally, the K-Means algorithm on
the dimensionally reduced data. An example in the Matlab_R2024a environment follows:

(1) Load the data from the dataset and assign the data matrix to a variable.
(2) Then, apply PCA to the data to obtain the main components. The data will be

transformed into the space of the main components, and the values “eigen” represent
the variance explained by each component.

(3) Next, calculate the cumulative variance explained by the main components and find
the minimum number of principal components needed to define at least 95% of the
total variance.

(4) Then, project the data into the space of the first selected main components, reducing
the dimensionality. The K-Means algorithm runs on these dimensionally reduced
data for a desired number of clusters.

(5) The results of clustering, including the assignment of clusters for each data point
and the coordinates of the clusters’ centroids, are displayed in a scatter chart. The
centroids are indicated by a black ‘x’ symbol.

The test was performed by first processing the dataset with the PCA technique, then
applying the standard K-Means and reporting the data to the natural size.

This combination of PCA and K-Means reduces data dimensionality, eliminates noise,
and facilitates clustering. It is beneficial when working with high-dimensional data.

The main advantages of combining PCA and K-Means include reducing the noise in
the data, improving the accuracy of clustering, reducing the computational time for the
K-Means algorithm by reducing the dimensionality, and the ability to view data in 2D or
3D form, making it easier to interpret clustering results.

In summary, combining PCA and K-Means is a powerful data analysis technique
that helps reduce dimensionality, eliminate noise, and improve understanding of clusters
in data.

Lastly, a test was run based on the K-Means++ technique, a variant of the K-Means
algorithm that improves the centroid initialization phase for better and more stable clus-
tering results. K-Means++ tries to choose the initial centroids to reduce the probability of
obtaining suboptimal solutions.

The K-Means++ algorithm only modifies the centroid initialization phase as follows,
while the rest of the clustering process remains unchanged:

(1) It starts by randomly choosing the first center between the data points. The square
distance from the nearest center already chosen is calculated for each data point.

(2) To choose the next center, a new point is selected based on a probability distribution
proportional to the square distance previously calculated. This means that points
farthest from the current centroids will likely be chosen as new centroids.
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(3) This process is repeated until all the necessary centroids have been chosen.
(4) Once the initial centroids are chosen, the standard K-Means algorithm (assignment

and update) is used until convergence.

K-Means++ offers several advantages. First, the initial centroids chosen with this
method are more evenly distributed than those selected with simple random selection,
leading to a higher probability of good-quality clustering. In addition, the algorithm
reduces the likelihood of finishing in suboptimal local minima, improving the result’s
robustness and stability. Despite the more complex initialization, the algorithm generally
converges more quickly and with better results than the standard K-Means.

K-Means++ is an improved technique for initializing centroids in the K-Means al-
gorithm, which leads to greater efficiency and better clustering results. This variant is
beneficial for data with complex structures or if it is necessary to reduce variability in
clustering results.

2.3. Hierarchical Clustering

Hierarchical clustering is an alternative approach that allows the model output to
be visualized and interpreted using particular dendrograms. Its variants include (1) the
partitioning approach (top-down), which, from a single cluster comprising the entire
dataset, iteratively creates subdivisions into smaller-sized clusters containing a single
instance [43], and (2) the agglomerative approach (bottom-up), dominant for constructing
embedded classification schemes [49], which works in reverse to the previous one in that in
the initial situation, each iteration belongs to a different cluster (there are as many clusters as
there are data in the dataset) and iteratively joins neighboring clusters until there is only one
large cluster or a user-chosen number of clusters left. In turn, hierarchical agglomerative
clustering has two standard versions called “single-linkage” and “complete-linkage”, using
which a test was conducted. The former unites the u and v clusters for which the distances
between members i and j are the smallest (see Equation (10)). In contrast, the latter, also
called the Farthest Point Algorithm or Voor Hees Algorithm, uses dissimilarity between
members as the union criterion (see Equation (11)).

d(u, v) = min
(
dist

(
ui, vj

))
(10)

d(u, v) = max
(
dist

(
ui, vj

))
(11)

Other widely used types of linkage are average linkage, which joins pairs of clusters
based on the minimum average distances between all members of the two groups (see
Equation (12)), and centroid linkage, which joins groups based on the distance between
centroids (see Equation (13)).

d(u, v) = ∑ij

dist
(
ui, vj

)
|u| ∗ |v| (12)

d(u, v) = ∥cu − cv∥2 (13)

The approaches described above are summarized in Table 1.

Table 1. Summary of hierarchical linkage approaches.

Method

Single Linkage:
Minimum distance
between elements in
clusters

Complete Linkage:
Maximum distance
between elements in
clusters

Average Linkage:
Average of the distance
of all pairs

Centroid Linkage:
Minimum distance
between the centroids
of two clusters
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All these methods follow a familiar pattern based on the following steps: 
(1) Calculate the matrix of distances between all examples. 
(2) Represent each instance as a single cluster or unite of all the cases as a unique global 

cluster (depending on the variant chosen). 
(3) Unite cluster pairs or divide the whole cluster according to the selected method. 
(4) Update the distance matrix. 
(5) Repeat steps 2 to 4. 

Generally, hierarchical bottom-up approaches are more accurate than top-down ap-
proaches but also computationally more expensive [50].  

Another test was instead conducted using Ward’s method. The Ward linkage method 
is a linkage version used in hierarchical agglomerative clustering. The main idea is based 
on minimizing the sum of the variances within the joined clusters. This method tends to 
produce clusters of a similar size. 

The example that follows shows its MATLAB use:  
(1) First, the data are loaded and standardized if necessary.  
(2) Next, the hierarchical clustering algorithm using Ward’s method is applied. 
(3) The results are displayed in a dendrogram. 

In MATLAB, the function “cluster” allows one to achieve a specific amount of clusters 
from the dendrogram, specifying the maximum number of desired clusters. Finally, the 
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As previously introduced in the discussion of classical K-Means, there are several 
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All these methods follow a familiar pattern based on the following steps: 
(1) Calculate the matrix of distances between all examples. 
(2) Represent each instance as a single cluster or unite of all the cases as a unique global 

cluster (depending on the variant chosen). 
(3) Unite cluster pairs or divide the whole cluster according to the selected method. 
(4) Update the distance matrix. 
(5) Repeat steps 2 to 4. 

Generally, hierarchical bottom-up approaches are more accurate than top-down ap-
proaches but also computationally more expensive [50].  

Another test was instead conducted using Ward’s method. The Ward linkage method 
is a linkage version used in hierarchical agglomerative clustering. The main idea is based 
on minimizing the sum of the variances within the joined clusters. This method tends to 
produce clusters of a similar size. 

The example that follows shows its MATLAB use:  
(1) First, the data are loaded and standardized if necessary.  
(2) Next, the hierarchical clustering algorithm using Ward’s method is applied. 
(3) The results are displayed in a dendrogram. 

In MATLAB, the function “cluster” allows one to achieve a specific amount of clusters 
from the dendrogram, specifying the maximum number of desired clusters. Finally, the 
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As previously introduced in the discussion of classical K-Means, there are several met-
rics for calculating the distance between dataset elements. In contrast, the metric generally
used to measure similarity between instances is cosine similarity, defined as follows:

s(xa, xb) = cos θ =
xa·xb

∥xa∥∥xb∥
=

∑n
i=1 xaixbi√

∑n
i=1 xa

2
i

√
∑n

i=1 xb
2
i

(14)

All these methods follow a familiar pattern based on the following steps:

(1) Calculate the matrix of distances between all examples.
(2) Represent each instance as a single cluster or unite of all the cases as a unique global

cluster (depending on the variant chosen).
(3) Unite cluster pairs or divide the whole cluster according to the selected method.
(4) Update the distance matrix.
(5) Repeat steps 2 to 4.

Generally, hierarchical bottom-up approaches are more accurate than top-down ap-
proaches but also computationally more expensive [50].

Another test was instead conducted using Ward’s method. The Ward linkage method
is a linkage version used in hierarchical agglomerative clustering. The main idea is based
on minimizing the sum of the variances within the joined clusters. This method tends to
produce clusters of a similar size.

The example that follows shows its MATLAB use:

(1) First, the data are loaded and standardized if necessary.
(2) Next, the hierarchical clustering algorithm using Ward’s method is applied.
(3) The results are displayed in a dendrogram.

In MATLAB, the function “cluster” allows one to achieve a specific amount of clusters
from the dendrogram, specifying the maximum number of desired clusters. Finally, the
clustering results are displayed in a scatter plot, coloring the points based on the cluster to
which they belong.

This method helps explore the data structure without specifying the number of clusters
in advance. The resulting dendrogram visually represents the cluster hierarchy, making it
easy to decide where to cut to obtain the desired number of clusters.

The clustering process begins by considering each data point as a separate cluster.
Distances between each pair of clusters are calculated using the Ward distance (15), which
measures the increase in the sum of the variances if the two clusters are joined together.

dWard (15)

The Ward distance between two clusters, A and B, is calculated as the weighted sum
of the internal variance of the two clusters, where the variance is measured as the square
Euclidean distance between the cluster centroids. The formula is expressed as follows:

dWard (A, B) = [(nA nB)/(nA +nA)] ||µA − µB ||2 (16)

where nA e nB are the point numbers in clusters A and B, respectively; µA e µB are the
centroids of clusters A and B, respectively; and ||µA − µB||2 is the square Euclidean distance
between the centroids of the two clusters.

The two clusters that lead to the most minor increase in the sum of the variances are
joined. This process repeats until all points are merged into a single cluster or until the
desired number of clusters is reached.

Ward’s linkage method is advantageous because it tends to create clusters of sim-
ilar size and minimizes variance within clusters, making clustering more meaningful
and interpretable.
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2.4. Silhouette Analysis

To quantify the quality of clustering, one can use silhouette analysis, a graphical
tool that shows the level of clustering of instances in clusters. This analysis is based on
calculating the silhouette coefficient of each example in the dataset, defined as follows:

si =
bi − ai

max{bi, ai}
(17)

where ai is the cluster cohesion, calculated as the distance between each instance and all
other instances belonging to the same cluster, and bi is the separation of the cluster from
the nearest cluster, calculated as the average distance between each example belonging to
the i-th cluster and all examples contained in the nearest cluster.

The silhouette coefficient takes values in the range [−1,1], where the upper extreme
represents the ideal condition.

To explain in more detail what has just been stated, we present an example inspired
by the one described in [51]. Starting with the unlabeled dataset shown in Figure 6a, whose
actual partition is shown in Figure 6b, we wanted to apply a clustering algorithm with
different values of parameter k to perform non-supervised clustering quickly and efficiently.
We chose K-Means for simplicity, but this analysis applies to other clustering algorithms.
The parameter k varied from 2 to 5; the distance metric chosen was Euclidean.

Electronics 2024, 13, x FOR PEER REVIEW 13 of 24 
 

 

 
Figure 6. Data visualization. (a) Distribution of the dataset. (b) Real dataset partitioning. 

In this simple case, the feature space is two-dimensional (features 𝑥𝑥1 and 𝑥𝑥2), so it is 
possible to visualize the distribution of the data and guess the most appropriate k number. 
This is not possible for datasets with dimensionality greater than 3, so the best solution is 
always to apply silhouette analysis. First, we graphically compared the results of the sil-
houette scores obtained by varying the parameter k (Figure 7). 

 
Figure 7. Silhouette scores for various values of k. 

By comparing the silhouette scores for different cluster numbers, one could infer that 
k = 3 is the best choice; however, k = 4 is also quite good and certainly better than k = 2 or 
k = 5. A more informative visualization is provided by the silhouette diagram, which al-
lows one to view the silhouette coefficients of each instance, organized according to the 
cluster to which they have been assigned and sorted by coefficient value. In such a dia-
gram, each cluster is associated with a knife shape, whose height indicates the number of 
instances contained in the cluster. At the same time, the width represents the silhouette 
coefficients of the instances in the clusters. In the present case, the silhouette plots associ-
ated with the four different values of k are shown in Figure 8, where the vertical dashed 
red lines represent the average silhouette coefficients. 

 
Figure 8. Silhouette diagrams for various values of k. 

Figure 6. Data visualization. (a) Distribution of the dataset. (b) Real dataset partitioning.

In this simple case, the feature space is two-dimensional (features x1 and x2), so it is
possible to visualize the distribution of the data and guess the most appropriate k number.
This is not possible for datasets with dimensionality greater than 3, so the best solution
is always to apply silhouette analysis. First, we graphically compared the results of the
silhouette scores obtained by varying the parameter k (Figure 7).
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Figure 7. Silhouette scores for various values of k.

By comparing the silhouette scores for different cluster numbers, one could infer that
k = 3 is the best choice; however, k = 4 is also quite good and certainly better than k = 2 or
k = 5. A more informative visualization is provided by the silhouette diagram, which allows
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one to view the silhouette coefficients of each instance, organized according to the cluster
to which they have been assigned and sorted by coefficient value. In such a diagram, each
cluster is associated with a knife shape, whose height indicates the number of instances
contained in the cluster. At the same time, the width represents the silhouette coefficients
of the instances in the clusters. In the present case, the silhouette plots associated with
the four different values of k are shown in Figure 8, where the vertical dashed red lines
represent the average silhouette coefficients.
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As can be seen, for k = 5, the silhouette values of some clusters are lower than the
total mean value, indicating that the instances in those clusters are too close to the other
clusters, and therefore, the clustering of the data is not good. In other cases, however, the
instances exceed the mean value and may represent good choices. However, for k = 2 and
k = 3, some clusters are very large (with an index of 1 in both cases), while for k = 4, all
clusters have similar sizes. Therefore, although the total silhouette score for k = 3 is higher
than that obtained for k = 4 (see Figure 7), the latter option seems the best.

Therefore, silhouette analysis is an excellent tool for assessing which k parameter is
optimal for a specific application.

In this research paper, we applied the SOM, K-Means, and hierarchical clustering
methods to analyze the archaeological data at our disposal. The results obtained by each
method were thoroughly examined, and we discussed the most suitable approach for
our specific application. We conducted multiple tests for each algorithm with varying
cluster sets to enable a comprehensive comparative analysis. By testing the SOM, K-Means,
and hierarchical algorithms with 36 and 20 clusters, we aimed to facilitate a thorough
comparison. In particular, we applied different techniques for the K-Means and hierarchical
algorithms to create distinct test scenarios. For instance, the K-Means algorithm was tested
with 36 clusters, 20 using the PCA technique, and 20 using the K-Mean++ technique.
On the other hand, the hierarchical algorithm was tested with 36 clusters using Ward’s
method and 20 clusters using the complete linkage technique. Furthermore, each test and
setting was conducted between 5 and 10 times, and the results consistently showed no
significant variation.

We supported each scenario with neighbor weight distance and hits analysis for the
SOM, and with silhouette analysis for the K-Means and hierarchical algorithms. Further-
more, we evaluated the effectiveness and validity of each application through archaeologi-
cal interpretation.

The comparative analysis facilitated the experts’ selection of the most suitable ap-
proach for clustering analysis on a homogeneous dataset (Supplementary Material: Matrix).
From an archaeological standpoint, it effectively demonstrated the potential to accurately
replicate the archaeological interpretation of the technological and typological groups
within the composition of the lithic assemblage. This research paper has opened up the
opportunity to explore the inherent characteristics of archaeological datasets further, pro-
viding professionals with the capability to discern cultural aspects within homogeneous
material cultures.
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3. Results

The subsequent analyses present the results regarding the silhouette comparison
between the K-Means and hierarchical algorithms and the outcomes of neighbor connection
and distance concerning the SOM analysis. The efficiency results are then interpreted from
an archaeological standpoint to enhance our comprehension of the various algorithms’
capacity to decode archaeological datasets.

The SOM analysis was carried out on two different tests with 36 clusters (Figure 9)
and 20 clusters (Figure 10). The first test showed different primary connections (Figure 9,
left), and indeed, the number of clusters is relevant to the purpose of the archaeological
research (Figure 9, right). Meanwhile, the test on 20 clusters showed fewer neighbors’
weight distances (Figure 10, top) and significant hits (Figure 10, bottom).
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The analysis of 36 clusters yielded significant insights from an archaeological per-
spective (Figure 9). The examination revealed the presence of technological groups of
artifacts corresponding to specific stages in the operational sequence. For instance, cluster
3 comprised cortical artifacts (cortical flakes and blades) alongside non-cortical elements,
representing the initial stages of core reduction. These artifacts, known as blanks, were
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identified across all analyzed sites, indicating a commonality in operational sequences
across the Levant region (Supplementary Materials: Figure S1a,b).

Cluster 5 also proved to be pivotal, encompassing laminar and flake cores, crucial
components in lithic production. This finding was consistent with expectations, reflecting
the technological homogeneity observed across all sites. Notably, cores are fundamental
elements in lithic production processes (Supplementary Materials: Figure S2a,b).

Furthermore, cluster 8 underscored a specific stage in production, primarily featuring
bladelets, which are indicative of the laminar-core reduction process and were prevalent
across all sites. These findings shed light on the shared operational sequences and tech-
nological practices among the sites under study. From a typological point of view, many
clusters seem to reproduce a specific logic based on several parameters that were taken into
account, showing positive results. Clusters 21 and 35 showed a group of tools (retouched
artifacts) made on laminar blanks (blades and bladelets) shared by all sites. Retouching a
laminar blank is, in fact, the main step in achieving the production of formal tools, such
as arrowheads, denticulates, sickle blades, etc. Cluster 29 instead showed the group of
retouched flakes and CTEs (core trimming elements), representing a secondary production.
The latter products are used to make mostly scrapers, a cluster also highlighted in cluster 36.

In the analysis, most clusters demonstrated favorable outcomes regarding the SOM’s
capability to categorize and organize various clusters based on the technological and
typological characteristics of the assemblage. This resulted in a consistent dataset of
sites sharing similar technological traits. However, a few clusters exhibited divergence in
typological terms, yielding significant preliminary findings. Notably, the arrowheads were
grouped differently, revealing two distinct clusters. One cluster consisted exclusively of
arrowheads from Nahal Reuel, designated as a unique cluster specific to this site (cluster 1).
Conversely, arrowheads from other sites, such as Motza, Nahal Yarmuth, and Yiftahel,
were grouped in a separate cluster (cluster 7). This differentiation holds archaeological
significance as it suggests that, despite the shared technological aspects and numerous
typological features among all sites, the arrowheads reflect distinct cultural preferences,
potentially indicating sub-cultural distinctions (Supplementary Materials: Figure S3).

A few clusters that were produced showed a particular logic for the NN to read the
archaeological dataset, which was understandable but incorrect in archaeological terms.
In two clusters (clusters 11 and 12), a few cores were grouped with large-size flakes and
hammerstones (Supplementary Materials: Figure S4a,b). Although the choice highlighted
a grouping method based, in this specific case, mainly on the dimensions and weight of the
artifacts, the grouping needed to be corrected from a technological point of view. Only one
of the produced clusters was instead apparently nonsensical (cluster 14).

In assessing the test set comprising 20 clusters, the SOM consistently performed
well in interpreting and decoding the archaeological dataset (Figure 10). However, the
reduced number of clusters impacted the precision of the subdivision. For instance, cluster 1
effectively grouped cores from various sites, indicating a homogenous technological pattern
in core reduction. Conversely, clusters 2 and 8 displayed a lack of specificity, encompassing
the débitage category and flakes production from all sites without discerning distinctions
(Supplementary Materials: Figure S5a,b).

Similar issues were observed in the categorization of tools across clusters 7, 11, and 12,
where different types of tools were conglomerated, both typologically and technologically.
Despite the decreased precision in this analysis, a noteworthy finding was the identification
of a cluster exclusively comprising arrowheads from Nahal Reuel (cluster 12), indicating a
distinct typological divergence within a broader homogeneous material culture, reflective
of a unique sub-cultural preference (Supplementary Materials: Figure S6).

Several tests were performed regarding silhouette analysis for each K-Means and
hierarchical algorithm application. The comparison facilitates a better understanding of
each application’s capability to decode and read the archaeological dataset.

In the analysis, the K-Means algorithm was applied to a test set comprising 36 clusters
and two test sets comprising 20 clusters each. Notably, the latter tests were conducted using
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two distinct techniques, namely K-Means PCA and K-Means++, to enhance the algorithm’s
effectiveness in interpreting and deciphering the dataset.

The analysis set on 36 clusters (Figure 11) yielded positive results from an archaeologi-
cal standpoint in some cases; however, in others, the results were inconclusive, indicating
lower effectiveness of the K-Means algorithm in deciphering the archaeological dataset.
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Cluster 10, for example, showed a group of primary elements from all sites that were
expected as a first step of the chain of operations shared by all sites. Clusters 12 and
24 showed a further step, with fewer cortical and non-cortical flakes and laminar blanks
from all sites instead. Cluster 8 went a step further, grouping all blades and bladelets from
all sites and displaying the main production of any MPPNB site in the Levant: laminar
blanks production. Nevertheless, some tools were grouped together with this category,
lowering the efficiency of the cluster (Supplementary Materials: Figure S7a,b).

In specific clusters, the efficiency was notably lower. For example, cluster 11 included
artifacts from all technological categories, and clusters 35 and 36 encompassed all typologi-
cal categories. Lastly, clusters 13, 18, 25, 29, and 33 exhibited only a few groupings based
on artifacts, indicating the algorithm’s inability to determine proper clusters (clusters 13
and 33, Supplementary Materials: Figures S8 and S9).

Despite this lower efficiency in reading and decoding the archaeological dataset, the K-
Means algorithm was able to detect a cluster based exclusively on arrowheads from Nahal
Reuel (cluster 28), suggesting the possibility of a sub-cultural preference or group within the
wider homogenous MPPNB material culture (Supplementary Materials: Figure S10) again.

The analysis of 20 clusters using the PCA technique showed that it was less precise and
efficient than the previous analysis set on 36 clusters (Figure 12). The results indicated that
some clusters were too general from an archaeological perspective, grouping together many
categories without further differentiation. For instance, clusters 5 and 13 showed good
results based on primary elements and generic retouched blades, and cluster 16 highlighted
a shared technology by all sites, focusing on the group of cores (Supplementary Materials:
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Figure S11a,b). However, many other clusters were more mixed. Cluster 15 combined all
tool categories from all sites, cluster 7 mixed cores and tools, cluster 2 combined débitage
(flakes, blades, and CTEs) and some tools together, and cluster 9 grouped together tools
made on blades and hammerstones and adzes (Supplementary Materials: Figure S12).
Additionally, some clusters contained only a minimal number of items, such as clusters 6,
17, and 19.
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Despite the low efficiency in deciphering the dataset, the algorithm was able to identify
a specific cluster of arrowheads from Nahal Reuel (cluster 10, Supplementary Materials:
Figure S13).

The analysis of 20 clusters created using the K-Means++ algorithm yielded interest-
ing results (Figure 13). Some clusters were nearly empty or contained a mix of various
technologies, while others were more precise in terms of typology.

For instance, clusters 2, 19, and 20 exhibited a combination of all technological cat-
egories of débitage and a few tools (cluster 2, Supplementary Materials: Figure S14a,b).
Conversely, clusters 3 and 5 lacked sufficient qualitative and quantitative elements for
an archaeological cluster. Cluster 4 exclusively featured cores, indicating a consistent
technology across all sites without further subcategories within this group (Supplementary
Materials: Figure S15a,b).

Only a few clusters demonstrated acceptable technological efficiency. Cluster 13
displayed primary elements and non-cortical flakes from all sites, representing the initial
and second steps in the core reduction process. Finally, cluster 14 grouped retouched flakes
and scrapers on flakes, highlighting similarities between these two categories.

The algorithm did, however, produce specific results regarding tool categories. For
instance, cluster 9 aggregated specific arrowheads from Nahal Reuel, similar to the previous
test, while cluster 17 grouped a few arrowhead types common across all sites (Supplemen-
tary Materials: Figure S16).
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In the analysis, the hierarchical algorithm was applied to a test set comprising 36 clus-
ters, specifically based on Ward’s method (Figure 14), and to another set of 20 clusters based
on the complete linkage technique (Figure 15) to enhance the algorithm’s effectiveness in
interpreting and deciphering the dataset. The silhouette analysis was present in each test.

The analysis carried out on 36 clusters showed good results in decoding/reading the
archaeological dataset. However, it achieved a lower precision than the SOM under the
same conditions (Figure 14).

From a technological point of view, several clusters recognized different steps in the
chain of operation during core reduction in all sites. For example, clusters 21 and 26 mainly
showed primary elements and flakes with a high percentage of cortex coverage (the first
products detached from the core during its reduction), highlighting an initial step of the
chain (cluster 21, Supplementary Materials: Figure S17a,b). Clusters 16 and 22 showed the
step that followed during the process: the realization of laminar blanks and CTEs in the
first cluster and non-cortical flakes in the other. Lastly, cluster 17 recognized the category
of retouched flakes together with scrapers, as these are often made on flakes.

From a typological point of view, the hierarchical clustering algorithm struggled more
in identifying more precise clusters within the tools category. For example, while a few
clusters followed a legitimate logic based on retouch characteristics, such as clusters 1
and 2 which respectively grouped denticulates and notches and denticulates and generic
retouched blades (cluster 2, Supplementary Materials: Figure S18a,b), other clusters com-
bined different tools with fewer characteristics in common, such as clusters 8, 9, 12, 14,
27, and 33 (cluster 8, Supplementary Materials: Figure S19a,b). As a matter of fact, these
clusters appeared in the silhouette analysis with negative values.

Although a higher level of imprecision was noted during the analysis of the dataset’s
typological information, cluster 36 showed a unique cluster exclusively from Nahal Reuel,
represented solely by arrowheads. This again highlights a possible sub-cultural preference
within a wider shared cultural substratum.



Electronics 2024, 13, 2752 19 of 23Electronics 2024, 13, x FOR PEER REVIEW 20 of 24 
 

 

 
Figure 14. Silhouette analysis, hierarchical algorithm (Ward’s method). Test conducted on 36 clus-
ters. Mean silhouette value = 0.2. 

The analysis of 20 clusters revealed similar efficiency issues as the SOM analysis con-
ducted using the same parameters (Figure 15).  

Clusters 3, 4, 6, 7, and 12 showed combined artifacts from different tool categories 
(cluster 3, Supplementary Materials: Figure S20a,b), while clusters 17, 18, and 19 each 
showed only a single item (cluster 17, Supplementary Materials: Figure S21). Only a few 
clusters, such as 14, 15, and 16, were coherent with the subdivision. While cluster 16 
showed cores from all sites and cluster 15 showed the main débitage production in all 
sites, highlighting the main technological similarities, cluster 14 exclusively contained ar-
rowheads from Nahal Reuel. 

Figure 14. Silhouette analysis, hierarchical algorithm (Ward’s method). Test conducted on 36 clusters.
Mean silhouette value = 0.2.

Electronics 2024, 13, x FOR PEER REVIEW 21 of 24 
 

 

 
Figure 15. Silhouette analysis, hierarchical algorithm (complete linkage technique). Test conducted 
on 20 clusters. Mean silhouette value = 0.3. 

Notably, all algorithms set to either 36 or 20 clusters identified a unique cluster made 
of specific arrowheads from Nahal Reuel, suggesting the possibility of a local cultural 
preference within a wider homogenous material culture which all sites belong to as part 
of the Middle Pre-Pottery B cultural koiné. 

4. Discussion 
The utilization of various algorithms and techniques yielded promising results. The 

SOM demonstrated superior accuracy and precision compared to the K-Means and hier-
archical algorithms. Notably, the SOM test set with 36 clusters outperformed both the tests 
with 20 clusters and the other algorithms. Overall, the tests with 20 clusters yielded less 
precise and efficient results, except for the K-Means++ application, which presented con-
trasting outcomes. However, all tests with 36 or 20 clusters successfully identified techno-
logical and typological clusters to varying degrees.  

Our study observed that different algorithms displayed varying proficiency levels in 
decoding the archaeological dataset. It is crucial to analyze and describe their performance 
in detail. We found that the algorithms set on 36 clusters could identify distinct, coherent 
clusters more accurately, whereas the algorithms set on 20 clusters tended to combine 
different classes of elements. This consistent behavior was observed across multiple runs, 
indicating an inherent characteristic in the algorithms’ approach to interpreting the da-
taset. It became apparent that more clusters were essential for effectively deciphering the 
homogeneous complete lithic assemblage. 

Additionally, it is noteworthy that each test conducted using a specific algorithm and 
set of clusters consistently produced groups comprising the same elements, with only mi-
nor and insignificant exceptions. Moreover, when we subdivided the dataset into major 
categories and conducted separate tests, the algorithms demonstrated greater precision 
and efficiency, even when set at fewer clusters. This recurring behavior was observed 

Figure 15. Silhouette analysis, hierarchical algorithm (complete linkage technique). Test conducted
on 20 clusters. Mean silhouette value = 0.3.



Electronics 2024, 13, 2752 20 of 23

The analysis of 20 clusters revealed similar efficiency issues as the SOM analysis
conducted using the same parameters (Figure 15).

Clusters 3, 4, 6, 7, and 12 showed combined artifacts from different tool categories
(cluster 3, Supplementary Materials: Figure S20a,b), while clusters 17, 18, and 19 each
showed only a single item (cluster 17, Supplementary Materials: Figure S21). Only a
few clusters, such as 14, 15, and 16, were coherent with the subdivision. While cluster
16 showed cores from all sites and cluster 15 showed the main débitage production in
all sites, highlighting the main technological similarities, cluster 14 exclusively contained
arrowheads from Nahal Reuel.

Notably, all algorithms set to either 36 or 20 clusters identified a unique cluster made
of specific arrowheads from Nahal Reuel, suggesting the possibility of a local cultural
preference within a wider homogenous material culture which all sites belong to as part of
the Middle Pre-Pottery B cultural koiné.

4. Discussion

The utilization of various algorithms and techniques yielded promising results. The
SOM demonstrated superior accuracy and precision compared to the K-Means and hier-
archical algorithms. Notably, the SOM test set with 36 clusters outperformed both the
tests with 20 clusters and the other algorithms. Overall, the tests with 20 clusters yielded
less precise and efficient results, except for the K-Means++ application, which presented
contrasting outcomes. However, all tests with 36 or 20 clusters successfully identified
technological and typological clusters to varying degrees.

Our study observed that different algorithms displayed varying proficiency levels in
decoding the archaeological dataset. It is crucial to analyze and describe their performance
in detail. We found that the algorithms set on 36 clusters could identify distinct, coherent
clusters more accurately, whereas the algorithms set on 20 clusters tended to combine
different classes of elements. This consistent behavior was observed across multiple
runs, indicating an inherent characteristic in the algorithms’ approach to interpreting
the dataset. It became apparent that more clusters were essential for effectively deciphering
the homogeneous complete lithic assemblage.

Additionally, it is noteworthy that each test conducted using a specific algorithm and
set of clusters consistently produced groups comprising the same elements, with only
minor and insignificant exceptions. Moreover, when we subdivided the dataset into major
categories and conducted separate tests, the algorithms demonstrated greater precision and
efficiency, even when set at fewer clusters. This recurring behavior was observed across all
algorithms and parameters, indicating a consistent pattern in the clustering results.

In conclusion, the SOM technique demonstrated an impressive capacity to compre-
hend the intricate steps involved in lithic production, including the chain of operations,
technological nuances, and typological characteristics. Given its exceptional proficiency
in deciphering homogeneous archaeological datasets, we highly recommend using the
SOM technique in such contexts. It is important to note that the optimal number of clusters
may vary depending on the specific context, anticipated clusters, and the nature of the
data. Moreover, the efficacy of the algorithms mentioned above hinges significantly on the
number of variables (archaeological parameters/features) assessed for each artifact.

We therefore suggest analyzing the entire assemblage with the SOM method first
and then running different tests for each subdivision made, depending on the type of
dataset and its possible internal subdivisions. This approach may yield promising results
by achieving greater clarity and precision.

5. Conclusions

In conclusion, the comparative analysis of various SOM, K-Means, and hierarchical
algorithms and their respective techniques has yielded noteworthy and promising findings.
Each approach was systematically evaluated and interpreted within an archaeological
framework to elucidate the decoding process inherent to each algorithm. Overall, the tests
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demonstrated varying degrees of efficacy and precision in comprehending a homogenous
archaeological dataset. Of the algorithms tested, the SOM algorithm emerged as the
most effective and precise, capable of not only providing a comprehensive overview of
the technological and typological characteristics of the MPPNB lithic industries of Nahal
Yarmuth 38, Motza, Yiftahel, and Nahal Reuel but also delving deeper to yield more
coherent and precise clusters. It successfully differentiated the principal technological and
typological groups within the lithic assemblages into distinct sub-categories. Additionally,
a unique cluster exclusively comprising arrowheads from one of the selected sites was
identified in each application, suggesting a distinct cultural preference or even a sub-
cultural aspect within the Levantine MPPNB cultural koiné.

Notably, the SOM exhibited the fewest decoding errors compared to the hierarchi-
cal and K-Means algorithms and their associated applications, such as Ward’s method,
complete linkage, K-Means++, and the PCA technique, demonstrating lower overall effi-
ciency and precision levels. These results underscore the potential of the SOM algorithm
in decoding and analyzing archaeological datasets, particularly those pertaining to lithic
industries.

This study may enable the exploration of new frontiers in archaeology.
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