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ETAPS Foreword

Welcome to the 26th ETAPS! ETAPS 2023 took place in Paris, the beautiful capital of
France. ETAPS 2023 was the 26th instance of the European Joint Conferences on
Theory and Practice of Software. ETAPS is an annual federated conference established
in 1998, and consists of four conferences: ESOP, FASE, FoSSaCS, and TACAS. Each
conference has its own Program Committee (PC) and its own Steering Committee
(SC). The conferences cover various aspects of software systems, ranging from theo-
retical computer science to foundations of programming languages, analysis tools, and
formal approaches to software engineering. Organising these conferences in a coherent,
highly synchronized conference programme enables researchers to participate in an
exciting event, having the possibility to meet many colleagues working in different
directions in the field, and to easily attend talks of different conferences. On the
weekend before the main conference, numerous satellite workshops took place that
attracted many researchers from all over the globe.

ETAPS 2023 received 361 submissions in total, 124 of which were accepted,
yielding an overall acceptance rate of 34.3%. I thank all the authors for their interest in
ETAPS, all the reviewers for their reviewing efforts, the PC members for their con-
tributions, and in particular the PC (co-)chairs for their hard work in running this entire
intensive process. Last but not least, my congratulations to all authors of the accepted
papers!

ETAPS 2023 featured the unifying invited speakers Véronique Cortier (CNRS,
LORIA laboratory, France) and Thomas A. Henzinger (Institute of Science and
Technology, Austria) and the conference-specific invited speakers Mooly Sagiv (Tel
Aviv University, Israel) for ESOP and Sven Apel (Saarland University, Germany) for
FASE. Invited tutorials were provided by Ana-Lucia Varbanescu (University of
Twente and University of Amsterdam, The Netherlands) on heterogeneous computing
and Joost-Pieter Katoen (RWTH Aachen, Germany and University of Twente, The
Netherlands) on probabilistic programming.

As part of the programme we had the second edition of TOOLympics, an event to
celebrate the achievements of the various competitions or comparative evaluations in
the field of ETAPS.

ETAPS 2023 was organized jointly by Sorbonne Université and Université
Sorbonne Paris Nord. Sorbonne Université (SU) is a multidisciplinary,
research-intensive and worldclass academic institution. It was created in 2018 as the
merge of two first-class research-intensive universities, UPMC (Université Pierre and
Marie Curie) and Paris-Sorbonne. SU has three faculties: humanities, medicine, and
55,600 students (4,700 PhD students; 10,200 international students), 6,400 teachers,
professor-researchers and 3,600 administrative and technical staff members. Université
Sorbonne Paris Nord is one of the thirteen universities that succeeded the University of
Paris in 1968. It is a major teaching and research center located in the north of Paris. It
has five campuses, spread over the two departments of Seine-Saint-Denis and Val



d’Oise: Villetaneuse, Bobigny, Saint-Denis, the Plaine Saint-Denis and Argenteuil. The
university has more than 25,000 students in different fields, such as health, medicine,
languages, humanities, and science. The local organization team consisted of Fabrice
Kordon (general co-chair), Laure Petrucci (general co-chair), Benedikt Bollig (work-
shops), Stefan Haar (workshops), Étienne André (proceedings and tutorials), Céline
Ghibaudo (sponsoring), Denis Poitrenaud (web), Stefan Schwoon (web), Benoît Barbot
(publicity), Nathalie Sznajder (publicity), Anne-Marie Reytier (communication),
Hélène Pétridis (finance) and Véronique Criart (finance).

ETAPS 2023 is further supported by the following associations and societies:
ETAPS e.V., EATCS (European Association for Theoretical Computer Science),
EAPLS (European Association for Programming Languages and Systems), EASST
(European Association of Software Science and Technology), Lip6 (Laboratoire
d'Informatique de Paris 6), LIPN (Laboratoire d'informatique de Paris Nord), Sorbonne
Université, Université Sorbonne Paris Nord, CNRS (Centre national de la recherche
scientifique), CEA (Commissariat à l'énergie atomique et aux énergies alternatives),
LMF (Laboratoire méthodes formelles), and Inria (Institut national de recherche en
informatique et en automatique).

The ETAPS Steering Committee consists of an Executive Board, and representa-
tives of the individual ETAPS conferences, as well as representatives of EATCS,
EAPLS, and EASST. The Executive Board consists of Holger Hermanns (Saar-
brücken), Marieke Huisman (Twente, chair), Jan Kofroň (Prague), Barbara König
(Duisburg), Thomas Noll (Aachen), Caterina Urban (Inria), Jan Křetínský (Munich),
and Lenore Zuck (Chicago).

Other members of the steering committee are: Dirk Beyer (Munich), Luís Caires
(Lisboa), Ana Cavalcanti (York), Bernd Finkbeiner (Saarland), Reiko Heckel
(Leicester), Joost-Pieter Katoen (Aachen and Twente), Naoki Kobayashi (Tokyo),
Fabrice Kordon (Paris), Laura Kovács (Vienna), Orna Kupferman (Jerusalem), Leen
Lambers (Cottbus), Tiziana Margaria (Limerick), Andrzej Murawski (Oxford), Laure
Petrucci (Paris), Elizabeth Polgreen (Edinburgh), Peter Ryan (Luxembourg), Sriram
Sankaranarayanan (Boulder), Don Sannella (Edinburgh), Natasha Sharygina (Lugano),
Pawel Sobocinski (Tallinn), Sebastián Uchitel (London and Buenos Aires), Andrzej
Wasowski (Copenhagen), Stephanie Weirich (Pennsylvania), Thomas Wies (New
York), Anton Wijs (Eindhoven), and James Worrell (Oxford).

I would like to take this opportunity to thank all authors, keynote speakers, atten-
dees, organizers of the satellite workshops, and Springer-Verlag GmbH for their
support. I hope you all enjoyed ETAPS 2023.

Finally, a big thanks to Laure and Fabrice and their local organization team for all
their enormous efforts to make ETAPS a fantastic event.

April 2023 Marieke Huisman
ETAPS SC Chair

ETAPS e.V. President

vi ETAPS Foreword



Preface

This volume contains the papers presented at the 26th International Conference on
Foundations of Software Science and Computation Structures (FoSSaCS 2023), which
was held 24–27 April, 2023, in Paris, France. The conference is dedicated to foun-
dational research with a clear significance for software science and brings together
research on theories and methods to support the analysis, integration, synthesis,
transformation, and verification of programs and software systems.

The program consisted of 26 contributed papers, selected from among 85 submis-
sions. Each submission was assessed by three or more Program Committee members.
The conference management system EasyChair was used to handle the submissions, to
conduct the electronic Program Committee discussions, and to assist with the assembly
of the proceedings.

We wish to thank all the authors who submitted papers for consideration, the
members of the Program Committee for their conscientious work, and all additional
reviewers who assisted the Program Committee in the evaluation process. Finally, we
would like to thank the ETAPS organization for providing an excellent environment for
FoSSaCS, other conferences, and workshops.

February 2023 Orna Kupferman
Pawel Sobocinski
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Unboundedness Problems for Machines with
Reversal-Bounded Counters

Pascal Baumann1(�) , Flavio D’Alessandro2, Moses Ganardi1 ,
Oscar Ibarra3, Ian McQuillan4, Lia Schütze1 , and Georg Zetzsche1

1 Max Planck Institute for Software Systems (MPI-SWS), Kaiserslautern and
Saarbrücken, Germany

2 Dept. of Mathematics G. Castelnuovo, Sapienza University of Rome, Rome, Italy
3 Dept. of Computer Science, University of California, Santa Barbara, CA, USA

4 Dept. of Computer Science, University of Saskatchewan, Saskatoon, Canada

Abstract. We consider a general class of decision problems concerning
formal languages, called “(one-dimensional) unboundedness predicates”,
for automata that feature reversal-bounded counters (RBCA). We show
that each problem in this class reduces—non-deterministically in polyno-
mial time—to the same problem for just finite automata. We also show
an analogous reduction for automata that have access to both a push-
down stack and reversal-bounded counters (PRBCA).
This allows us to answer several open questions: For example, we show
that it is coNP-complete to decide whether a given (P)RBCA language
L is bounded, meaning whether there exist words w1, . . . , wn with L ⊆
w∗

1 · · · w∗
n. For PRBCA, even decidability was open. Our methods also

show that there is no language of a (P)RBCA of intermediate growth.
This means, the number of words of each length grows either polynomi-
ally or exponentially. Part of our proof is likely of independent interest:
We show that one can translate an RBCA into a machine with Z-counters
in logarithmic space, while preserving the accepted language.

Keywords: Formal languages · Decidability · Complexity · Counter
automata · Reversal-bounded · Pushdown · Boundedness · Unbound-
edness

1 Introduction

A classic idea in the theory of formal languages is the concept of boundedness
of a language. A language L over an alphabet Σ is called bounded if there ex-
ists a number n ∈ N and words w1, . . . , wn ∈ Σ∗ such that L ⊆ w∗

1 · · · w∗
n.

What makes boundedness important is that a rich variety of algorithmic prob-
lems become decidable for bounded languages. For example, when Ginsburg and
Spanier [25] introduced boundedness in 1964, they already showed that given
two context-free languages, one of them bounded, one can decide inclusion [25,
Theorem 6.3]. This is because if L ⊆ w∗

1 · · · w∗
n for a context-free language, then

the set {(x1, . . . , xn) ∈ Nn | wx1
1 · · · wxn

n ∈ L} is effectively semilinear, which

© The Author(s) 2023
O. Kupferman and P. Sobocinski (Eds.): FoSSaCS 2023, LNCS 13992, pp.
https://doi.org/10.1007/978-3-031-30829-1_12

240–264, 2023.
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permits expressing inclusion in Presburger arithmetic. Here, boundedness is a
crucial assumption: Hopcroft has shown that if L0 ⊆ Σ∗ is context-free, then
the problem of deciding L0 ⊆ L for a given context-free language L is decidable
if and only if L0 is bounded [35, Theorem 3.3].

The idea of translating questions about bounded languages into Presburger
arithmetic has been applied in several other contexts. For example, Esparza,
Ganty, and Majumdar [20] have shown that many classes of infinite-state systems
are perfect modulo bounded languages, meaning that the bounded languages form
a subclass that is amenable to many algorithmic problems. As another example,
the subword ordering has a decidable first-order theory on bounded context-
free languages [45], whereas on languages Σ∗, even the existential theory is
undecidable [33]. This, in turn, implies that initial limit Datalog is decidable for
the subword ordering on bounded context-free languages [7]. Finally, bounded
context-free languages can be closely approximated by regular ones [16].

This raises the question of how one can decide whether a given language
is bounded. For context-free languages this problem is decidable [25, Theo-
rem 5.2(a)] in polynomial time [24, Theorem 19].

Boundedness for RBCA. Despite the importance of boundedness, it had been
open for many years [9, 17]1 whether boundedness is decidable for one of the most
well-studied types of infinite-state systems: reversal-bounded (multi-)counter au-
tomata (RBCA). These are machines with counters that can be incremented,
decremented, and even tested for zero. However, in order to achieve decidability
of basic questions, there is a bound on the number of times each counter can re-
verse, that is, switch between incrementing and decrementing phases. They were
first studied in the 1970s [2, 36] and have received a lot of attention since [8–
13, 18, 23, 28, 32, 33, 39–41, 58]. The desirable properties mentioned above for
bounded context-free languages also apply to bounded RBCA. Furthermore, any
bounded language accepted by an RBCA (even one augmented with a stack) can
be effectively determinized [38] (see also [9, 11]), opening up even more avenues
to algorithmic analysis. This makes it surprising that decidability of boundedness
remained open for many years.

Decidability of boundedness for RBCA was settled in [15], which proves
boundedness decidable even for the larger class of vector addition systems with
states (VASS), with acceptance by configuration. However, the results from [15]
leave several aspects unclarified, which we investigate here:

Q1: What is the complexity of deciding boundedness for RBCA? The algorithm
in [15] employs the KLMST decomposition for VASS [43, 46, 48, 50, 54],
which is well-known to incur Ackermannian complexity [49].

Q2: Is boundedness decidable for pushdown RBCA (PRBCA) [36]? These are
automata which, in addition to reversal-bounded counters, feature a stack.
They can model recursive programs with numeric data types [32]. Whether
boundedness is decidable was stated as open in [17, 18].

1 Note that [9] is about Parikh automata, which are equivalent to RBCA.

Unboundedness Problems for Machines with Reversal-Bounded Counters 241



Q3: Are there languages of RBCA of intermediate growth? As far as we know,
this is a long-standing open question in itself [37]. The growth of a language
L ⊆ Σ∗ is the counting function gL : N → N, where gL(n) is the number
of words of length n in L. This concept is closely tied to boundedness:
For regular and context-free languages, it is known that a language has
polynomial growth if and only if it is bounded (and it has exponential
growth otherwise). A language is said to have intermediate growth if it has
neither polynomial nor exponential growth.

Contribution I: We prove versions of one of the main results in [15], one for
RBCA and one for PRBCA. Specifically, the paper [15] not only shows that
boundedness is decidable for VASS, but it introduces a general class of un-
boundedness predicates for formal languages. It is then shown in [15] that any
unboundedness predicate is decidable for VASS if and only if it is decidable for
regular languages. Our first two main results are:

MR1: Deciding any unboundedness predicate for RBCA reduces in NP to de-
ciding the same predicate for regular languages.

MR2: Deciding any unboundedness predicate for PRBCA reduces in NP to de-
ciding the same predicate for context-free languages.

However, it should be noted that our results only apply to those unboundedness
predicates from [15] that are one-dimensional. Fortunately, these are enough for
our applications. These results allow us to settle questions (Q1)–(Q3) above and
derive the exact complexity of several other problems. It follows that bounded-
ness for both RBCA and PRBCA is coNP-complete, thus answering (Q1) and
(Q2). Furthermore, the proof shows that if boundedness of a PRBCA does not
hold, then its language has exponential growth. This implies that there are no
RBCA languages of intermediate growth (thus settling (Q3)), and even that the
same holds for PRBCA. In particular, deciding polynomial growth of (P)RBCA
is coNP-complete and deciding exponential growth of (P)RBCA is NP-complete.
We can also derive from our result that deciding whether a (P)RBCA language
is infinite is NP-complete (but this also follows easily from [32], see Section 2).
Finally, our results imply that it is PSPACE-complete to decide if an RBCA
language L ⊆ Σ∗ is factor universal, meaning it contains every word of Σ∗ as a
factor (i.e. as an infix). Whether this problem is decidable for RBCA was also
left as an open problem in [17, 18] (under the name infix density).

We prove our results (MR1) and (MR2) by first translating (P)RBCA into
models that have Z-counters instead of reversal-bounded counters. A Z-counter
is one that can be incremented and decremented, but cannot be tested for zero.
Moreover, it can assume negative values. With these counters, acceptance is
defined by reaching a configuration where all counters are zero (in particular,
the acceptance condition permits a single zero-test on each counter). Here, finite
automata with Z-counters are called Z-VASS [29]. Z-counters are also known as
blind counters [26] and it is a standard fact that RBCA are equivalent (in terms
of accepted languages) to Z-VASS [26, Theorem 2].
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Problem Z-VASS/RBCA Z-grammars/PRBCA

Boundedness coNP-complete coNP-complete
Finiteness coNP-complete coNP-complete
Factor universality PSPACE-complete undecidable

Table 1. Complexity results. The completeness statements are meant with respect to
deterministic logspace reductions.

Despite the equivalence between RBCA and Z-VASS being so well-known,
there was apparently no known translation from RBCA to Z-VASS in polynomial
time. Here, the difficulty stems from simulating zero-tests (which can occur an
unbounded number of times in an RBCA): To simulate these, the Z-VASS needs
to keep track of which counter has completed which incrementing/decrementing
phase, using only polynomially many control states. It is also not obvious how
to employ the Z-counters for this, as they are only checked in the end.

Contribution II: As the first step of showing (MR1), we show that

MR3: RBCA can be translated (preserving the language) into Z-VASS in loga-
rithmic space.

This also implies that translations to and from another equivalent model, Parikh
automata [41], are possible in polynomial time: It was recently shown that Parikh
automata (which have received much attention in recent years [6, 8–10, 13, 22])
can be translated in polynomial time into Z-VASS [30]. Together with our new
result, this implies that one can translate among RBCA, Z-VASS, and Parikh
automata in polynomial time. Furthermore, our result yields a logspace trans-
lation of PRBCA into Z-grammars, an extension of context-free grammars with
Z-counters. The latter is the first step for (MR2).

2 Main Results: Unboundedness and (P)RBCA

Reversal-bounded counter automata and pushdowns. A pushdown au-
tomaton with k counters is a tuple A = (Q, Σ, Γ, q0, T, F ) where Q is a finite
set of states, Σ is an input alphabet, Γ is a stack alphabet, q0 ∈ Q is an initial
state, T is a finite set of transitions (p, w, op, q) ∈ Q × Σ∗ × Op × Q, and F ⊆ Q
is a set of final states. Here Op is defined as

Op = {inci, deci, zeroi, nzi | 1 ≤ i ≤ k} ∪ Γ ∪ Γ̄ ∪ {ε},

containing counter and stack operations. Here Γ̄ = {γ̄ | γ ∈ Γ} is a disjoint copy
of Γ . A configuration is a tuple (p, α, v) ∈ Q × Γ ∗ × Nk. We write (p, α, u)

w−→
(p′, α′, u′) if there is a (p, w, op, p′) ∈ T such that one of the following holds:

– op = inci, u′ = u + ei, and α′ = α where ei ∈ Nk is the i-th unit vector,
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– op = deci, u′ = u − ei, and α′ = α,
– op = zeroi, u[i] = 0, u′ = u, and α′ = α
– op = nzi, u[i] ̸= 0, u′ = u, and α′ = α,
– op = γ ∈ Γ , u′ = u, and α′ = αγ,
– op = γ̄ ∈ Γ̄ , u′ = u, and α′γ = α,
– op = ε, u′ = u, and α′ = α.

We extend this notation to longer runs in the natural way.
A (k, r)-PRBCA (pushdown reversal-bounded counter automaton) (A, r)

consists of a pushdown automaton with k counters A and a number r ∈ N,
encoded in unary. A counter ci reverses if the last (non-test) operation affect-
ing it was inci and the next operation is deci, or vice versa. A run is r-reversal
bounded if every counter reverses at most r times. The language of (A, r) is

L(A, r) = {w ∈ Σ∗ | ∃q ∈ F, r-reversal bounded run (q0, ε,0)
w−→ (q, ε,0)}.

A (k, r)-RBCA (reversal-bounded counter automaton) is a (k, r)-PRBCA
where A only uses counter operations. We denote by RBCA and PRBCA the
class of (P)RBCA languages.

Notice that we impose the reversal bound externally (following [32]) whereas
in alternative definitions found in the literature the automaton has to ensure
internally that the number of reversals on every (accepting) run does not ex-
ceed r, e.g. [36]. Clearly, our definition subsumes the latter one; in particular,
Theorem 1 also holds for (P)RBCAs with an internally checked reversal bound.

A d-dimensional Z-VASS (Z-vector addition system with states) is a tuple
V = (Q, Σ, q0, T, F ), where Q is a finite set of states, Σ is an alphabet, q0 ∈ Q
is an initial state, T is a finite set of transitions (p, w, v, p′) ∈ Q × Σ∗ × Zd × Q,
and F ⊆ Q is a set of final states. A configuration of a Z-VASS is a tuple
(p, v) ∈ Q × Zd. We write (p, u)

w−→ (p′, u′) if there is a transition (p, w, v, p′)
such that u′ = u+v. We extend this notation to longer runs in the natural way.
The language of the Z-VASS is defined as

L(V) = {w ∈ Σ∗ | ∃q ∈ F : (q0,0)
w−→ (q,0)}.

A (d-dimensional) Z-grammar is a tuple G = (N, Σ, S, P ) with disjoint finite
sets N and Σ of nonterminal and terminal symbols, a start nonterminal S ∈ N ,
and a finite set of productions P of the form (A, u, v) ∈ N × (N ∪ Σ)∗ × Zd. We
also write (A → u, v) instead of (A, u, v). We call v the (counter) effect of the
production (A → u, v). For words x, y ∈ (N ∪ Σ)∗, we write x ⇒v y if there is
a production (A → u, v) such that x = rAs and y = rus. Moreover, we write
x ∗⇒v y if there are words x1, . . . , xn ∈ (N ∪ Σ)∗ and v1, . . . , vn ∈ Zd with
x ⇒v1 x1 ⇒v2 · · · ⇒vn xn = y and v = v1 + · · ·+vn. We use the notation ⇒
if the counter effects do not matter: We have x ⇒ y if there exists v such that
x ⇒v y; and similarly for ∗⇒ . If derivations are restricted to a subset Q ⊆ P of
productions, we write ⇒Q (resp. ∗⇒Q ).

The language of the Z-grammar G is the set of all words w ∈ Σ∗ such that
S ∗⇒0 w. In other words, if there exists a derivation S ∗⇒ w where the effects
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of all occurring productions sum to the zero vector 0. Z-grammars of dimension
d are also known as valence grammars over Zd [21].

For our purposes it suffices to assume a unary encoding of the Zd-vectors
(effects) occurring in Z-VASS and Z-grammars. However, this is not a restriction:
Counter updates with n-bit binary encoded numbers can be easily simulated
with unary encodings at the expense of dn many fresh counters (see the full
version [5]).

Conversion results. The following is our first main theorem:

Theorem 1. RBCA can be converted into Z-VASS in logarithmic space.
PRBCA can be converted into Z-grammars in logarithmic space.

By convert, we mean a translation that preserves the accepted (resp. generated)
language. There are several machine models that are equivalent (in terms of
accepted languages) to RBCA. With Theorem 1, we provide the last missing
translation:

Corollary 1. The following models can be converted into each other in logarith-
mic space: (i) RBCA, (ii) Z-VASS, (iii) Parikh automata with ∃PA acceptance,
and (iv) Parikh automata with semilinear acceptance.

Roughly speaking, a Parikh automaton is a machine with counters that can
only be incremented. Then, a run is accepting if the final counter values be-
long to some semilinear set. Parikh automata were introduced by Klaedtke and
Rueß [41], where the acceptance condition is specified using a semilinear rep-
resentation (with base and period vectors), yielding (iv) above. As done, e.g.,
in [33], one could also specify it using an existential Presburger formula (briefly
∃PA), yielding the model in (iii) above. Theorem 1 proves (i)⇒(ii), whereas
(ii)⇒(i) is easy (a clever and very efficient translation is given in [40, Theorem
4.5]). Moreover, (ii)⇒(iii) and (ii)⇒(iv) are clear as well. For (iii)⇒(ii), one can
proceed as in [30, Prop. V.1], and (iv)⇒(ii) is also simple.

Unboundedness predicates. We shall use Theorem 1 to prove our second
main theorem, which involves unboundedness predicates as introduced in [15].
In [15], unboundedness predicates can be one-dimensional or multi-dimensional,
but in this work, we only consider one-dimensional unboundedness predicates.

Let Σ be an alphabet. A (language) predicate is a set of languages over Σ. If
p is a predicate and L ⊆ Σ∗ is a language, then we write p(L) to denote that p
holds for the language L (i.e. L ∈ p). A predicate p is called a (one-dimensional)
unboundedness predicate if the following conditions are met for all K, L ⊆ Σ∗:

(U1) If p(K) and K ⊆ L, then p(L).
(U2) If p(K ∪ L), then p(K) or p(L).

(U3) If p(K · L), then p(K) or p(L).
(U4) p(L) if and only if p(F (L)).

Here F (L) = {v ∈ Σ∗ | ∃u, w ∈ Σ∗ : uvw ∈ L} is the set of factors of L
(sometimes also called infixes). In particular, the last condition says that p only
depends on the set of factors occurring in a language.

Unboundedness Problems for Machines with Reversal-Bounded Counters 245



For an unboundedness predicate p and a class C of finitely represented lan-
guages (such as automata or grammars), let p(C) denote the problem of deciding
p for a given language L from C. Formally, p(C) is the following decision problem:

Given A language L from C.
Question Does p(L) hold?

For example, p(RBCA) is the problem of deciding p for reversal-bounded multi-
counter automata and p(NFA) is the problem of deciding p for NFAs. We mention
that the axioms (U1)–(U4) are slightly stronger than the axioms used in [15],
but the resulting set of decision problems is the same with either definition
(since in [15], one always decides whether p(F (L)) holds). Thus, the statement of
Theorem 2 is unaffected by which definition is used. See the full version [5] for
details.

The following examples of (one-dimensional) unboundedness predicates for
languages L ⊆ Σ∗ have already been established in [15]. We mention them here
to give an intuition for the range of applications of our results:

Not being bounded Let pnotb(L) if and only if L is not a bounded language.
Non-emptiness Let p ̸=∅(L) if and only if L ̸= ∅.
Infinity Let p∞(L) if and only if L is infinite.
Factor-universality Let pfuni(L) if and only if Σ∗ ⊆ F (L).

It is not difficult to prove that these are unboundedness predicates, but proofs
can be found in [15]. The following is our second main theorem:

Theorem 2. Let p be a one-dimensional unboundedness predicate. There is an
NP reduction from p(PRBCA) to p(PDA). Moreover, there is an NP reduction
from p(RBCA) to p(NFA).

Here, an NP reduction from problem A ⊆ Σ∗ to B ⊆ Σ∗ is a non-deterministic
polynomial-time Turing machine such that for every input word w ∈ Σ∗, we
have w ∈ A iff there exists a run of the Turing machine producing a word in B.

Let us now see some applications of Theorem 2, see also Table 1. The following
completeness results are all meant w.r.t. deterministic logspace reductions.

Corollary 2. Boundedness for PRBCA and for RBCA is coNP-complete.

For Corollary 2, we argue that deciding non-boundedness is NP-complete. To
this end, we apply Theorem 2 to the predicate pnotb and obtain an NP upper
bound, because boundedness for context-free languages is decidable in polyno-
mial time [24]. The NP lower bound follows easily from NP-hardness of the
non-emptiness problem for RBCA [28, Theorem 3] and thus PRBCA.

Corollary 3. Finiteness for PRBCA and for RBCA is coNP-complete.

We show Corollary 3 by proving that checking infinity is NP-complete. The upper
bound follows from Theorem 2 via the predicate p∞. As above, NP-hardness is
inherited from the non-emptiness problem for RBCA and PRBCA.
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The results in Corollary 3 are, however, not new. They follow directly from
the fact that for a given PRBCA (or RBCA), one can construct in polynomial
time a formula in existential Presburger arithmetic (∃PA) for its Parikh image,
as shown in [36] for RBCA and in [32] for PRBCA. It is a standard result about
∃PA that for each formula φ, there exists a bound B such that (i) B is at most
exponential in the size of φ and (ii) φ defines an infinite set if and only if φ
is satisfied for some vector with some entry above B. For example, this can be
deduced from [53]. Therefore, one can easily construct a second ∃PA formula φ′

such that φ defines an infinite set if and only if φ′ is satisfiable.

Corollary 4. Factor universality for RBCA is PSPACE-complete.

Whether factor universality is decidable for RBCA was left as an open problem
in [17, 18] (there under the term infix density). Corollary 4 follows from Theo-
rem 2 using pfuni, because factor universality for NFAs is PSPACE-complete: To
decide if Σ∗ ⊆ F (R), for a regular language R, we can just compute an automa-
ton for F (R) and check inclusion in PSPACE. For the lower bound, one can reduce
the PSPACE-complete universality problem for NFAs, since for R ⊆ Σ∗, the lan-
guage (R#)∗ ⊆ (Σ∪{#})∗ is factor universal if only if R = Σ∗. Note that factor
universality is known to be undecidable already for one-counter languages [18],
and thus in particular for PRBCA. However, it is decidable for pushdown au-
tomata with a bounded number of reversals of the stack [18].

Beyond pushdowns. Theorem 2 raises the question of whether for any class
M of machines, one can reduce any unboundedness predicates for M extended
with reversal-bounded counters to the same predicate for just M. This is not the
case: For example, consider second-order pushdown automata, short 2-PDA. If
we extend these by adding reversal-bounded counters, then we obtain 2-PRBCA.
Then, the infinity problem is decidable for 2-PDA [34] (see [3, 4, 14, 31, 52, 56]
for stronger results). However, the class of 2-PRBCA does not even have decid-
able emptiness, let alone decidable infinity. This is shown in [57, Proposition 7]
(see [42, Theorem 4] for an alternative proof). Thus, infinity for 2-PRBCA can-
not be reduced to infinity for 2-PDA.

Growth. Finally, we employ the methods of the proof of Theorem 2 to show
a dichotomy of the growth behavior of languages accepted by RBCA. For an
alphabet Σ, we denote by Σ≤m the set of all words over Σ of length at most m.
We say that a language L ⊆ Σ∗ has polynomial growth2 if there is a polynomial
p(x) such that |L∩Σ≤m| ≤ p(m) for all m ≥ 0. Languages of polynomial growth
are also called sparse or poly-slender. We say that L has exponential growth if
there is a real number r > 1 such hat |L∩Σ≤m| ≥ rm for infinitely many m. Since
a language of the form w∗

1 · · · w∗
n clearly has polynomial growth, it is well-known

that bounded languages have polynomial growth. We show that (a) within the
PRBCA languages (and in particular within the RBCA languages), the converse
2 In [24], polynomial and exponential growth are defined with Σm in place of Σ≤m,

but this leads to equivalent notions, see the full version [5].
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is true as well and (b) all other languages have exponential growth (in contrast
to some models, such as 2-PDA [27], where this dichotomy does not hold):

Theorem 3. Let L be a language accepted by a PRBCA. Then L has polynomial
growth if and only if L is bounded. If L is not bounded, it has exponential growth.

3 Translating reversal-bounded counters into Z-counters

Reducing the number of reversals to one. In this section we prove Theo-
rem 1, the conversion from RBCA to Z-VASS. In [28, Lemma 1], it is claimed
that given a (k, r)-RBCA, one can construct in time polynomial in k and r a
(k⌈(r + 1)/2⌉, 1)-RBCA that accepts the same language. The reference [2] that
they provide does include such a construction [2, proof of Theorem 5]. The con-
struction in [2] is only a rough sketch and makes no claims about complexity,
but by our reading of the construction, it keeps track of the reversals of each
counter in the state, which would result in an exponential blow-up.

Instead, we proceed as follows. Consider a (k, r)-RBCA with counters
c1, . . . , ck. Without loss of generality, assume r = 2m − 1. We will construct
an equivalent (2k(r + 1), 1)-RBCA. Looking at the behavior of a single counter
ci, we can decompose every r-reversal bounded run into subruns without rever-
sals. We call these subruns phases and number them from 1 to at most 2m. The
odd (even) numbered phases are positive (negative), where ci is only incremented
(decremented). We replace ci by m one-reversal counters ci,1, . . . , ci,m, where ci,j

records the increments on ci during the positive phase 2j − 1.
However, our machine needs to keep track of which counters are in which

phase, in order to know which of the counters ci,j it currently has to use. We
achieve this as follows: For each of the k counters ci, we also have an additional
set of 2m = r +1 “phase counters” pi,1, . . . , pi,2m to store which phase we are in.
This gives km + k(r + 1) ≤ 2k(r + 1) counters in total. We encode that counter
ci is in phase j by setting pi,j to 1 and setting pi,j′ to 0 for each j′ ̸= j. Since
we only ever increase the phase, the phase counters are one-reversal as well.

Using non-zero-tests, at any point, the automaton can nondeterministically
guess and verify the current phase of each counter. This allows it to pick the
correct counter ci,j for each instruction. When counter ci is in a positive phase
2j − 1, then increments and decrements on ci are simulated as follows:

increment increment ci,j

decrement go into the next (negative) phase 2j; then non-deterministically
pick some ℓ ∈ [1, j] and decrement ci,ℓ. We cannot simply decrement ci,j as
we might have switched to phase j while ci had a non-zero value and hence
it is possible that ci could be decremented further than just ci,j allows.

When counter ci is in a negative phase 2j, then we simulate increments and
decrements as follows:

increment go into the next phase 2j + 1 (unless j = m; then the machine
blocks) and increment ci,j+1.
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decrement non-deterministically pick some ℓ ∈ [1, j] and decrement ci,ℓ.

Finally, to simulate a zero-test on ci, we test all counters ci,1, . . . , ci,m for zero,
while for the simulation of a non-zero-test on ci we non-deterministically pick
one of the counters ci,1, . . . , ci,m to test for non-zero.

Correctness can be easily verified by the following properties. If at some point
ci is in phase 2j − 1 or 2j then (i)

∑j
ℓ=1 ci,ℓ = ci, (ii) the counters ci,1, . . . , ci,j

have made at most one reversal, and (iii) the counters ci,j+1, . . . , ci,m have not
been touched (in particular, they are zero). Furthermore, if ci is in a positive
phase 2j − 1 then ci,j has made no reversal yet.

Note that this construction replaces every transition of the original system
with O(r) new transitions (and states). Our construction therefore yields only
a linear blowup in the size of the system (constant if r is fixed). See the full
version [5] for the details of the construction.

From 1-reversal to Z-counters. We now turn the (k, 1)-RBCA into a Z-
VASS. The difference between a 1-reversal-bounded counter and a Z-counter
is that (i) a non-negative counter should block if it is decremented on counter
value 0, and (ii) a 1-reversal-bounded counter allows (non-)zero-tests. Observe
that all zero-tests occur before the first increment or after the last decrement.
All non-zero-tests occur between the first increment and the last decrement.

If the number k of counters is bounded, then the following simple solution
works. The Z-VASS stores the information which of the counters has not been
incremented yet and which counters will not be incremented again in the future.
This information suffices to simulate the counters faithfully (in terms of the
properties (i) and (ii) above) and increases the state space by a factor of 2k · 2k.
The latter information needs to be guessed (by the automaton) and is verified
by means that all counters are zero in the end.

In the general case we introduce a variant of Z-VASS that can guess poly-
nomially many bits in the beginning and read them throughout the run. A
d-dimensional Z-VASS with guessing (Z-VASSG) has almost the same format
as a d-dimensional Z-VASS, except that each transition additionally carries a
propositional formula over some finite set of variables X. A word w ∈ Σ∗ is
accepted by the Z-VASSG if there exists an assignment ν : X → {0, 1} and an
accepting run (q0,0)

w−→ (q,0) for some q ∈ F such that all formulas appearing
throughout the run are satisfied by ν.

We have to eliminate zero- and non-zero-tests of the (k, 1)-RBCA. Whether
a (non-)zero-test is successful depends on which phase a counter is currently
in (and whether in the end, every counter is zero; but we assume that our
acceptance condition ensures this). Each counter goes through at most 4 phases:

1. before the first increment,
2. the “increment phase”,

3. the “decrement phase”, and
4. after the last decrement.

Hence, every run can be decomposed into 4k (possibly empty) segments, in which
no counter changes its phase. The idea is to guess the phase of each counter
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in each segment. Hence, we have propositional variables pi,j,ℓ for i ∈ [1, 4k],
j ∈ [1, k], and ℓ ∈ [1, 4]. Then pi,j,ℓ is true iff in segment i, counter j is in phase ℓ.
We will have to check that the assignment is admissible for each counter, meaning
that the sequence of phases for each counter adheres to the order described above.

We modify the machine as follows. In its state, it keeps a number i ∈ [1, 4k]
which holds the current segment. At the beginning of the run, the machine checks
that the assignment ν is admissible using a propositional formula: It checks that
(i) for each segment i and each counter j there exists exactly one phase ℓ so
that pi,j,ℓ is true, and (ii) the order of phases above is obeyed. Then, for every
operation on a counter, the machine checks that the operation is consistent with
the current segment. Moreover, if the current operation warrants a change of the
segment, then the segment counter i is incremented. For example, if a counter
in phase 1 is incremented, it switches to phase 2 and the segment counter is
incremented; or, if a counter in phase 3 is tested for zero, it switches to phase 4
and the segment counter is incremented.

With these modifications, we can zero-test by checking variables correspond-
ing to the current segment: A zero-test can only succeed in phase 1 and 4.
Similarly, for a non-zero-test, we can check if the counter is in phase 2 or 3.

Turning a Z-VASSG into a Z-VASS. To handle the general case mentioned
above, we need to show how to convert Z-VASSG into ordinary Z-VASS. In a
preparatory step, we ensure that each formula is a literal. A transition labeled by
a formula φ is replaced by a series-parallel graph: After bringing φ in negation
normal form by pushing negations inwards, we can replace conjunctions by a
series composition and disjunctions by a parallel composition (non-determinism).

The Z-VASS works as follows. In addition to the original counters of the Z-
VASSG, it has for each variable x ∈ X two additional counters: x+ and x−. Here,
x+ (x−) counts how many times x is read with a positive (negative) assignment.
By making sure that either x+ = 0 or x− = 0 in the end, we guarantee that we
always read the same value of x.

Thus, in order to check a literal, our Z-VASS increments the corresponding
counter. In the end, before reaching a final state, it goes through each variable
x ∈ X and either enters a loop decrementing x+ or a loop decrementing x−.
Then, it can reach the zero vector only if all variable checks had been consistent.

From PRBCA to Z-grammars. It remains to convert in logspace an (r, k)-
PRBCA into an equivalent Z-grammar. Just as for converting an RBCA into
a Z-VASS, one can convert a PRBCA into an equivalent Z-PVASS (pushdown
vector addition system with Z-counters). Afterwards, one applies the classical
transformation from pushdown automata to context-free grammars (a.k.a. triple
construction), cf. [1, Lemma 2.26]: We introduce for every state pair (p, q) a
nonterminal Xp,q, deriving all words which are read between p to q (starting
and ending with empty stacks). For example, we introduce productions Xp,q →
aXp′,q′b for all push transitions (p, a, γ, p′) and pop transitions (q′, b, γ̄, q). The
counter effects of transitions in the Z-PVASS (vectors in Zk) are translated into
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effects of the productions, e.g. the effect of the production Xp,q → aXp′,q′b above
is the sum of the effects of the corresponding push- and pop-transition.

4 Deciding unboundedness predicates

Proof overview. In this section, we prove Theorem 2. Let us begin with a
sketch. Our task is to take a PRBCA A and non-deterministically compute a
PDA A′ so that L(A) satisfies p if and only if some of the outcomes for A′ satisfy
p. It will be clear from the construction that if the input was an RBCA, then
the resulting PDA will be an NFA. Using Theorem 1 we will phrase the main
part of the reduction in terms of Z-grammars, meaning we take a Z-grammar G
as input and non-deterministically compute context-free grammars G′.

The idea of the reduction is to identify a set of productions in G that, in
some appropriate sense, can be canceled (regarding the integer counter values)
by a collection of other productions. Then, G′ is obtained by only using a set of
productions that can be canceled. Moreover, these productions are used regard-
less of what counter updates they perform. Then, to show the correctness, we
argue in two directions: First, we show that any word derivable by G′ occurs as
a factor of L(G). Essentially, this is because each production used in G′ can be
canceled by adding more productions in G, thus yielding a complete derivation of
G. Thus, we have that L(G′) ⊆ F (L(G)), which by the axioms of unboundedness
predicates means that p(L(G′)) implies p(L(G)). Second, we show that L(G) is
a finite union of products (i.e. concatenations) Pi = L1 ·L2 · · · Lk such that each
Li is either finite or included in L(G′) for some G′ among all non-deterministic
outcomes. Again, by the axioms of unboundedness predicates, this means that
if p(L(G)), then p(L(G′)) must hold for some G′.

Unboundedness predicates and finite languages. Before we start with the
proof, let us observe that we may assume that our unboundedness predicate is
only satisfied for infinite sets. First, suppose p is satisfied for {ε}. This implies
that p = p ̸=∅ and hence we can just decide whether p(L) by deciding whether
L ̸= ∅, which can be done in NP [32]. From now on, suppose that p is not
satisfied for {ε}. Consider the alphabet Σ1 := {a ∈ Σ | p({a})}. Now observe
that if K ⊆ Σ∗ is finite, then by the axioms of unboundedness predicates, we
have p(K) if and only if some letter from Σ1 appears in K. Thus, if L ⊆ (Σ\Σ1)

∗,
then p(L) can only hold if L is infinite. This motivates the following definition.
Given a language L ⊆ Σ∗, we define

L0 = L ∩ (Σ \ Σ1)
∗, L1 = L ∩ Σ∗Σ1Σ

∗.

Then, p(L) if and only if p(L0) or p(L1). Moreover, p(L1) is equivalent to L1 ̸= ∅.
Therefore, our reduction proceeds as follows. We construct (P)RBCA for L0

and for L1. This can be done in logspace, because intersections with regular
languages can be done with a simple product construction. Then, we check in
NP whether L1 ̸= ∅. If yes, then we return “unbounded”. If no, we regard p as an
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unboundedness predicate on languages over Σ \Σ1 with the additional property
that p is only satisfied for infinite languages. Thus, it suffices to prove Theorem 2
in the case that p is only satisfied for infinite sets.

Pumps and cancelation. In order to define our notion of cancelable produc-
tions, we need some terminology. We will need to argue about derivation trees
for Z-grammars. For any alphabet Γ and d ∈ N, let TΓ,d be the set of all fi-
nite trees where every node is labeled by both (i) a letter from Γ and (ii) a
vector from Zd. Suppose G = (N, Σ,P, S) is a d-dimensional Z-grammar. For
a production p = (A → u, v), we write φ(p) := v for its associated counter
effect. To each derivation in G, we associate a derivation tree from TN∪Σ,d as for
context-free grammars. The only difference is that whenever we apply a produc-
tion (A → u, v), then the node corresponding to the rewritten A is also labeled
with v. As in context-free grammars, the leaf nodes carry terminal letters; their
vector label is just 0 ∈ Zd.

We extend the map φ to both vectors in NP and to derivation trees. If u ∈ NP ,
then φ(u) =

∑
p∈P φ(p)·u[p]. Similarly, if τ is a derivation tree, then φ(τ) ∈ Zd is

the sum of all labels from Zd. A derivation tree τ for a derivation A ∗⇒ u is called
complete if A = S, u ∈ Σ∗ and φ(τ) = 0. In other words, τ derives a terminal
word and the total counter effect of the derivation is zero. For such a complete
derivation, we also write yield(τ) for the word u. A derivation tree τ is called a
pump if it is the derivation tree of a derivation of the form A ∗⇒ uAv for some
u, v ∈ Σ∗ and A ∈ N . A subset M ⊆ N of the non-terminals is called realizable
if there exists a complete derivation of G that contains all non-terminals in M
and no non-terminals outside of M .

A production p in P is called M -cancelable if there exist pumps τ1, . . . , τk (for
some k ∈ N) such that (i) p occurs in some τi and (ii) φ(τ1)+ · · ·+φ(τk) = 0, i.e.
the total counter effect of τ1, . . . , τk is zero and (iii) all productions in τ1, . . . , τk

only use non-terminals from M . We say that a subset Q ⊆ P is M -cancelable if
all productions in Q are M -cancelable.

The reduction. Using the notions of M -cancelable productions, we are ready
to describe how the context-free grammars are constructed. Suppose that M is
realizable, that Q ⊆ P is M -cancelable, and that A ∈ M . Consider the language

LA,Q = {u, v ∈ Σ∗ | ∃ derivation A ∗⇒Q uAv}.

Thus LA,Q consists of all words u and v appearing in derivations (whose counter
values are not necessarily zero) of the form A ∗⇒ uAv, if we only use M -
cancelable productions. The LA,Q will be the languages L(G′) mentioned above.

It is an easy observation that we can, given G and a subset Q ⊆ P , construct
a context-free grammar for LA,Q:

Lemma 1. Given a Z-grammar G, a non-terminal A, and a subset Q ⊆ P , we
can construct in logspace a context-free grammar for LA,Q. Moreover, if G is
left-linear, then the construction yields an NFA for LA,Q.
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We provide details in the full version [5]. Now, our reduction works as follows:

1. Guess a subset M ⊆ N and an A ∈ M ; verify that M is realizable.
2. Guess a subset Q ⊆ P ; verify that Q is M -cancelable.
3. Compute a context-free grammar for LA,Q.

Here, we need to show that steps 1 and 2 can be done in NP:

Lemma 2. Given a subset M ⊆ N , we can check in NP whether M is realizable.
Moreover, given M ⊆ N and p ∈ P , we can check in NP if p is M -cancelable.

Both can be done using the fact that for a given context-free grammar, one
can construct a Parikh-equivalent existential Presburger formula [55] and the
fact that satisfiability of existential Presburger formulas is in NP. See the full
version [5] for details. This completes the description of our reduction. Therefore,
it remains to show correctness of the reduction. In other words, to prove:

Proposition 1. We have p(L(G)) if and only if p(LA,Q) for some subset Q ⊆ P
such that there is a realizable M ⊆ N with A ∈ M and Q being M -cancelable.

Proposition 1 will be shown in two lemmas:

Lemma 3. If M is realizable and Q is M -cancelable, then LA,Q ⊆ F (L(G)) for
every A ∈ M .

Lemma 4. L(G) is included in a finite union of sets of the form K1 ·K2 · · · Km,
where each Ki is either finite or a set LA,Q, where Q is M -cancelable for some
realizable M ⊆ N , and A ∈ M .

Let us see why Proposition 1 follows from Lemmas 3 and 4.

Proof (Proposition 1). We begin with the “if” direction. Thus, suppose p(LA,Q)
for A and Q as described. Then by Lemma 3 and the first and fourth axioms of
unboundedness predicates, this implies p(L(G)).

For the “only if” direction, suppose p(L(G)). By the first axiom of unbound-
edness predicates, p must hold for the finite union provided by Lemma 4. By
the second axiom, this implies that p(K1 · · · Km) for a finite product K1 · · · Km

as in Lemma 4. Moreover, by the third axiom, this implies that p(Ki) for some
i ∈ {1, . . . ,m}. If Ki is finite, then by assumption, p(Ki) does not hold. There-
fore, we must have p(Ki) for some Ki = LA,Q, as required. ⊓⊔

Flows. It remains to prove Lemmas 3 and 4. We begin with Lemma 3 and for
this we need some more terminology. Let Σ be an alphabet. By Ψ : Σ∗ → NΣ ,
we denote the Parikh map, which is defined as Ψ(w)(a) = |w|a for w ∈ Σ∗ and
a ∈ Σ. In other words, Ψ(w)(a) is the number of occurrences of a in w ∈ Σ∗. If
Γ ⊆ Σ is a subset, then πΓ : Σ∗ → Γ ∗ is the homomorphism with πΓ (a) = ε for
a ∈ Σ \ Γ and πΓ (a) = a for a ∈ Γ . We also call πΓ the projection to Γ .

Suppose we have a Z-grammar G = (N, Σ,P, S) with non-terminals N and
productions P . For a derivation tree τ , we write Ψ(τ) for the vector in NP that
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counts how many times each production appears in τ . We introduce a map ∂,
which counts how many non-terminals each production consumes and produces.
Formally, ∂ : NP → ZN is the monoid homomorphism that sends the production
p = A → w to the vector ∂(p) = −A + Ψ(πN (w)). Here, −A ∈ ZN denotes the
vector with −1 at the position of A and 0 everywhere else. A vector u ∈ NP is a
flow if ∂(u) = 0. Observe that a derivation tree τ is a pump if and only if Ψ(τ)
is a flow. In this case, we also call the vector u ∈ NP with u = Ψ(τ) a pump.

The following lemma will provide an easy way to construct derivations. It is
a well-known result by Esparza [19, Theorem 3.1], and has since been exploited
in several results on context-free grammars. Our formulation is slightly weaker
than Esparza’s. However, it is enough for our purposes and admits a simple
proof, which is inspired by a proof of Kufleitner [44].

Lemma 5. Let f ∈ NP . Then f is a flow if and only if it is a sum of pumps.

Proof. The “if” direction is trivial, because every pump is clearly a flow. Con-
versely, suppose f ∈ NP is a flow. We can clearly write f = Ψ(τ1) + · · · + Ψ(τn),
where τ1, . . . , τn are derivation trees: We can just view each production in f as
its own derivation tree. Now suppose that we have f = Ψ(τ1) + · · · + Ψ(τn) so
that n is minimal. We claim that then, each τi is a pump, proving the lemma.

Suppose not, then without loss of generality, τ1 is not a pump. Since τ1 is
a derivation, this means Ψ(τ1) cannot be a flow and thus there must be a non-
terminal A with ∂(τ1)(A) ̸= 0.

Let us first assume that ∂(τ1)(A) > 0. This means there is a non-terminal
A occurring at a leaf of τ1 such that A is not the start symbol of τ1. Since
f = Ψ(τ1)+· · ·+Ψ(τn) is a flow, we must have ∂(Ψ(τ2)+· · ·+Ψ(τn))(A) < 0. This,
in turn, is only possible if some τj has A as its start symbol. We can therefore
merge τ1 and τj by replacing τ1’s A-labelled leaf by the new subtree τj . We
obtain a new collection of n − 1 trees whose Parikh image is f , in contradiction
to the choice of n. If ∂(τ1)(A) < 0, then there must be a τj with ∂(τj)(A) > 0
and thus we can insert τ1 below τj , reaching a similar contradiction. ⊓⊔

Constructing derivations. Using flows, we can now prove Lemma 3.

Proof. Suppose there is a derivation τ : A ∗⇒Q uAv with A ∈ M and u, v ∈ Σ∗.
We have to show that both u and v occur in some word w ∈ L(G). Furthermore,
if G is in Chomsky normal form, we can choose w such that |w| is linear in |u|
and |v|. Our goal is to construct a derivation of G in which we find u and v as
factors. We could obtain a derivation tree by inserting τ into some derivation tree
for G (at some occurrence of A), but this might yield non-zero counter values.
Therefore, we will use the fact that Q is M -cancelable to find other pumps that
can be inserted as well in order to bring the counter back to zero.

Since M ⊆ N is realizable, there exists a complete derivation τ0 that derives
some word w0 ∈ L(G) and uses precisely the non-terminals in M . Since Q ⊆ P
is M -cancelable, we know that for each production p ∈ Q, there exist pumps
τ1, . . . , τk such that (i) p occurs in some τi, (ii) φ(τ1) + · · · + φ(τk) = 0 and
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(iii) all productions in τ1, . . . , τk only use non-terminals in M . This allows us
to define fp := Ψ(τ1) + · · · + Ψ(τk). Observe that fp contains only productions
with non-terminals from M , we have fp[p] > 0, and φ(fp) = 0. We can use the
flows fp to find the desired canceling pumps. Since by Lemma 5, every flow can
be decomposed into a sum of pumps, it suffices to construct a particular flow.
Specifically, we look for a flow fτ ∈ NP such that:

1. any production p with fτ [p] > 0 uses only non-terminals from M , and
2. φ(fτ + Ψ(τ)) = 0.

The first condition ensures that all the resulting pumps can be inserted into τ0.
The second condition ensures that the resulting total counter values will be zero.
We claim that with

fτ =


∑

p∈Q

Ψ(τ)[p] · fp


 − Ψ(τ), (1)

we achieve these conditions. First, observe that fτ ∈ NP : We have

fτ [q] ≥ Ψ(τ)[q] · fq[q] − Ψ(τ)[q] = Ψ(τ)[q] · (fq[q] − 1)

which is at least zero as fq[q] must be non-zero by definition. Second, note that
fτ is indeed a flow, because it is a Z-linear combination of flows. Moreover, all
productions appearing in fτ also appear in fp for some p ∈ Q or in τ , meaning
that all non-terminals must belong to M . Finally, the total counter effect of
fτ + Ψ(τ) is zero as fτ + Ψ(τ) =

∑
p∈Q Ψ(τ)[p] · fp is a sum of flows each with

total counter effect zero.
Now, since fτ is a flow, Lemma 5 tells us that there are pumps τ ′

1, . . . , τ
′
m

such that fτ = Ψ(τ ′
1) + · · · + Ψ(τ ′

m). Therefore, inserting τ and τ ′
1, . . . , τ

′
m into

τ0 must yield a derivation of a word that has both u and v as factors and also
has counter value

φ(τ0)︸ ︷︷ ︸
=0

+ φ(τ) + φ(τ ′
1) + · · · φ(τ ′

m)︸ ︷︷ ︸
=φ(τ)+φ(fτ )=0

= 0.

Thus, we have a complete derivation of G. Hence LA,Q ⊆ F (L(G)). ⊓⊔

Decomposition into finite union. It remains to prove Lemma 4. For the
decomposition, we show that there exists a finite set D0 of complete derivations
such that all complete derivations of G can be obtained from some derivation in
D0 and then inserting pumps that produce words in LA,Q, for some appropriate
A and Q. Here, it is key that the set D0 of “base derivations” is finite. Showing this
for context-free grammars would just require a simple “unpumping” argument
based on the pigeonhole principle as in Parikh’s theorem [51]. However, in the
case of Z-grammars, where D0 should only contain derivations that have counter
value zero, this is not obvious. To achieve this, we employ a well-quasi ordering on
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(labeled) trees. Recall that a quasi ordering is a reflexive and transitive ordering.
For a quasi ordering (X, ≤) and a subset Y ⊆ X, we write Y ↑ for the set
{x ∈ X | ∃y ∈ Y : y ≤ x}. We say that (X, ≤) is a well-quasi ordering (WQO) if
every non-empty subset Y ⊆ X has a finite subset Y0 ⊆ Y such that Y ⊆ Y0 ↑.

We define an ordering on all trees in TN∪Σ,d. A tree s is a subtree of t if there
exists a node x in t such that s consists of all nodes of t that are descendants of x.
If τ1, . . . , τn are trees, then we denote by r[τ1, . . . , τn] the tree with a root node r
and the subtrees τ1, . . . , τn directly under the root. Now let τ = (A, u)[τ1, . . . , τn]
and τ ′ = (B, v)[σ1, . . . , σm] be trees in TN∪Σ,d. We define the ordering ⪯ as
follows. If n = 0 (i.e. τ consists of only one node), then we have τ ⪯ τ ′ if and
only if A = B and m = 0. If n ≥ 1, then we define inductively:

τ ⪯ τ ′ ⇐⇒ A = B and ∃ subtree τ ′′ = (A, u′)[τ ′
1, . . . , τ

′
n] of τ ′

with τi ⪯ τ ′
i for i = 1, . . . , n

Based on ⪯, we define as slight refinement: We write τ ⊑ τ ′ if and only if τ ⪯ τ ′

and the set of non-terminals appearing in τ is the same as in τ ′.

Lemma 6. (TN∪Σ,d, ⊑) is a WQO.

Proof. In [47, Lemma 3.3], it was shown that ⪯ is a WQO. Then ⊑ is the product
of equality on a finite set, which is a WQO, and the WQO ⪯. ⊓⊔

Lemma 6 allows us to decompose L(G) into a finite union: For each complete
derivation τ of G, we define

Lτ (G) = {w ∈ Σ∗ | ∃ complete derivation τ ′ with τ ⊑ τ ′ and yield(τ ′) = w}.

Lemma 7. There exists a finite set D0 ⊆ TN∪Σ,d of complete derivations of G
such that L(G) =

⋃
τ∈D0

Lτ (G).

Proof. Since (TN∪Σ,d, ⊑) is a WQO, the set D ⊆ TN∪T,d of all complete deriva-
tions of G has a finite subset D0 with D ⊆ D0 ↑. This implies the lemma. ⊓⊔

Decomposition into finite product. In light of Lemma 7, it remains to be
shown that for each tree τ , we can find a product K1 ·K2 · · · Km of languages such
that Lτ (G) ⊆ K1 · K2 · · · Km and each Ki is either finite or is of the form LA,Q.
We construct the overapproximation of Lτ (G) inductively as follows. Let M ⊆ N
and Q ⊆ P be subsets of the non-terminals and the productions, respectively.
If τ has one node, labeled by a ∈ Σ, then we set AppQ(τ) := {a}. Moreover, if
τ = (A, u)[τ1, . . . , τn] for A ∈ N and trees τ1, . . . , τn, then we set

AppQ(τ) := LA,Q · AppQ(τ1) · AppQ(τ2) · · · AppQ(τn) · LA,Q.

Finally, we set App(τ) := AppQ(τ), where Q ⊆ P is the set of all M -cancelable
productions, where M is the set of all non-terminals appearing in τ . Now clearly,
each App(τ) is a finite product K1 ·K2 · · · Km as desired: This follows by induc-
tion on the size of τ . Thus, to prove Lemma 4, the following suffices:
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Lemma 8. For every complete derivation tree τ of G, we have Lτ (G) ⊆ App(τ).

Proof. Suppose w ∈ Lτ (G) is derived using a complete derivation tree τ ′ with
τ ⊑ τ ′. Then, the set of non-terminals appearing in τ must be the same as in
τ ′; we denote it by M . Let Q ⊆ P be the set of all M -cancelable productions.
Moreover, since τ ⪯ τ ′, we can observe that there exist pumps τ1, . . . , τn with
root non-terminals A1, . . . , An and nodes x1, . . . , xn in τ such that τ ′ can be
obtained from τ by replacing each node xi by the pump τi.

Since both τ and τ ′ are complete derivations of G, each must have counter
effect 0. Thus, φ(τ1)+· · ·+φ(τn) = φ(τ ′)−φ(τ) = 0. Hence, the pumps τ1, . . . , τn

witness that the productions appearing in τ1, . . . , τn are M -cancelable. Thus, the
derivation corresponding to τi uses only productions in Q and thus τi corresponds
to Ai

∗⇒Q uiAvi for some ui, vi and we have ui, vi ∈ LA,Q. ⊓⊔

5 Growth

In this section, we prove Theorem 3. Since clearly, a bounded language has
polynomial growth, it remains to be shown that if L is accepted by a PRBCA and
L is not bounded, then it has exponential growth. For two languages L1, L2 ⊆
Σ∗, we write L1 ↪→lin L2 if there exists a constant c ∈ N such that for every
word w1 ∈ L1, there exists w2 ∈ L2 with |w2| ≤ c · |w1| and w1 is a factor of w2.
It is not difficult to observe that for two languages L1, L2 ⊆ Σ∗, if L1 ↪→lin L2

and L1 has exponential growth, then so does L2.
In order to show Theorem 3, we need an adapted version of Lemma 3. A

Z-grammar is in Chomsky normal form if all productions are of the form (A →
BC, v) or (A → a, v) with A, B, C ∈ N , a ∈ Σ, and u, v ∈ Zk. In other
words, the context-free grammar obtained by forgetting all counter vectors is
in Chomsky normal form. Fernau and Stiebe [21, Proposition 5.12] have shown
that every Z-grammar has an equivalent Z-grammar in Chomsky normal form.

Lemma 9. If G = (N, Σ,P, S) is a Z-grammar in Chomsky normal form, M ⊆
N is realizable, Q ⊆ P is M -cancelable, and A ∈ M , then LA,Q ↪→lin L(G).

This is shown essentially the same way as Lemma 3. Let us now show that if a
language L accepted by a PRBCA is not bounded, then it must have exponential
growth. We have seen above that as a PRBCA language, L is generated by some
Z-grammar. As shown by Fernau and Stiebe [21, Proposition 5.12], this implies
that L = L(G) for some Z-grammar G in Chomsky normal form. Since L is not
bounded, Lemma 4 yields A and Q such that LA,Q is not a bounded language. It
is well-known that any context-free language that is not bounded has exponential
growth (this fact has apparently been independently discovered at least six times,
see [24] for references). Thus, LA,Q has exponential growth. By Lemma 9, we
have LA,Q ↪→lin L and thus L has exponential growth.
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chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.
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