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A B S T R A C T

Internet of Things (IoT) is stirring a surge of interest in effective methods for sharing
communication channels, with nodes transmitting sporadic, short messages. These messages
are often related to control systems that collect sensor data to drive process actuation, such
as in industries, autonomous vehicles, and environmental control. Traditional approaches that
dominate wireless and cellular communications prove most effective when dealing with a
limited number of concurrently active nodes, sending relatively large volumes of data. We
address a different scenario where numerous nodes generate and transmit short messages
according to non-periodic schedules. In such cases, random multiple access becomes the typical
approach for sharing the communication channel. We propose a general modeling framework
that enables the investigation of the impact of Successive Interference Cancellation (SIC) on
two of the main random access paradigms, namely Slotted ALOHA (SA) and Carrier-Sense
Multiple Access (CSMA). The key varying parameter is the target Signal to Interference plus
Noise Ratio (SINR) at the receiver, directly tied to the spectral efficiency of the adopted coding
and modulation scheme. Two different regimes are highlighted that bring the system to work
at relative maxima of the sum-rate. We further investigate the impact of different transmission
power settings and imperfect interference cancellation. Leveraging on the insight gained in the
saturated node scenario, an adaptive algorithm is defined for the dynamic case, where the
number of backlogged nodes varies over time. The numerical results provide evidence of a
significant potential for grant-free multiple access, calling for practical algorithms to translate
this promise into feasible realizations.

1. Introduction

Recent evolution of massive multiple access is driven by distinctive service characteristics: sporadic traffic, small payload, low
power, latency constraints [1]. All these are also the key characteristics of massive IoT applications [2]. The emphasis on a large
population of nodes, each generating a small flow of data in a generally hard-to-predict way, poses challenges that are not adequately
met by the current solutions in cellular and wireless communication standards. Hence, new concepts are required to address the
challenges of highly dynamic and sporadic traffic, quality of services, and Radio Access Network (RAN) congestion, especially for
Machine-to-Machine (M2M) communications [1,3,4].

The traditional response to deal with sporadic traffic generated by a possibly time-varying population of devices consists of
Random Access (RA) protocols. SA is a classic RA technique in which users send their bursts within slots in a distributed way. The
average normalized throughput of classic SA cannot exceed the 1∕𝑒 limit due to collisions among simultaneous transmissions and
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idle slots. CSMA is known to break this limit, as long as channel sensing works. It has been widely adopted in wired and wireless
Local Area Networks (LANs), e.g., it is the core algorithm for the distributed coordination function of WiFi at least up to IEEE
802.11ac and still plays a major role in the last WiFi version, IEEE 802.11ax.

Improving the performance of classic random access protocols for next-generation wireless systems requires advanced physical
ayer functions yielding effective Multi-Packet Reception (MPR). This essentially leads us to grant-free random access protocols,
n which based on MPR functionality every device is allowed to transmit data to the Base Station (BS) without waiting for the
ermission [5]. Grant-free random multiple access targets the issue of massive connectivity, with the help of advanced physical
ayer receiver capabilities [6]. Massive connectivity is the major requirement for future communication systems. As an example, 6G
equirements encompass a device density of 10 million/km2 [7].

A key enabling factor towards grant-free multiple access is Non-Orthogonal Multiple Access (NOMA), which allows multiple
sers to transmit by using the same resources. NOMA utilizes advanced signal processing techniques like SIC, to enable MPR at
he receiver. The literature in this domain has explored the integration of MPR and NOMA into various random access protocols,
parking discussions about their benefits and implications [8–16].

In the quest for efficient wireless systems, a significant gap remains in understanding the interaction between multiple access
rotocols and advanced physical layer functions. While existing studies have touched upon the promise of these techniques [17,18],
comprehensive analysis of the interplay between Medium Access Control (MAC) and Physical (PHY) layers is yet to be understood

n detail. This paper aims to contribute such understanding, by providing a general modeling framework of RA with SIC capable
hysical layer. The presented results extend the analysis of our previous work [19]. Extensions are along two main lines. First,
esides sum-rate, in the present work we look into mean consumed energy per delivered packet and mean AoI. Second, we analyze
n depth the stability of an adaptive, grant-free algorithm with a varying number of active nodes.

Summing up, we provide the following main original contributions:

• We highlight the sensitivity of the already identified two regimes in [20] with respect to number of transmitting nodes: (i) high
spectral efficiency, where CSMA outperforms SA in terms of sum-rate, and SIC gives little contribution to system performance;
and (ii) low spectral efficiency, where the effect of MAC protocol is marginal, and performance is dominated by SIC.

• We identify the impact of imperfect interference cancellation, showing that even 10% residual interference can significantly
impair the maximum achievable sum-rate.

• We highlight the impact of different transmission power setting schemes on achievable performance in terms of sum-rate,
mean consumed energy per delivered packet and mean AoI.

• We exploit the insights gained in the analysis of sum-rate to define an adaptive algorithms to adjust key system parameters
as the number of backlogged nodes varies. The adaptive algorithm guarantees the stability of the channel while maximizing
the long-term average sum-rate.

The rest of the paper is organized as follows. Related work is discussed in Section 2. Section 3 summarizes the modeling
pproach and the main assumptions. Expressions of considered performance metrics are introduced in Section 4. Numerical results
re provided in Section 5. Section 6 presents the dynamic optimization of sum-rate. Conclusions are drawn in Section 7, including
uture work directions.

. Related work

An extensive literature has been growing on new multiple access techniques [8–10], especially NOMA, to support a massive
umber of devices, that send infrequent, short data packets, which cannot be effectively accommodated using orthogonal re-
ources [12,21,22]. Hence, emerging multiple access techniques are driving a paradigm shift from grant-based random access to
rant-free transmission [23,24]. This shift allows users to transmit data at any time without scheduling a request, leveraging the
otential of NOMA for massive machine-type communication [12,24,25]. A powerful approach to realize grant-free multiple access
s offered by SIC [26,27].

The potential throughput improvement carried over by MPR capabilities enhancing classic multiple random access protocols,
.g., Slotted ALOHA, has been highlighted by several works, e.g., [28–31]. A notable throughput improvement with respect to
lotted ALOHA involves transmitting each packet multiple times in different time slots, an approach known as Irregular Repetition
lotted ALOHA (IRSA) as proposed in [32]. Our focus is more towards understanding the role of SIC in each slot, with no multiple
ransmission of a packet in different slots. More recently, the impact of MPR, and specifically SIC based, multiple access protocols
as been examined with respect to metrics such as energy consumption and AoI [33,34].

Two SIC receiver models are analyzed in [17]: ordered SIC and unordered SIC. The main contribution involves the understanding
f implications of SIC receivers and their comparison with the capture model, along with shedding light on rate losses due
o uncoordinated transmissions in SA networks [17]. A few additional works delve into power allocation strategies within
andom access protocols [15,16]. The evolving landscape is evident as studies explore SIC’s network-level impacts [13,14,18],
rompting a reconsideration of upper-layer protocols for IoT scenarios. Furthermore, in [13,35], the performance of grant-free
ccess is investigated by incorporating ALOHA and Slotted ALOHA protocols with Power-domain Non-Orthogonal Multiple Access
PD-NOMA). PD-NOMA regulates transmission power levels, thus allowing SIC to work effectively [36].

A SIC-aware based scheduling algorithm is presented in [37], to extract the most gains from SIC. This work also highlighted the
xtent of throughput gains possible with SIC from a MAC layer perspective along with the scenarios where such gains are worth

ursuing. The relative gains from SIC can be maximized when the power level of two transmitters is adjusted in such a way that
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the feasible bit-rate is equal for both transmissions [37]. Most of these studies are primarily focused towards PHY layer or the MAC
layer, and the existence of different regimes in sum-rate is not identified in any of these in terms of MAC, PHY layer perspective.
Here we present an in-depth investigation of achievable sum-rate based on a general modeling approach introduced in our previous
work [20], where PHY and MAC are jointly analyzed.

Adaptive random access protocols have gained great attention from researchers recently, to improve the system capacity and
atency, in highly dynamic and sporadic traffic environments [38–40].

A grant-free based adaptive parameter system is studied in [38] for 5G systems to address Ultra-Reliable Low-Latency
ommunications (URLLC). The proposed grant-free mechanism includes a base station, which is responsible for configuring time–

requency resources and transmission parameters for users in advance, based on the channel quality estimation of each user.
he primary transmission parameters considered include Modulation and Coding Schemes (MCS) and the number of transmission
ttempts. These transmission parameters are selected to provide a high network capacity for up-link sporadic URLLC traffic [38].
n [39], the base station pre-allocates resources based on the packet generation interval. The study in [41] highlights the time–
requency resource allocation in the up-link for grant-based regions. While in [42], grant-free contention-based transmissions with
acket repetitions are introduced to increase the reliability while respecting the latency.

Additionally, an adaptive random access protocol based on SIC is proposed in [40] to maximize system capacity. This algorithm
djusts the packet transmission probability for each time slot. The SIC decoding capability is limited to a maximum number of
ecodable packets. Their proposed approach integrates SIC with a tree-based splitting algorithm, where SIC operates across multiple
ransmissions and continues over several slots until all packets are successfully decoded. In contrast, our designed adaptive system
pplies SIC in each slot separately. Additionally, we adjust the required target SINR along with transmission probability. The adaptive
arameter scaling is derived based on the interplay between both MAC and PHY layers, which, to the best of our knowledge, has not
een previously reported in the literature. An adaptive re-transmission-based random multiple access protocol for massive machine-
ype communication is proposed in [43]. This protocol stabilizes the coded random access approach and estimates the number of
ctive users. To utilize the spectrum much more efficiently along with ultra-low latency requirements the authors in [44] proposed
n adaptive persistent non-orthogonal random access scheme in which each node distributively controls its transmission based on
he number of active devices.

Our contribution to the state-of-the-art on SIC based multiple access is the definition of a general, yet non-trivial modeling
ramework to highlight the impact of transmission probability and target SINR level on system capacity with a SIC receiver. This
llows a direct insight into the interplay of MAC and PHY layers, pointing at the existence of two optimal system operation regions.
n this work, we also analyze the energy consumption and AoI performance in these operating regimes. Leveraging on this insight,
e also contribute the assessment of stability of massive multiple access under SIC. We identify a parameter scaling strategy that

eads to system stabilization, corresponding to optimized sum-rate.

. System model

In this section, we present the system model which is tightly connected to the one introduced in [20,45].
We consider 𝑛 nodes sharing a communication channel of bandwidth 𝑊 . The nodes transmit to a BS over a slotted time

axis. Packet size is assumed to fit into a single slot time. Packet length and slot time are denoted with 𝐿 and 𝑇 respectively. A
transmitting node receives feedback immediately after the completion of its transmission, providing the outcome of the transmission.
If unsuccessful, the node re-schedules the failed packet. We assume a non-orthogonal communication scheme. Multiple packet
reception is enabled by SIC at the BS.

Multiple access is ruled according to SA or non-persistent CSMA. In the former case, a backlogged node transmits in a slot with
probability 𝑝. In the latter case, a backlogged node senses the channel in a back-off slot time of size 𝛿. If the channel is sensed to
be idle, the transmission starts with probability 𝑝.

In the ensuing analysis of the sum-rate, we assume that the 𝑛 nodes are saturated, i.e., they always have packets ready to send.
This assumption is relaxed in the second part of the paper, where we consider non-saturated nodes and exploit the insight gained
with the saturated system analysis to define an adaptive multiple access scheme.

A list of main notations used in the model is given in Table 1.

3.1. Channel model

In the following we drop the subscript 𝑖, whenever there is no ambiguity.
The path gain 𝐺 is modeled as 𝐺 = 𝐺𝑑𝐺𝑠𝐺𝑓 , i.e., it is the product of a deterministic component 𝐺𝑑 , accounting for the distance

between the transmitter and the receiver, a log-normal random component 𝐺𝑠, accounting for shadowing due to obstacles, and a
negative exponential random component 𝐺𝑓 , accounting for multi-path Rayleigh fading.

The Two-Ray Ground (TRG) path loss model from [46] is used to account for the deterministic component 𝐺𝑑 . Model parameters
include the distance between the transmitter and the receiver, the height of the transmitter, the height of the receiver, and the carrier
frequency. This model is especially apt to represent the path loss in outdoor environments, with line-of-sight reception as well as
reflected electromagnetic field from the ground.

The shadowing 𝐺𝑠 is assumed to remain the same for a given node throughout its communication activity. It is given by
𝐺𝑠 = 10𝜎𝑠𝑍∕10, where 𝜎𝑠 is the shadowing standard deviation in dB and 𝑍 is a standard Gaussian random variable (zero mean,

unit variance).
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Table 1
Main notation used in the model.

Symbol Definition

𝑛 Number of nodes.
𝐿 Packet length.
𝑊 Channel bandwidth.
𝑇 Packet transmission time, coincident with slot time; it is 𝑇 = 𝐿∕(𝑊 log2(1 + 𝛾)).
𝛿 Back-off slot time for CSMA.
𝛽 Normalized back-off slot time, defined as 𝛽 = 𝛿∕𝑇 .
𝑝 Back-off probability.
𝛤𝑖 SINR of reception from node 𝑖 at the BS.
𝛾 Target SINR.
𝜖 Maximum probability of failure of reception with no interference.
𝑐 Defined as 𝑐 = − log(1 − 𝜖).
𝑆0 Minimum SNR to guarantee a probability of successful reception equal to 1 − 𝜖.
𝑃tx,𝑖 Transmission power of node 𝑖.
𝑁0 Noise power spectral density.
𝐹𝑁 Noise figure.
𝑃𝑁 Noise power level, given by 𝑃𝑁 = 𝐹𝑁𝑁0𝑊 .
𝐺𝑑,𝑖 Deterministic component of path gain of node 𝑖.
𝐺𝑠,𝑖 Shadowing component of path gain of node 𝑖.
𝜎𝑠 log-Shadowing standard deviation.
𝐺𝑓,𝑖 Rayleigh fading component of path gain of node 𝑖.
𝐺𝑖 Path gain of node 𝑖, given by 𝐺𝑖 = 𝐺𝑑,𝑖𝐺𝑠,𝑖𝐺𝑓,𝑖.
𝑆𝑖 SNR of reception from node 𝑖 at the BS. It is 𝑆𝑖 = 𝐺𝑖𝑃tx,𝑖∕𝑃𝑁 .
𝑚𝑘(𝛾) Mean number of successfully decoded packets, when 𝑘 nodes transmit.
𝑀𝑛(𝑝, 𝛾) Mean number of successfully decoded packets, when 𝑛 nodes are backlogged.
𝑈𝑛(𝑝, 𝛾) Sum-rate in case of 𝑛 nodes using probability of transmission 𝑝 and SINR target 𝛾.
𝑃𝑠(𝑖) Probability that node’s 𝑖 transmission is successful.
𝐸(𝑖) Mean energy consumed by node 𝑖 per delivered packet.
𝐴(𝑖) Mean age of information of node 𝑖 at the BS.
𝜆 Mean message generation rate of all nodes, in case of unsaturated model.

The fading 𝐺𝑓 depends on the variability of the propagation scenario. It is sampled from a negative exponential probability
distribution with unit mean, independently packet by packet. Hence, it is (𝐺𝑓 > 𝑥) = 𝑒−𝑥, 𝑥 ≥ 0.

The background thermal noise power level, 𝑃𝑁 , is given by 𝑃𝑁 = 𝐹𝑁𝑁0𝑊 , where 𝐹𝑁 is the noise figure and 𝑁0 = −174 dBm∕Hz
s the thermal noise power spectral density.

.2. Receiver model

The SINR of node 𝑖, denoted with 𝛤𝑖 can be written as follows:

𝛤𝑖 =
𝐺𝑑,𝑖𝐺𝑠,𝑖𝐺𝑓,𝑖𝑃tx,𝑖

𝑃𝑁 +
∑

𝑗≠𝑖 𝐺𝑑,𝑗𝐺𝑠,𝑗𝐺𝑓,𝑗𝑃tx,𝑗
(1)

Decoding of a packet transmitted by node 𝑖 is deemed to be successful if 𝛤𝐼 ≥ 𝛾, where 𝛾 is the SINR threshold, depending on
the target spectral efficiency of the communication link. Assuming that additive background noise, as well as interference, can be
modeled as Gaussian processes, we have an AWGN channel, and the achieved spectral efficiency is log2(1 + 𝛾) for an SINR level of
𝛾. Given that packet size is 𝐿 and channel bandwidth is 𝑊 , the slot size is then given by:

𝑇 = 𝐿
𝑊 log2(1 + 𝛾)

(2)

.3. Multi-packet reception model and SIC

SIC is based on an information-theoretic framework [20]. Perfect interference cancellation is assumed with SIC, unless otherwise
xplicitly stated. The analysis for SIC decoding follows the similar approach used in [47,48].

Let us assume that 𝑘 packets are received simultaneously and let 𝑆𝑗 , 𝑗 = 1,… , 𝑘 be their respective Signal to Noise Ratio (SNR)
evels. Assume they are ordered in descending order, i.e., 𝑆1 ≥ 𝑆2⋯ ≥ 𝑆𝑘 (ties are broken at random). SIC works as follows. Provided
ecoding of packets 1,… , ℎ − 1 be successful, packet ℎ is decoded successfully if and only if its SINR, accounting only for residual
nterference after cancellation, exceeds the threshold 𝛾:

𝑆ℎ

1 +
∑𝑘

𝑟=ℎ+1 𝑆𝑟
≥ 𝛾 (3)

For comparison purposes, we consider a baseline receiver that can only exploit the capture effect, i.e., it can decode packet ℎ
uccessfully only if its SINR, accounting for interference from all concurrent transmissions, exceeds the threshold 𝛾:

𝑆ℎ
∑𝑘 ≥ 𝛾 (4)
1 + 𝑟=1,𝑟≠ℎ 𝑆𝑟

4 
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3.4. Power control

Nodes are scattered uniformly at random within a maximum distance 𝑅 from the BS. Power dynamic range is limited to the
interval [𝑃tx,min, 𝑃tx,max]. We have used two different settings of power control, to compare how different settings affect sum-rate.
The considered settings are as follows:

• Scheme 1: Equal Average Received Power (EARP). Each node aims at achieving an average received power level 𝑃𝑟𝑥 = 𝑃0, same
for all nodes. Equivalently, the SNR level targeted by each node is 𝑆0 = 𝑃0∕𝑃𝑁 . This target is pursued under the constraint of
a finite power dynamic range. The node has to estimate its deterministic and shadowing path gain components, e.g., through
periodic pilot tones transmitted by the BS. Then, the node sets its transmission power level to compensate for those two
components. Let 𝐺̂𝑖 be the estimated average path gain of node 𝑖 (deterministic plus shadowing components of the path gain).
Then,

𝑃tx,𝑖 = max

{

𝑃tx,min , min

{

𝑃tx,max , 𝑆0
𝑃𝑁

𝐺̂𝑖

}}

(5)

The value of 𝑆0 is chosen as follows. The received SNR for a given packet, undergoing fast fading gain 𝐺𝑓 and in case of no
interference (single transmitter), is 𝛤 = 𝑆0𝐺𝑓 . Packet decoding is successful, if 𝛤 > 𝛾, i.e., if 𝐺𝑓 > 𝛾∕𝑆0. Since 𝐺𝑓 is a negative
exponential random variable with mean 1, the probability of successful decoding in case of a single transmitter is 𝑒−𝛾∕𝑆0 . The
level 𝑆0 is set so that this probability is at least 1 − 𝜖, i.e., 𝑆0 = −𝛾∕ log(1 − 𝜖).

• Scheme 2: Maximum transmission Power (MaxP). Each node just uses the maximum transmission power level 𝑃tx, i.e., 𝑃tx,𝑖 =
𝑃tx,max, ∀𝑖. Every node can use this power level regardless of its position and channel conditions.

4. Model analysis

In this section the main considered performance metrics are defined and expressions for evaluating them are derived.

4.1. Probability of success

The probability of success for node 𝑖 is the probability that a packet of nodes 𝑖 is successfully decoded, given that node 𝑖 transmits.
Let 𝑚𝑘(𝛾) denote the mean number of successfully decoded packets in a slot with required SINR equal to 𝛾, when 𝑘 nodes transmit

in that slot. Let also 𝑠𝑗,𝑘−1(𝛾) denote the conditional probability that node 𝑗 delivers a packet successfully, given that node 𝑗 transmits
in a slot along with other 𝑘− 1 nodes. Given these definitions, the probability of success of a generic node can be expressed in two
alternative ways as:

𝑃𝑠 =
1
𝑛

𝑛
∑

𝑗=1
𝑠𝑗,𝑘−1(𝛾) =

𝑚𝑘(𝛾)
𝑘

(6)

It follows that:

𝑚𝑘(𝛾) =
𝑘
𝑛
[

𝑠𝑘−1(1) +⋯ + 𝑠𝑘−1(𝑛)
]

(7)

for 𝑘 = 1,… , 𝑛.
The success probability of node 𝑗, given that it transmits, is obtained by weighting the conditional probability 𝑠ℎ(𝑖) with the

robability of the event that ℎ nodes other than node 𝑖 transmits in the same slot. Hence,

𝑃𝑠(𝑖) =
𝑛−1
∑

ℎ=0
𝑠𝑗,ℎ(𝛾)

(

𝑛 − 1
ℎ

)

𝑝ℎ(1 − 𝑝)𝑛−1−ℎ (8)

.2. Sum-rate analysis

The overall sum-rate, 𝑈 is defined as the average delivered data bit per unit of time and bandwidth. By standard argument [20],
t is shown that the overall sum-rate 𝑈 in case of SA is given by:

𝑈 = 𝑈𝑛(𝑝, 𝛾) = log2 (1 + 𝛾)
𝑛
∑

𝑘=1
𝑚𝑘(𝛾)

(

𝑛
𝑘

)

𝑝𝑘(1 − 𝑝)𝑛−𝑘 (9)

In case of CSMA the overall sum-rate is expressed as follows:

𝑈 = 𝑈𝑛(𝑝, 𝛾) = log2 (1 + 𝛾)

∑𝑛
𝑘=1 𝑚𝑘(𝛾)

(𝑛
𝑘

)

𝑝𝑘(1 − 𝑝)𝑛−𝑘

𝛽 + 1 − (1 − 𝑝)𝑛
(10)

where 𝛽 = 𝛿∕𝑇 is the normalized back-off time slot duration. Note that we assume 𝛿 is a constant, that does not scale with 𝛾. As a
consequence, 𝛽 varies with 𝛾, since 𝑇 varies with 𝛾.

In the following, we set the transmission probability 𝑝 to the value that maximizes the sum-rate for each value of 𝛾. The optimal
value of the transmission probability 𝑝 is denoted with 𝑝∗(𝛾), to emphasize that it depends on 𝛾. Its numerical values depends also
on the adopted medium access protocol, whether SA or CSMA.
5 
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4.3. Energy

We define 𝐸(𝑖) to be the average energy consumed by node 𝑖 per delivered packet, i.e., the mean of the overall amount of energy
pent by node 𝑖 divided by the mean number of successfully decoded packets from node 𝑖.

The energy consumed by a node 𝑖 depends on its state in each time slot, as explained below:

1. Doze state: node 𝑖 is not backlogged, hence a negligible power is consumed.
2. Active state: node 𝑖 is backlogged, so it requires a non-null power supply, 𝑃ac, for powering up processing and transceiver

circuits. 𝑃ac is referred as activation power.
3. Transmit state: node 𝑖 is backlogged and transmitting as well, hence power consumed is 𝑃ac + 𝑃tx(𝑖).

We address first SA. The mean energy consumed by node 𝑖 in a slot is given by (𝑃ac + 𝑝𝑃tx(𝑖))𝑇 , since we assume saturated nodes
(i.e., nodes never visit the doze state). The mean number of packets delivered by node 𝑖 in a slot is 𝑝𝑃𝑠(𝑖). The mean required energy
per delivered packet of node 𝑖 is therefore given by:

𝐸(𝑖) =
(𝑃ac + 𝑝𝑃tx(𝑖))𝑇

𝑝𝑃𝑠(𝑖)
= 𝐿

𝑊 log2(1 + 𝛾)

(

𝑃ac
𝑝𝑃𝑠(𝑖)

+
𝑃tx(𝑖)
𝑃𝑠(𝑖)

)

(11)

As for CSMA, we evaluate mean consumed energy and mean number of carried bits in a virtual slot time, i.e., the time elapsing
between two consecutive idle back-off slots. A virtual slot time lasts 𝛿, if no node transmits, or 𝛿 + 𝑇 , if at least one node transmits.
In the latter case, all nodes do sensing for a time 𝛿, then some of them transmits for a time 𝑇 and the remaining ones listen to the
channel over time 𝑇 .

Let us focus on a given node 𝑖. The mean energy consumed in a virtual slot by node 𝑖 is:

𝐸𝑉 𝑆 (𝑖) = (1 − 𝑝)
(

𝑃ac𝛿(1 − 𝑝)𝑛−1 + 𝑃ac(𝛿 + 𝑇 )[1 − (1 − 𝑝)𝑛−1]
)

+𝑝
(

𝑃ac𝛿 + [𝑃ac + 𝑃tx(𝑖)]𝑇
)

(12)

The mean number of packets sent by node 𝑖 and successfully delivered in a virtual time slot is 𝑝𝑃𝑠(𝑖), where 𝑃𝑠(𝑖) is the success
robability of node 𝑖. So the mean energy consumed by node 𝑖 can be found as follows:

𝐸(𝑖) =
𝐸𝑉 𝑆 (𝑖)
𝑝𝑃𝑠(𝑖)

=
𝑃ac𝛿 + 𝑃ac𝑇 [1 − (1 − 𝑝)𝑛] + 𝑝𝑃tx(𝑖)𝑇

𝑝𝑃𝑠(𝑖)

= 𝐿
𝑊 log2(1 + 𝛾)

(

𝑃ac
𝑝𝑃𝑠(𝑖)

[

𝛽 + 1 − (1 − 𝑝)𝑛
]

+
𝑃tx(𝑖)
𝑃𝑠(𝑖)

)

Note that the success probability 𝑃𝑠(𝑖) and the optimized probability of transmission 𝑝 = 𝑝∗(𝛾) may take different values for CSMA
and SA.

We define a global metric 𝐸, as the average energy per successfully delivered packet. It is given by:

𝐸 =
𝑛
∑

𝑖=1

𝑃𝑠(𝑖)
𝑛𝑃𝑠

𝐸(𝑖) (13)

4.4. Age of information

When messages sent by nodes to the BS are updates or state reports collected from nodes, the freshness of state data collected
from nodes is the relevant metric. AoI is meant to provide such a metric [49]. Let us consider the state reported by node 𝑖 to the
BS. Let 𝑢𝑖(𝑡) ≤ 𝑡 be the time of the last successful delivery of a report from node 𝑖. Then the AoI of node 𝑖 is 𝐴𝑖(𝑡) = 𝑡 − 𝑢𝑖(𝑡). The

ean AoI is denoted with 𝐴(𝑖) = E[𝐴𝑖(𝑡)]. Let 𝑌 (𝑖) be the time elapsing between the delivery of two consecutive successful packets
f node 𝑖. The general expression of the mean AoI is given by:

𝐴(𝑖) =
E[𝑌 (𝑖)2]
2E[𝑌 (𝑖)]

(14)

In case of SA, it is recognized that 𝑌 (𝑖)∕𝑇 is a Geometric random variable with ratio equal to 𝑝𝑃𝑠(𝑖). Then, it is E[𝑌 (𝑖)] = 𝑇 ∕(𝑝𝑃𝑠(𝑖))
nd E[𝑌 (𝑖)2] = 𝑇 2(2 − 𝑝𝑃𝑠(𝑖))∕(𝑝𝑃𝑠(𝑖))2. Therefore, the mean age of information for node 𝑖 is given by1:

𝐴(𝑖) = 𝑇
(

1
𝑝𝑃𝑠(𝑖)

− 1
2

)

= 𝐿
𝑊 log2(1 + 𝛾)

(

1
𝑝𝑃𝑠(𝑖)

− 1
2

)

(15)

The derivation of 𝐴(𝑖) in case of CSMA starts from the same formal expression in Eq. (14), however it is rather lengthy. We refer
he reader to [45, § 4.2.3].

1 The mean AoI for a slotted random access with probability of success 𝑃𝑠 per slot is sometimes given as 𝑇 (1∕(𝑝𝑃𝑠) + 1∕2), i.e., it differs from the expression
given here by one slot. This is due to the choice of adding the duration of the slot where the considered message has been generated.
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Table 2
Parameter values used in simulations.

Parameter Value Parameter Value

𝑃tx,min −20 dBm 𝑃tx,max 20 dBm
ℎtx 2 m ℎrx 8 m
𝐹𝑁 5 dB 𝑊 1 MHz
𝜎𝑠 8 dB L 2000 bits
𝛿 100 μs

Fig. 1. Mean number of correctly decoded packets conditional on 𝑘 nodes transmitting, 𝑚𝑘, as a function of SINR threshold 𝛾, in case of capture effect only.

5. Performance evaluation

Performance evaluation is based on the analytical expressions given in Section 4. The only quantities that need to be derived
through simulations are the mean number of correctly decoded packets per slot given in Eq. (7) and individual node probability
of success given in Eq. (8). Simulations are based on an ad-hoc script in MATLAB, that implements all features of the considered
networking scenario (physical layer model and MAC protocols). Given a scenario with 𝑛 nodes positioned around the BS, a scenario
is generated by assigning locations and shadowing gains to the 𝑛 nodes. Assigned features are held fixed throughout the scenario
nalysis. Averaging over scenarios yields global performance metrics that can be seen as characterizing the typical node of a network
ade up of 𝑛 nodes. All considered performance metrics are derived according to this procedure, unless otherwise explicitly stated.

Results are plotted as a function of the target SINR level 𝛾. We consider a quite stretched range of 𝛾 values mainly to highlight
the existence of different operational regimes of the system. Numerical values of the main system parameter are listed in Table 2.

5.1. Sum-rate

In this subsection, we focus on sum-rate. We recap a few results from [20], with the path loss model introduced in Section 3.2.
Then, we analyze the impact of the number of nodes, the power control schemes and imperfect interference cancellation on sum-rate.
Unless stated otherwise, the results presented in this subsection are specific to EARP power control scheme introduced in Section 3.4.

The mean number of correctly decoded packets in one transmission time slot, 𝑚𝑘(𝛾), conditional on 𝑘 nodes transmitting, is
shown in Fig. 1 as a function of 𝛾, in case of capture effect only (no SIC). Fig. 2 shows 𝑚𝑘 in case of SIC. Both these figures are
shown for several values of 𝑘, ranging from 1 to 20.

In both cases, 𝑚𝑘 is monotonously decreasing with 𝛾, which is quite intuitive, since higher values of 𝛾 are more challenging for the
receiver. Another common feature of 𝑚𝑘 plots is that 𝑚1 > 𝑚𝑘, ∀𝑘 > 1, for sufficiently large values of 𝛾, both with and without SIC.
This shows that it is best to avoid concurrent transmissions in high spectral efficiency regime (large 𝛾). On the contrary, for small
𝛾 values, the higher 𝑘, the bigger the number of correctly decoded packets. In fact, for very low 𝛾 values, interference cancellation
is quite effective and even capture works fine for many packets. The main difference between the results with SIC and without SIC
lies with the behavior of curves for intermediate values of 𝛾. The transition in case of SIC is much sharper than in case of capture
nly, denoting a sort of threshold effect.

Fig. 3 shows the sum-rate as a function of 𝛾. The solid and dashed blue lines represent SA with and without SIC, respectively.
he dotted and dash-dotted red lines represent CSMA with and without SIC, respectively. Two peaks appear in Fig. 3, one in the low
range and another one in the high 𝛾 range. As for capture-only performance, the highest sum-rate is achieved for relatively high

alues of 𝛾, while low spectral efficiency operation leads to very low sum-rate values. Moreover, CSMA turns out to offer superior
um-rate performance with respect to SA, which is a well-known classic result. The peak of sum-rate shows that essentially the same
erformance is achieved with and without SIC. In other words, when working in the high spectral efficiency regime (high values of
), SIC provides little gain to random access protocols in terms of throughput. Note that the high spectral efficiency regime is the
ypical choice of cellular system as well as WiFi.
7 
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Fig. 2. Mean number of correctly decoded packets conditional on 𝑘 nodes transmitting, 𝑚𝑘, as a function of SINR threshold 𝛾, in case of SIC at the receiver.

Fig. 3. Sum-Rate 𝑈 as a function of SINR threshold 𝛾 for the optimized value of the transmission probability 𝑝. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

In case of SIC, a second peak of sum-rate appears for lower values of 𝛾, i.e., when the system is operated in a low spectral efficiency
regime. The physical layer (SIC) is mainly responsible for improving the system performance while the role of MAC layer is negligible,
in low spectral efficiency regime, because all the nodes are allowed to transmit simultaneously, i.e., the optimal transmission
probability is 1. This is the region of choice of spread-spectrum systems or some sensor network technology, e.g., LoRaWAN. The
same optimized performance is achieved by SA and CSMA at this left peak of sum-rate, which is consistent with the fact that the
MAC protocol plays essentially no role. When only capture effect is exploited (no SIC), the achieved sum-rate is quite low, definitely
worse than what can be achieved at high 𝛾 values. If SIC is in place, a strong improvement of sum-rate is obtained, even better than
what is achieved for large 𝛾. For large values of 𝛾, the MAC layer is the bottleneck, since collisions are mainly responsible for the
performance degradation.

5.1.1. Impact of the number of nodes
Results shown up to here refer to a fixed number of nodes, 𝑛 = 20. Now we highlight the sensitivity of sum-rate in the two

identified regimes, with respect to the number of contending nodes 𝑛. The sum-rate with and without SIC for several values of the
umber of nodes 𝑛 is shown in Figs. 4 and 5 in case of SA and CSMA respectively. These plots offer valuable insights into the system’s
ehavior as the number of nodes varies. When nodes are few, there is no point in using low spectral efficiency, i.e., a low value of
. As the number of contending nodes 𝑛 increases, using high values of 𝛾 and limiting the number of concurrent transmissions by
educing 𝑝 is the best strategy without SIC.

On the contrary, with SIC, the sum-rate peak in low spectral efficiency regime moves to the left, while the sum-rate peak in the
igh spectral efficiency regime fades away, due to collisions. The SIC-enabled physical layer allows most or all nodes to transmit,
ut at the same time it forces nodes to pick low 𝛾 values to get decoded successfully. Hence, the optimal 𝛾 providing the sum-rate
eak decreases as 𝑛 grows. In this low threshold regime, there is no need for MAC regulation. Grant-free transmissions are enabled
y the multi-packet reception capability of SIC.

.1.2. Impact of power control
The power control schemes defined in Section 3.4 are compared in this section in terms of sum-rate for SA and CSMA. In

ection 5.1 we have discussed the results obtained with EARP power control scheme, where the average received power is same for
8 
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Fig. 4. Sum-Rate 𝑈 as a function of SINR threshold 𝛾 for the optimized value of the transmission probability 𝑝, for several values of the number of nodes 𝑛,
in case of SA. (a) Without SIC. (b) With SIC.

Fig. 5. Sum-Rate 𝑈 as a function of SINR threshold 𝛾 for the optimized value of the transmission probability 𝑝, for several values of the number of nodes 𝑛,
in case of CSMA. (a) Without SIC. (b) With SIC.

Fig. 6. Sum-rate 𝑈 as a function of SINR threshold 𝛾 for the optimized value of the transmission probability 𝑝 (With power control). (a) SA. (b) CSMA.

all the nodes. In this section, the blue solid and dashed lines refer to power EARP with and without SIC, respectively, while the red
dotted and dash-dotted lines refer to power MaxP with and without SIC, respectively.

Fig. 6(a) plots the sum-rate for SA as a function of 𝛾 for the two power setting schemes with and without SIC. The overall
sum-rate in the low threshold regime is increased significantly by using MaxP. This is intuitive, as we are inducing a difference
in the received power levels of different nodes with respect to EARP and SIC is exploiting this difference to decode more packets
successfully.

The sum-rate performance for CSMA, for the given two power setting schemes are shown in Fig. 6(b). There exists a slight
difference w.r.t SA results, shown in Fig. 6(a). CSMA results offer some advantage over SA in high 𝛾 regime, for both power setting
schemes, which is a well-known classic result. On the contrary, in case of low 𝛾 regime, either the results are similar or SA has a
slight edge over CSMA for MaxP. Remember that the MAC layer is essentially playing no role in low 𝛾 regime, so the gain is only
due to the physical layer i.e, due to SIC.

5.1.3. Impact of imperfect interference cancellation
In this subsection, we identify the impact of imperfect interference cancellation for EARP. Similar results can be obtained for

MaxP in terms of the reduction of sum-rate performance achieved with perfect cancellation.
9 
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Fig. 7. Sum-Rate 𝑈 in case of imperfect interference cancellation as a function of SINR threshold 𝛾 for the optimized value of the transmission probability 𝑝
and for several values of the interference cancellation factor 𝜉. (a) SA. (b) CSMA.

Fig. 8. Mean energy as a function of SINR threshold 𝛾 with different power setting schemes. (a) SA. (b) CSMA. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Imperfect SIC is modeled through a single parameter, 𝜉 ∈ [0, 1], which is the fraction of signal power left over after cancellation.
With reference to the multi-packet reception model outlined in Section 3.3, let 𝑆1,… , 𝑆𝑘 be the SNR levels of the 𝑘 simultaneously
transmitting nodes, sorted in descending order. The ℎ-node’s packet is decoded successfully if all previous packets from 1 to ℎ − 1
have been successfully decoded and additionally we have2

𝑆ℎ

1 + 𝜉
∑ℎ−1

𝑖=1 𝑆𝑖 +
∑𝑘

𝑖=ℎ+1 𝑆𝑖

≥ 𝛾 (16)

for ℎ = 1,… , 𝑘. For 𝜉 = 0 this expression reduces to the one in Eq. (3) (perfect cancellation).
Fig. 7 shows the sum-rate as a function of 𝛾 for 𝑛 = 20 saturated nodes and for several values of the residual interference

coefficient 𝜉, ranging between 0 (perfect cancellation) up to 1 (no cancellation at all, i.e., no SIC). It shows that even 10%–25%
of residual interference causes a strong degradation of the sum-rate performance. These results hint at the requirement of a highly
accurate interference cancellation to reap a substantial sum-rate gain in low spectral efficiency regime with respect to high spectral
efficiency regime.

5.2. Energy per delivered packet and AoI

In this section, we discuss mean energy consumed per delivered packet and mean AoI for both SA and CSMA. Separate figures
are shown for SA and CSMA, with blue curves referring to EARP, and red curves to MaxP power settings.

The mean energy averaged across all nodes is plotted in Fig. 8, for both SA and CSMA with the EARP and MaxP.
From the leftmost part of the plots, it is apparent that mean energy required to deliver one packet to the BS increases as 𝛾

decreases, notably faster for MaxP for both SA and CSMA. This is due to a number of reasons, primarily the increase of slot size
as 𝛾 decreases. As we move towards higher values of 𝛾, reception becomes more challenging, and success probability starts falling
off to quite low values at some point. To confirm this analysis, the success probability is plotted in Fig. 9, for both power setting
schemes in case of SA and CSMA.

On the other hand, transmission becomes more spectrally efficient, and much less time is spent to transmit one packet (the
slot time size becomes smaller). The balance of these two contrasting forces drives energy consumption to grow eventually as 𝛾

2 Note that received signal power sorting is irrelevant in case 𝜉 = 1, i.e., there is no SIC.
10 
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Fig. 9. Probability of success 𝑃𝑠, as a function of SINR threshold 𝛾 with different power setting schemes. (a) SA. (b) CSMA.

Fig. 10. Mean AoI as a function of SINR threshold 𝛾 with different power setting schemes. (a) SA. (b) CSMA.

increases, as visible from the curve of EARP. EARP turns out to be much more energy efficient than MaxP. This result stems mainly
from the fact that transmission power in EARP is tailored for each node so that the average receive power is the minimum required
to guarantee a given level of success probability in case of no interference. In other words, EARP is enforcing a parsimonious power
control, however giving up to power diversity that is helpful to SIC. On the contrary, MaxP try to differentiate the average receive
power levels of nodes, to improve SIC.

In case of CSMA, there exists a transition region in which the mean energy drops down and then it grows slowly. This drop
down is due to the non-trivial behavior of success probability due to the decreasing value of the optimal transmission probability
as 𝛾 grows. Hence, the average number of concurring transmissions decreases, boosting the value of success probability. As 𝛾 grows
further, success probability definitely falls down, since the effect of the limited maximum transmission power level prevails. Also at
some point the mean energy turns out to be same for both power setting schemes, increasing 𝛾 is forcing the nodes to adjust high
transmission power level, due to power limitation we see a convergence of both power setting schemes.

The mean AoI averaged across all nodes is plotted in Fig. 10 in case of SA and CSMA with the two considered power schemes.
The mean AoI with EARP is slightly higher than with MaxP. This difference is less in low 𝛾 regime as compared to transition and

high 𝛾 regime. In low 𝛾 regime, the mean AoI increases as 𝛾 becomes smaller, essentially due to growing slot sizes. In case of high
𝛾 regime, the success probability decreases due to high requirement at the physical layer receiver, that will be not met eventually,
due to limited power dynamics. As a result, the mean AoI grows for both power setting schemes in the high 𝛾 regime, even though
a back-off probability less than 1 induces smaller slot sizes. Compared to CSMA, mean AoI for both power setting schemes is lower
in case of SA.

Comparing mean energy per delivered packet and mean AoI for SA and CSMA and for the two considered power setting schemes,
it is apparent that EARP offers better performance in terms of consumed energy at the price of a worse freshness of collected data. No
big difference is brought by changing the multiple access protocol. Finally, the best choice of the target SINR level 𝛾 that minimizes
AoI is somewhat offset with respect to the choice of 𝛾 that minimizes consumed energy, showing that there exists a trade-off between
these two metrics.

6. Non-saturated model

In this section, leveraging on insight gained in the previous analysis, we address the definition of an adaptive algorithm to
stabilize the SIC-based multiple access system in a non-saturated environment. Adaptation consists of varying the probability of
transmission 𝑝 and target SINR 𝛾 as a function of the number of nodes that are backlogged at the beginning of each time slot, so as
to guarantee that the system is stable, i.e., the mean number of backlogged nodes has a finite mean. Practical stabilization algorithms
can be devised by building estimators of the number of backlogged nodes. As a matter of example, the number of contending nodes
11 
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can be estimated by the classic pseudo-Bayesian algorithm proposed in [50] for general non-persistent CSMA algorithms, or by the
Kalman filter approach defined in [51] for the basic IEEE 802.11 MAC protocol and in [52] for the IEEE 802.11e MAC protocol
with priority handling. We do not dwell on investigating the implementation of such estimators in the present case of SIC-assisted
multiple access, rather we are primarily interested in assessing stability conditions under an idealized adaptive scheme, where the
number of backlogged nodes at the beginning of the slot is assumed to be exactly known.

6.1. Model description and assumptions

Time is slotted with variable size slots. Let 𝑄(𝑡) denote the number of nodes backlogged at the beginning of slot 𝑡. Both the target
SINR 𝛾 and the transmission probability 𝑝 are functions of 𝑄(𝑡). If 𝑄(𝑡) = 𝑘, then 𝛾 = 𝛾𝑘 and 𝑝 = 𝑝𝑘, where 𝛾𝑘 and 𝑝𝑘 for 𝑘 ≥ 1 are
assigned sequences. The sequence {𝛾𝑘}𝑘≥1 must be bounded to make power control feasible. We let 𝛾max = max𝑘≥1 𝛾𝑘.

Since a node adjusts its transmitting power and coding scheme to conform to the required SINR, given 𝑄(𝑡) = 𝑘, the slot size is:

𝑇𝑘 = 𝐿
𝑊 log2

(

1 + 𝛾𝑘
) (17)

If no node is backlogged in a slot, the slot size reduces to a fixed time 𝑇0.
Decoding of concurrently transmitted packets occurs using SIC, as described in Section 3.3. The condition for successful decoding

are as described with reference to Eq. (3), simply replacing 𝛾 with 𝛾𝑄(𝑡) and 𝑘 with 𝐾(𝑡) where 𝐾(𝑡) is the outcome of a binomial
random variable with parameters 𝑄(𝑡) and 𝑝𝑄(𝑡).

We assume an infinite population of nodes. Nodes become backlogged upon message generation. The generation of new messages
by the node population follows a Poisson process with mean arrival rate 𝛬. A node handles one message at a time. When it is
backlogged, no new arrivals are considered. A backlogged node transmits in slot 𝑡 with probability 𝑝𝑄(𝑡). A node will know the
outcome of its transmission attempt by the end of the slot. In case of failure, the node will re-schedule the message and make new
transmission attempts, until its message is delivered to the BS successfully. Upon successful delivery, the node returns to the pool
of idle nodes.

As for the physical channel, we assume the same model as in Section 3.1, except that shadowing is neglected.3 Hence the power
level received at the BS from a node at distance 𝑟 is 𝑃rx = 𝐺d(𝑟)𝐺f𝑃tx, where 𝐺d(𝑟) is computed according to the TRG path loss model
from [46] and 𝐺f is a negative exponential random variable with mean 1, accounting for Rayleigh fading.

In this section we restrict our attention to EARP. We consider the worst case power budget for nodes within a distance 𝑅 of
the BS. The maximum allowable distance is evaluated by finding the largest 𝑅 such that 𝐺d(𝑅)𝑃tx,max∕𝑃𝑁 ≥ 𝛾max∕𝑐. Under this
condition, i.e., for any node at distance 𝑟 ≤ 𝑅 of the BS, it is always possible to set 𝑃tx in slot 𝑡 so that 𝐺d(𝑟)𝑃tx∕𝑃𝑁 = 𝛾𝑄(𝑡)∕𝑐.

6.2. Stability of the multiple access channel

The time evolution of the number of backlogged nodes is described by the following one-step equation:

𝑄(𝑡 + 1) = 𝑄(𝑡) + 𝐴(𝑡) −𝐷(𝑡) (18)

where,

• 𝑄(𝑡) is the number of nodes backlogged at the beginning of slot 𝑡.
• 𝐴(𝑡) is the number of nodes that become backlogged in slot 𝑡.
• 𝐷(𝑡) is the number of packets that are successfully decoded by the BS in slot 𝑡. The nodes whose packet is acknowledged go

back to idle state.

It is apparent that 𝑄(𝑡) is an irreducible, aperiodic DTMC on the state space of non negative integers. To assess under which condition
it is positive recurrent, we resort to Foster–Lyapunov theorem [53]. The mean conditional drift of the DTMC is defined as follows
for 𝑛 ≥ 1:

𝛥𝑛 = E[𝑄(𝑡 + 1) −𝑄(𝑡) |𝑄(𝑡) = 𝑛] = E[𝐴(𝑡) |𝑄(𝑡) = 𝑛] − E[𝐷(𝑡) |𝑄(𝑡) = 𝑛] (19)

To apply that theorem to our case, we only need to check that the lim sup𝑛→∞ 𝛥𝑛 < 0 (see Appendix B for a proof of this statement).
Given that the arrival of new nodes follows a Poisson process, the average number of arrivals in a slot, conditional on 𝑄(𝑡) = 𝑛,

is:

E[𝐴(𝑡) |𝑄(𝑡) = 𝑛] = 𝛬𝑇𝑛 =
𝛬𝐿

𝑊 log2(1 + 𝛾𝑛)
(20)

The mean number of departures, conditional on 𝑄(𝑡) = 𝑛, is:

E[𝐷(𝑡) |𝑄(𝑡) = 𝑛] =
𝑛
∑

𝑘=1
𝑚𝑘(𝛾𝑛)

(

𝑛
𝑘

)

(𝑝𝑛)𝑘(1 − 𝑝𝑛)𝑛−𝑘 (21)

3 Shadowing turns the deterministic worst case analysis of received power into a probabilistic bound. While requiring a more cumbersome notation, shadowing
oes not add anything to the discussion of the stability in the rest of this section.
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where 𝑚𝑘(𝛾) is the mean number of packets successfully decoded, when 𝑘 nodes transmit and the target SINR is 𝛾.
Using Eqs. (9), (20) and (21), the conditional drift can be written as follows for 𝑛 ≥ 1:

𝛥𝑛 =
1

log2(1 + 𝛾𝑛)

[𝛬𝐿
𝑊

− 𝑈𝑛(𝑝𝑛, 𝛾𝑛)
]

(22)

To prove the stability of 𝑄(𝑡), based on Foster–Lyapunov theorem, it is enough to verify that lim sup𝑛→∞ 𝛥𝑛 < 0. For that purpose
we consider the following scaling: 𝛾𝑛 = 1∕(𝑏𝑛) and 𝑝𝑛 = 1. The considered scaling corresponds to a grant-free multiple access,
where all backlogged nodes are allowed to transmit in the same slot, targeting at low rate, specifically, with a target SINR inversely
proportional to the number of backlogged nodes. The scaling is set so as to match the sum-rate maximum in the low spectral
efficiency region, highlighted in the analysis of Section 5 (see Figs. 4 and 5).

With the chosen scaling, it is 𝑈𝑛(𝑝𝑛, 𝛾𝑛) = log2(1 + 1∕(𝑏𝑛)) ⋅ 𝑚𝑛(1∕(𝑏𝑛)). In Appendix A it is proved that, under this scaling and
nder the assumptions holding for the considered multiple access channel model, it is:

𝑚𝑛(1∕(𝑏𝑛)) ∼ 𝜁 (𝑏) 𝑛 , 𝑛 → ∞ , (23)

here 𝜁 = 𝜁 (𝑏) is defined as follows:

𝜁 = sup
{

𝑥 ∈ (0, 1] ∶ 𝑓𝑏(𝑧) ≥ 𝑐,∀𝑧 ∈ (0, 𝑥)
}

(24)

ith

𝑓𝑏(𝑧) = −
(

1 + 𝑧
𝑏

)

log 𝑧 − 1 − 𝑧
𝑏

, 𝑧 ∈ (0, 1] (25)

rom its definition, it is apparent that 𝜁 is the smallest positive root of 𝑓𝑏(𝑥) = 𝑐 for 𝑥 ∈ (0, 1). Roots of this equation in (0, 1) exist
surely for 𝑐 > 0, since 𝑓𝑏(𝑥) is continuous for 𝑥 > 0, it tends to +∞ as 𝑥 → 0+ and it tends to 0 as 𝑥 → 1.

Leveraging on this asymptotic result, it is found that:

lim
𝑛→∞

𝑈𝑛

(

1, 1
𝑏𝑛

)

= lim
𝑛→∞

log2
(

1 + 1
𝑏𝑛

)

𝑚𝑛

( 1
𝑏𝑛

)

=
𝜁 (𝑏)
𝑏 log 2

(26)

This limit holds for any positive 𝑏. Hence, we have for the drift:

𝛥𝑛 ∼ 𝑛 𝑏 log 2
[

𝛬𝐿
𝑊

−
𝜁 (𝑏)
𝑏 log 2

]

𝑛 → ∞ (27)

The drift is definitely negative as 𝑛 grows, provided that:

𝛬 < 𝑊
𝐿

𝜁 (𝑏)
𝑏 log 2

(28)

As for 𝑏, we set it to the value that maximizes the right-hand side of Eq. (28). Since, by its definition, 𝜁 belongs to the interval (0, 1)
and it behaves as (1 − 𝜖)𝑒−1∕𝑏 as 𝑏 → 0+, it follows that the maximum of 𝜁 (𝑏)∕𝑏 exists and it is attained for some 𝑏∗ > 0.

.3. Numerical results

Leveraging on the result of Section 6.2, we set the adaptive parameters as follows, given a threshold 𝑛max:

𝛾𝑛 =

{

𝛾∗𝑛 1 ≤ 𝑛 ≤ 𝑛max,
1
𝑏∗𝑛 𝑛 > 𝑛max.

𝑝𝑛 =

{

𝑝∗𝑛 1 ≤ 𝑛 ≤ 𝑛max,
1 𝑛 > 𝑛max.

(29)

where 𝛾∗𝑛 and 𝑝∗𝑛 denote the values of 𝛾 and 𝑝 that maximize the sum rate 𝑈𝑛(⋅, ⋅), to be found numerically for 1 ≤ 𝑛 ≤ 𝑛max, and
∗ = argmax𝑏>0

𝜁 (𝑏)
𝑏 log 2 .

Simulations of the adaptive algorithm have been run with the following parameter values: 𝐿 = 2000 bit, 𝑊 = 1 MHz, 𝑇0 = 1 ms,
= 0.1, 𝛾max = 100, 𝑛max = 50. It is found that 𝑏∗ ≈ 0.39 and 𝜁 (𝑏∗) ≈ 0.81. Based on all the given values 𝑈𝑎𝑠𝑦 = 2.99. We set 𝛬 = 𝜌𝛬∗,

where 𝛬∗ = 𝑊
𝐿

𝜁 (𝑏∗)
𝑏∗ log 2 = 𝑊𝑈𝑎𝑠𝑦

𝐿 , with 𝜌 = 0.9.
The optimal transmission probability 𝑝∗𝑛 and SINR target 𝛾∗𝑛 as a function of 𝑛 are shown in Fig. 11. It is noted that optimal

parameter values for small 𝑛 (up to 𝑛 = 3) can be approximated as 𝑝∗𝑛 ≈ 1∕𝑛 and 𝛾∗𝑛 = 𝛾max, whereas for larger 𝑛 they match the
trend of the adopted scaling.

The time evolution of a sample path of 𝑄(𝑡), starting from 𝑄(0) = 0, is shown in Fig. 12(a). Fig. 12(b) shows the cumulative
time-averaged sum-rate 𝑈 (𝑡) as a function of time. 𝑈 (𝑡) is defined as:

𝑈 (𝑡) = 1
𝑡

𝑡
∑

𝜏=1
𝑈 (𝜏) (30)

where 𝑈 (𝜏) is the sum rate realized in slot 𝜏.
It is apparent from these plots that the queue is under control (fluctuations do not diverge) and the time-averaged sum-rate tends

to 90% of its asymptotic value (0.9 ⋅ 2.99 = 2.69), which is the maximum that can be obtained, given the load 𝜌 = 0.9.
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Fig. 11. Optimal value of system parameters when 𝑛 nodes are backlogged. (a) Probability of transmission 𝑝∗𝑛 . (b) Normalized target SINR 𝛾∗𝑛 ∕𝛾max.

Fig. 12. Evolution of the adaptive multiple access system over time: (a) Number of backlogged nodes, 𝑄(𝑡). (b) Time-averaged sum-rate, 𝑈 (𝑡).

7. Conclusion

We have defined a modeling framework rich enough to capture the effect of SIC in a non-orthogonal multiple access system as
key system parameters are varied, namely the probability of transmission in a slot and the target SINR. The model results highlight
that the system sum-rate exhibits two local maxima, one of which disappears if we remove SIC. Specifically, the system can be run
in two ways.

1. A high spectral efficiency is targeted and random access algorithms are used to reduce the number of collisions that cannot
be solved by SIC.

2. A low spectral efficiency communication is used, allowing multiple concurrent transmissions that are dealt with by SIC
(grant-free multiple access).

The former approach yields well-known results, e.g., CSMA outperforms SA. In this regime, essentially one of the few transmissions
in each time slot can be accommodated with success. Performance is dominated by the MAC algorithm and little can be added
via SIC. On the opposite, in the latter case, an even higher overall sum-rate can be achieved, exploiting SIC, at least as long as
interference cancellation is accurate. In this second regime, performance is determined by the physical layer while the role of MAC
fades away.

The extensive performance analysis shown in this paper, including sum-rate, success probability, consumed energy, and age of
information, shows that the second regime (low spectral efficiency communications) is also able to optimize all other considered
performance metrics. On the contrary, the high spectral regime introduces unfairness (nodes further from the BS are penalized) and
fails to provide good energy and AoI performance.

The insight gained in this analysis allows defining an adaptive parameter setting scaling to accommodate a time-varying number
of backlogged nodes, guaranteeing the overall system stability.

There are many directions that this work could be carried over. We emphasize two of them: (i) providing practical algorithms
for implementing SIC and characterizing the complexity of the receiver as well as the loss of achieved performance with respect to
the idealized SIC considered in this paper; (ii) defining a practical adaptive algorithm that estimates the required 𝑝 and 𝛾, based on
a reinforcement learning approach.
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ppendix A. Proof of asymptotic behavior of number of decoded packets in a slot

Let us assume 𝑛 nodes transmit simultaneously in a time slot. We aim to prove that the mean number of successfully decoded
ackets 𝑚𝑛(𝛾) scales linearly with 𝑛, if we set 𝛾 = 1∕(𝑏𝑛). Formally, we prove that:

𝑚𝑛(1∕(𝑏𝑛)) ∼ 𝜁 (𝑏) 𝑛 (A.1)

as 𝑛 → ∞, where 𝜁 (𝑏) is a suitable constant, depending on the scaling parameter 𝑏.
Under the considered propagation model, the power level received at the BS from node 𝑗 is given by 𝑌𝑗𝛾∕𝑐, where 𝑌𝑗 is a

random variable, accounting for Rayleigh fading. We assume nodes are numbered in descending order of received power (from the
strongest to the weakest received signal). Hence 𝑌1 ≥ 𝑌2 ≥ ⋯ ≥ 𝑌𝑛 is the order statistics of a set of 𝑛 i.i.d. negative exponential
random variables with mean 1.

Re-arranging Eq. (3) with 𝑆𝑗 = 𝑌𝑗𝛾∕𝑐, it is found that the 𝑘th strongest packet is successfully decoded, if the following inequalities
are met for ℎ = 1,… , 𝑘:

𝑌ℎ ≥ 𝑐 + 𝛾
𝑛
∑

𝑟=ℎ+1
𝑌𝑟 (A.2)

The density function of 𝑌ℎ (ℎ = 1,… , 𝑛) is:

𝑓ℎ(𝑥) =
𝑛!

(𝑛 − ℎ)!(ℎ − 1)!
𝑒−ℎ𝑥(1 − 𝑒−𝑥)𝑛−ℎ , 𝑥 ≥ 0. (A.3)

It can be verified that 𝑓𝑛(𝑥) = 𝑛𝑒−𝑛𝑥 and 𝑓ℎ(𝑥) = 𝑓ℎ+1(𝑥) ⋆ (ℎ𝑒−ℎ𝑥), for ℎ = 1,… , 𝑛 − 1, where ⋆ denotes convolution. Applying this
equality iteratively, it follows that 𝑓ℎ(𝑥) = (ℎ𝑒−ℎ𝑥)⋆…⋆ (𝑛𝑒−𝑛𝑥). Since 𝑗𝑒−𝑗𝑥 is the density function of a negative exponential random
variable with mean 1∕𝑗, the following representation holds:

𝑌ℎ =
𝑛
∑

𝑗=ℎ

𝑋𝑗

𝑗
(A.4)

where 𝑋1, 𝑋2,… , 𝑋𝑛 are i.i.d. negative exponential random variables with mean 1. Substituting this representation into Eq. (A.2)
nd re-arranging, we get:

𝑉ℎ =
𝑛
∑

𝑗=ℎ
𝑎ℎ,𝑗𝑋𝑗 ≥ 𝑐 (A.5)

with

𝑎ℎ,𝑗 =
1 + ℎ𝛾

𝑗
− 𝛾 , 𝑗 = ℎ,… , 𝑛, ℎ = 1,… , 𝑛. (A.6)

Using the variables 𝑉ℎ, successfully decoding at least 𝑘 packets out of 𝑛 is equivalent to the 𝑘 inequalities: 𝑉ℎ ≥ 𝑐 for ℎ = 1,… , 𝑘.
In the following, it will be shown that 𝑉𝑛𝑥 tends to a deterministic random variable with mean 𝑓𝑏(𝑥) (see Eq. (25)) as 𝑛 → ∞, for
any 0 < 𝑥 ≤ 1. Then, as 𝑛 grows, we have 𝑉𝑛𝑥 ≥ 𝑐 w.p. 1 for all 𝑥 < 𝜁 and 𝑉𝑛𝑥 < 𝑐 w.p. 1 for all 𝑥 > 𝜁 , where 𝜁 is defined in Eq. (24).

In the asymptotic regime, we set 𝛾 = 𝛾𝑛 = 1∕(𝑏𝑛) and ℎ = 𝑛𝑥, with 0 < 𝑥 ≤ 1. The mean of 𝑉ℎ|ℎ=𝑛𝑥 is:

E[𝑉𝑛𝑥] =
(

1 + 𝑥
𝑏

)

𝑛
∑

𝑗=𝑛𝑥

1
𝑗
− 1 − 𝑥

𝑏
∼ −

(

1 + 𝑥
𝑏

)

log 𝑥 − 1 − 𝑥
𝑏

= 𝑓𝑏(𝑥) (A.7)

where we have used the asymptotic relationship of harmonic numbers ∑𝑛
𝑗=1 1∕𝑗 ∼ log 𝑛, to derive that ∑𝑛

𝑗=𝑛𝑥 1∕𝑗 ∼ log 𝑛 − log(𝑛𝑥) =
− log 𝑥 as 𝑛 → ∞.

As for the variance, we have:

𝜎2𝑉𝑛𝑥 =
(

1 + 𝑥
𝑏

)2 𝑛
∑

𝑗=𝑛𝑥

1
𝑗2

+ 1 − 𝑥
𝑛𝑏2

− 2
𝑏

(

1 + 𝑥
𝑏

) 1
𝑛

𝑛
∑

𝑗=𝑛𝑥

1
𝑗
∼ 0 (A.8)

as 𝑛 → ∞, since ∑𝑛 1∕𝑗2 is upper bounded by the remainder of the convergent series ∑∞ 1∕𝑗2.
𝑗=𝑛𝑥 𝑗=1
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Let 𝜖 be an arbitrary positive number and let 𝑛 > 𝑁𝜖 , where 𝑁𝜖 is set so that |
|

E[𝑉𝑛𝑥] − 𝑓𝑏(𝑥)|| < 𝜖, ∀𝑛 > 𝑁𝜖 . Then, using Eqs. (A.7)
and (A.8), we have for any 𝑛 > 𝑁𝜖 :


(

|

|

𝑉𝑛𝑥 − 𝑓𝑏(𝑥)|| > 2𝜖
)

≤ 
(

|

|

𝑉𝑛𝑥 − E[𝑉𝑛𝑥]|| + |

|

E[𝑉𝑛𝑥] − 𝑓𝑏(𝑥)|| > 2𝜖
)

≤ 
(

|

|

𝑉𝑛𝑥 − E[𝑉𝑛𝑥]|| > 𝜖
)

≤
𝜎2𝑉𝑛𝑥
𝜖2

(A.9)

The last passage is a consequence of Chebyshev inequality. Since the variance of 𝑉𝑛𝑥 vanishes as 𝑛 grows to infinity, this proves that
𝑉𝑛𝑥 tends asymptotically to the deterministic quantity 𝑓𝑏(𝑥) with probability 1 as 𝑛 → ∞, for any given 𝑥 ∈ (0, 1].

Given that we can replace 𝑉𝑛𝑥 with its mean 𝑓𝑏(𝑥) asymptotically, it is seen that 𝑚𝑛(𝛾)|𝛾=1∕(𝑏𝑛) ∼ 𝜁𝑛 packets are decoded
successfully where 𝜁 is defined in Eq. (24), and hence 𝜁 is the least positive root of 𝑓𝑏(𝑥) = 𝑐. The existence of such a root is
due to the following facts: (i) 𝑐 > 0; (ii) 𝑓𝑏(𝑥) is continuous for 𝑥 ∈ (0, 1]; (iii) 𝑓𝑏(𝑥) → +∞ as 𝑥 → 0+; (iv) 𝑓𝑏(1) = 0.

Appendix B. Application of Foster–Lyapunov theorem to the DTMC 𝑸(𝒕)

For ease of readers, we state Foster–Lyapunov theorem below.

Theorem 1 (Foster–Lyapunov). Let {𝑋𝑘}𝑘≥0 be an irreducible Markov chain on the state space . Assume there exists a function 𝑉 ∶  ↦ R,
with 𝑉 (𝑥) ≥ 0, ∀𝑥 ∈ , and a finite set  ⊆  such that E[𝑉 (𝑋0)] < ∞ and the following conditions hold:

1. E[𝑉 (𝑋𝑘+1) − 𝑉 (𝑋𝑘)|𝑋𝑘 = 𝑥] ≤ −𝜖, if 𝑥 ∈  ⧵
2. E[𝑉 (𝑋𝑘+1) − 𝑉 (𝑋𝑘)|𝑋𝑘 = 𝑥] ≤ 𝑏, if 𝑥 ∈ 

for a given 𝜖 > 0 and a finite constant 𝑏. Then the Markov chain 𝑋𝑘 is positive recurrent.

Theorem 1 is applicable to the DTMC 𝑄(𝑡), 𝑡 ≥ 0, defined in Eq. (18) over the state space of non-negative integers:  = {0, 1…}.
We consider the function 𝑉 (𝑥) = 𝑥. Letting time 𝑡 = 0 be the beginning of a busy period, we have 𝑄(0) = 0, hence E[𝑉 (𝑄(0))] =
E[𝑄(0)] = 0. Moreover, E[𝑉 (𝑄(𝑡 + 1)) − 𝑉 (𝑄(𝑡))|𝑄(𝑡) = 𝑛] = E[𝑄(𝑡 + 1) −𝑄(𝑡)|𝑄(𝑡) = 𝑛] = 𝛥𝑛. In the rest of the Appendix it is shown
that lim sup𝑛→∞ 𝛥𝑛 = 𝓁 < 0 implies that the two conditions in the statement of Theorem 1 hold.

Let us choose an arbitrary positive 𝜖 such that 𝜖 < |𝓁|, where 0 > 𝓁 = lim sup𝑛→∞ 𝛥𝑛. From lim sup𝑛→∞ 𝛥𝑛 = lim𝑛→∞
(

sup𝑘≥𝑛 𝛥𝑘
)

= 𝓁
if follows that there exists 𝑁𝜖 such that | sup𝑘≥𝑛 𝛥𝑘 − 𝓁| < |𝓁| − 𝜖, ∀𝑛 > 𝑁𝜖 . It follows that sup𝑘≥𝑛 𝛥𝑘 < 𝓁 + |𝓁| − 𝜖 = −𝜖, ∀𝑛 > 𝑁𝜖 ⇒

𝛥𝑛 < −𝜖, ∀𝑛 > 𝑁𝜖 .
On the other hand, ∀𝑛 ≤ 𝑁𝜖 it holds that

𝛥𝑛 = E[𝐴(𝑡)|𝑄(𝑡) = 𝑛] − E[𝐷(𝑡)|𝑄(𝑡) = 𝑛]

≤ 𝛬𝐿
𝑊 log2(1 + 𝛾𝑛)

≤ 𝛬𝐿
𝑊 log2(1 + 𝛾𝑁𝜖

)
= 𝑏

since 𝛾𝑛 is a non-increasing sequence with 𝑛.
Summing up, we have proved that 𝛥𝑛 < −𝜖 for any state 𝑛, but for a finite set of states, namely for 𝑛 ∈ {0, 1,… , 𝑁𝜖}, for which

we have 𝛥𝑛 ≤ 𝑏 < ∞. This completes the proof that the conditions of Foster–Lyapunov theorem are satisfied, if lim sup𝑛→∞ 𝛥𝑛 < 0.

Appendix C. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.peva.2024.102460.
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