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ABSTRACT

VQAsk is an Android application that helps visually impaired users
to get information about images framed by their smartphones. It
enables to interact with one’s photographs or the surrounding visual
environment through a question-and-answer interface integrating
three modalities: speech interaction, haptic feedback that facilitates
navigation and interaction, and sight. VQAsk is primarily designed
to help visually impaired users mentally visualize what they cannot
see, but it can also accommodate users with varying levels of visual
ability. To this aim, it embeds advanced NLP and Computer Vision
techniques to answer all user questions about the image on the
cell screen. Image processing is enhanced by background removal
through advanced segmentation models that identify important
image elements. The outcomes of a testing phase confirmed the
importance of this project as a first attempt at using Al-supported
multimodality to enhance visually impaired users’ experience.
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1 INTRODUCTION

In a world where visual media are part of daily life, accessibility and
inclusion become essential to assist visually impaired individuals.
This is one of the goals of Visual Question Answering (VQA). VQA
is a challenging research area joining advancements in Computer
Vision (CV) and Natural Language Processing (NLP). VQA applica-
tions entail comparing the semantic information in a visual media
against the semantic elements embedded in a question in natural
language. This paper proposes a VQA application to support peo-
ple with different visual abilities in exploring their surrounding
environment through information about images framed by their
smartphones. The aim is to help to mentally visualize or create
a mental representation of what they cannot or can hardly see.
This can be achieved thanks to the ability of automatic VQA to
answer questions about submitted images. The goal of exploring
any image represents a complex and challenging task for several
reasons: 1) the questions are not predetermined; both the image
and the combinations of questions change across interactions, be-
ing the users completely free to ask whatever they want; 2) visual
information is usually very rich and high-dimensional; 3) VQA
entails many computer vision sub-tasks, e.g., object detection, ac-
tivity recognition, and scene classification) [10]. The application
tackles the challenge through the powerful Generative Pre-trained
Transformer (GPT) MiniGPT-4 [15], inspired by GPT-4 [11] but light
enough to be embedded in a smartphone app. In addition, automatic
image segmentation allows for isolating relevant scene objects for
more precise questions and answers. The proposed design creates
an inclusive environment through interaction via trigger words for
function calls and spontaneous speech for the questions, and also
through haptic feedback besides the normal touch-screen.
In summary, the contributions of this work are the following:

- a mobile app for users with different visual abilities embedding
powerful Al models for VQA and automatic image segmentation;
- the design of three different interaction modes for inclusive use.

2 RELATED WORK

The reader particularly interested in VQA can refer to available
surveys, e.g., [2, 12, 13] and the recent [7]. This section will only
briefly summarize its use for accessibility. The increasing attention
to accessibility design has stimulated the automatic analysis of
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images and related questions to generate the proper answers for vi-
sually impaired people [8]. To evaluate VQA applications designed
to this aim, [6] introduces the VisWiz dataset with 31,000 visual
questions from blind people, who took a photo with their mobile
phones and recorded a spoken question about it. Each image is la-
beled with 10 answers. A privacy-preserving version of the dataset,
named VisWiz-priv [5], avoids image regions containing private in-
formation (e.g., credit card numbers or private addresses). A related
iPhone app named VizWiz [3] allows asking a visual question and
obtaining an answer in nearly real-time. The authors of [1] com-
bine bottom-up and top-down attention mechanisms to analyze the
question by a Gated Recurrent Unit (GRU), while a CNN processes
the image. A further application using a reinforcement learning
model to help a blind person navigate the street is described in [14].

3 DESIGN AND IMPLEMENTATION
3.1 Requirements, Multimodality, and Al

The main goal of VQAsk is to support visually impaired users in ex-
ploring the environment and a gallery of photos, but also caters to
users preferring multimodal interaction to keyboard/touchscreen-
based interaction. In accessibility design, both User- and System-
Functional requirements include items that are strictly related to
assisting impaired people. For sight-impaired users, it is natural to
ask, besides the touch-screen, for voice and haptic interaction (a
Must-Have User-Functional Requirement in MoSCoW labeling), as
well as for an accurate and robust speech-to-text module. The VQA-
related requirement is to relate spoken/written questions with the
relevant extracted image features (Must-Have System-Functional
Requirements). VQask hands-free interaction addresses diverse abil-
ities and preferences. 1) Voice Interaction: a speaker-independent
continuous speech recognizer enables users to ask questions and
activate features. This offers visually impaired users an alternative
to touchscreens or text-based interactions. Answers are returned
by the Vocal Assistant. 2) Haptic Feedback : tangible responses
or error alerts can be received through device vibrations. 3) Visual
Interaction: a minimalist interface allows users to leverage their
possible residual vision to navigate.

The VQA application core exploits Al models and tools. MiniGPT-
4 [15] is the very core module of the application. It receives both
the input image and a question (text or voice). Then it combines
language and vision processing by aligning a frozen visual encoder,
namely the same pretrained vision components of BLIP-2 [9], with
a frozen advanced large language model (LLM), namely Vicuna
[4], using a linear projection layer. The architecture only requires
training such a layer to align the visual features with the Vicuna
language model. A proper alignment can generate GPT-4-like de-
tailed image descriptions, which are sent back to the user. When
the answer is returned, the flutter_tts plugin! is used as a wrapper
around the native text-to-speech engines of the mobile Operating
Systems. The user can ask more precise questions by using the
object segmentation function offered by remove.bg APIs?. This
web-based service employs advanced Al technology to identify
foreground layers and separate them from the background.

!https://pub.dev/packages/flutter_tts
Zhttps://www.remove.bg/it/tools-api
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3.2 The interface

VQAsk is composed of two main minimalist screens, the Homepage
and the Editable photograph screen (Figure 1).

In the Homepage the AppBar contains the name of the Appli-
cation (left), the "info" icon that triggers the description of the
application functions, and the "crop” that passes to the other screen.
The Info Section is also synthesized to speech for visually impaired
users. The app can be fully used through a few semaphoric/trigger
words. The present set was meant to avoid ambiguities, due to the
free-speech style of the questions, but can be easily changed. As
expected, they were one of the few negative points that the users
noted, as they do not evoke the corresponding functions.
PORCUPINE: the application takes a picture and loads it as input.
PICOVOICE: the following sentences will be considered as a ques-
tion related to the currently loaded image; speech can be continu-
ous and spontaneous.

JARVIS: the app will pronounce back the question asked by voice,
to check the correct speech recognition.

BLUEBERRY: the question will be submitted to be answered.
GRAPEFRUIT: the Vocal Assistant will read again the Info Section.
At present, no trigger word allows also to select an image from the
gallery. This is only possible by touching the button on the left.

Normal- or partially-sighted users can use icons instead of trigger
words, as described below (Figure 1, left).

- The microphone icon, on the right of the input form, allows one to
ask a question. Clicking on the X icon erases it.

- It is possible to listen to a question before asking it by clicking on
the volume-up icon. The "Ask Me!" button submits the question.

- A submitted question is passed to the MiniGPT-4 module along
with the image; the app passes in the thinking stage, a circle progress
bar is shown and the Vocal Assistant tells "I'm thinking" to the user.
- The answer is shown in a green Card also including a volume-up
button, to listen to the answer again, and a switch button that, when
enabled, makes the app automatically read aloud a returned answer.
Two error conditions have been handled in which the app cannot
answer: 1) the user clicks on the "Ask me!" button or pronounces
BLUEBERRY without typing or vocally asking anything; 2) the
inserted question is too short to be unambiguous. When handling
the empty question error, haptic feedback is triggered along with
the visual mode to enhance multimodality: when the error pops up,
the phone vibrates, indicating that something went wrong.

The second app screen is Editable photograph. Actually, it is not
fully usable by a visually impaired user, because it needs attention
and visual awareness to select an image portion unless using auto-
matic segmentation. Users can manually crop an image or segment
it automatically to find its most important elements. This magic
cropping allows visually impaired users to locate the salient scene or
image objects and ask specific related questions. An icon activates
the Information page that will be shown and read by the Vocal
Assistant. Users can select photographs, and four buttons (from left
to right in the center part of Figure 1) allow to: 1) apply changes and
load the image to ask related questions; 2) trash the image and return
to the home of Editable Photograph; 3) manually crop the image,
rotate and scale it; 4) automatically segment the image to identify
the salient elements to ask about (Figure 1, left); visually impaired
users can trigger this function using the word TERMINATOR.
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VQAsk @® mi ¢ Editable photograph ® voAsk ® &l

What is this? 4 0 X

Answer ) @

This is a cat sleeping on a bed.

Can you describe the object? & €)X

Answer © @

‘The object is a stack of books with a black and
white cat sitting on top of them. The
‘appears to be looking off to the side with its
ears perked up. The books are stacked on top

Figure 1: Main VQAsk interface screens; the last image is the follow-up of the session after cropping the image foreground.

4 TESTING AND EVALUATION

A preliminary evaluation with 10 sighted users assessed the feasi-
bility of using the chosen AI models within a mobile application
and users’ preferences for the interaction modes. A simple question-
naire showed that more than half of the people preferred to interact
vocally with the application. On a scale of 1 to 4, the effectiveness
of voice commands got 40% of response 3 and 60% of response 4.
Users appreciated the experience and the usefulness of the app.
After the preliminary test, the questionnaire was enriched to
collect more detailed information, and a new group of users was
enrolled. The new tests involved 12 Italian users with different
visual abilities, from 20 to 35 years old. The number of users may
appear quite low. However, due to the main goal of the application
to assist visually impaired users, adding more normal-sighted ones
would have enlarged the group of testers, yet without adding use-
ful insight into the accessibility of the application. On the other
hand, it is quite difficult to collect a group of sight-impaired users
with different levels of impairment ; as a matter of fact, testing
with blind people was made possible thanks to the collaboration
with the Unione Italiana dei Ciechi e degli Ipovedenti ONLUS (UICI)
- Italian Union of the Blind and Visually Impaired of Rome. Tests
were authorized by the leading staff of the Union. The test ses-
sion was also preceded by filling and signing forms for individual
authorization to use the collected data. The users executed any
task of their choice during a Think Aloud session. During the free
task execution, it was observed from the users’ reactions whether
the chosen actions appeared to be intuitive and whether they en-
countered any bugs or difficulties in the general use of the app.
The observers’ notes testify that the users appeared interested, en-
gaged, and generally amused. At the end, they filled in a short
questionnaire to identify the preferred interaction modes, evaluate
their experience, and suggest improvements. The questionnaire
was devised to adapt to the application use cases, and to especially
point out accessibility-related preferences and possible problems.
It starts with a self-assessment of one’s sighting ability. After this,
a group of questions deals with the user’s preferences when trig-
gering each main application function, with the choice between
vocal commands or icons tapping. Two following questions focus
on the experience with the most critical operation for the visually
impaired, i.e., cropping, and with the application in general. The

next questions deal with the perceived possibility of using the appli-
cation without sight, its perceived usefulness, and the user’s overall
satisfaction with the application answers. Precision, completeness,
and accuracy of the responses refer in more detail to the users’
evaluation of the way the adopted models work, and are considered
in a group of specific questions. The final question is related to the
anticipated future use of the application.

Table 1 shows both the questionnaire and the final results, that
suggest an overall positive reception of the application, with users
finding it intuitive and generally pleasant. In particular, users demon-
strated significant appreciation for the possibility of asking ques-
tions vocally (more than 80% of them) and submitting it vocally
too, without using any button and related visual awareness of the
application interface. If we look at a finer partition of the answers
based on visual abilities, it is interesting to notice that users with
higher level of visual impairment especially prefer vocal interaction.
In particular, while users with different visual abilities share this
appreciation to different extents, 100% of users with serious visual
impairment prefer vocal interaction. Another aspect that users en-
joyed was the magic cropping, a novelty compared to other similar
competitors, especially for the possibility to ask questions about
the cropped region only. Unfortunately, this possibility cannot be
exploited by the seriously visually impaired unless devising, in the
future, some addition to the protocol to provide some preliminary
general information able to orientate the user in the overall image
content. Another interesting observation regards the overall ex-
perience with the application, where the visually impaired users
provided a higher percentage of positive responses. Eventually,
most users were satisfied with the quality of the model’s answers to
their questions. Also in this case, the visually impaired ones were
the most enthusiastic. For instance, a blind user found the answer
of the application really useful regarding her question about the
make-up she was wearing that day. Besides questionnaire answers
analysis, the observation of the users’ think-aloud provides further
information. As anticipated above and expected, remembering com-
mands and pronunciation was challenging, calling for the change
of the trigger words. In addition, allowing to choose the language
of the commands will further make the interaction easier. Both
solutions are easy to apply. Some users suggested introducing the
shaking gesture to make the app repeat the question and check
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Question

Sighted Users Answers

Partially sighted Users
Answers

Blind Users Answers

Total Results

How do you define yourself?

66.7%

16.7%

16.7%

What did you prefer to open the
Info page?

37.5% Using the vocal com-
mand - 63.5% Tapping

100% Using the vocal com-
mand

100% Using the vocal com-
mand

58.3% Using the vocal com-
mand - 41.7% Tapping

What did you prefer to take pic-
tures?

50% Using the vocal com-
mand - 50 % Tapping

100% Using the vocal com-
mand

100% Using the vocal com-
mand

66.7% Using the vocal com-
mand - 33.3% Tapping

What did you prefer to ask the ques-
tion?

80% Using the vocal com-
mand - 20 % Tapping

100% Using the vocal com-
mand

100% Using the vocal com-
mand

83.3% Using the vocal com-
mand - 16.7% Tapping

What did you prefer to listen to the
question again?

37.5% Using the vocal com-
mand - 63.5% Tapping

100% Using the vocal com-
mand

100% Using the vocal com-
mand

66.7% Using the vocal com-
mand - 33.3% Tapping

What did you prefer to submit the
question?

62.5% Using the vocal com-
mand - 37.5% Tapping

100% Using the vocal com-
mand

100% Using the vocal com-
mand

75% Using the vocal com-
mand - 25% Tapping

You prefer:

62.5% To listen to the an-
swer by tapping on the
icon - 37.5% To let the an-
swer be reproduced auto-
matically

100% To let the answer be
reproduced automatically

100% To let the answer be
reproduced automatically

75% To listen to the answer
by tapping on the icon -
25% To let the answer be
reproduced automatically

How do you rate the experience of
image cropping:

75% Very intuitive - 25%
Quite intuitive - 0% Not so
intuitive

75% Very intuitive - 25%
Quite intuitive - 0% Not
so intuitive- 0% Counter-
intuitive

How do you rate the general user-
experience of the app?

50% Very pleasant - 37.5%
Quite pleasant - 12.5% Not
so pleasant- 0% Not pleas-
ant

50% Very pleasant - 50%
Quite pleasant - 0% Not so
pleasant - 0% Not pleasant

50% Very pleasant - 50%
Quite pleasant - 0% Not so
pleasant - 0% Not pleasant

50% Very pleasant - 41.7%
Quite pleasant - 8.3% Not
so pleasant - 0% Not pleas-
ant

How much do you think you could
have used the application without
using your sight?

37.5% A lot - 62.5% Quite -
0% A little - 0% Nothing

0% A lot - 100% Quite - 0%
A little - 0% Nothing

50% A lot - 50% Quite - 0%
A little - 0% Nothing

33.3% A lot - 66.7% Quite -
0% A little - 0% Nothing

How useful do you think this appli-
cation can be in everyday life?

50% A lot - 50% Quite - 0%
A little - 0% Not at all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

50% A lot - 50% Quite - 0%
A little - 0% Not at all

58% A lot - 41.7% Quite -
0% A little - 0% Not at all

How much are you satisfied with
the application answers?

63.5% A lot - 37.5% Quite -
0% A little - 0% Not at all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

75% A lot - 25% Quite-0%
A little - 0% Not at all

How precise were the application
responses?

63.5% A lot - 25% Quite -
12.5% A little - 0% Not at
all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

75% A lot - 16.7% Quite -
8.3% A little - 0% I don’t
know

How complete were the application
responses?

63.5% A lot - 37.5% Quite -
0% A little - 0% Not at all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

75% A lot - 25% Quite -0%
A little - 0% I don’t know

How accurate were the application
responses?

63.5% A lot - 37.5% Quite -
0% A little - 0% Not at all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

100% A lot - 0% Quite - 0%
A little - 0% Not at all

75% A lot - 25% Quite - 0%
A little - 0% I don’t know

Do you think you can use the app?

0% Every day - 25% Once
a week - 75% Sometimes -
0% [ don’t find it useful

50% Every day - 0% Once
a week - 50% Sometimes -
0% I don’t find it useful

50% Every day - 50% Once
a week - 0% Sometimes -
0% [ don’t find it useful

16.7% Every day - 25%
Once a week - 58.3% Some-
times - 0% I don’t find it
useful

Table 1: Answers of the questionnaire

whether it was correctly understood. Other users suggested intro-
ducing an offline mode enabling the use of the app without an
internet connection. However, this would require storing too much
resources locally and is still not feasible.

5 CONCLUSIONS

The VQAsk application aims at allowing people with different visual
abilities to effectively and mostly independently explore visual data,
either stored of captured in real-time. One of VQAsk’s standout
features is its voice interaction, which allows users to ask questions
about visual data through voice commands, and to receive spo-
ken responses. The application relies on machine learning models,

enabling the app to effectively respond to users’ questions about
images or relevant parts of them. The evaluation with 12 users
with different visual abilities demonstrated that voice interaction
was the preferred method for inputting questions. Additionally, the
majority of users preferred automatic playback of responses over
manual tapping, highlighting the importance of multimodal acces-
sibility. Possible future improvements surely include: 1) allowing
personalized semaphoric/trigger words to increase the quality of
the user experience of the application; 2) incorporating acoustic
interactions, such as beeps or other auditory cues, as well as user
gestures, which can provide additional feedback and guidance for
users; translating the application in other languages, such as Italian.
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