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Abstract
Neural networks are commonly defined as ‘black-box’ models, meaning that the mechanism describing how they give predic-
tions and perform decisions is not immediately clear or even understandable by humans. Therefore, Explainable Artificial 
Intelligence (xAI) aims at overcoming such limitation by providing explanations to Machine Learning (ML) algorithms and, 
consequently, making their outcomes reliable for users. However, different xAI methods may provide different explanations, 
both from a quantitative and a qualitative point of view, and the heterogeneity of approaches makes it difficult for a domain 
expert to select and interpret their result. In this work, we consider this issue in the context of a high-energy physics (HEP) 
use-case concerning muonic motion. In particular, we explored an array of xAI methods based on different approaches, and 
we tested their capabilities in our use-case. As a result, we obtained an array of potentially easy-to-understand and human-
readable explanations of models’ predictions, and for each of them we describe strengths and drawbacks in this particular 
scenario, providing an interesting atlas on the convergent application of multiple xAI algorithms in a realistic context.

Keywords Explainable Artificial Intelligence · High-energy physics · Saliency maps methods · Intrinsically interpretable 
Decision Trees · Tracing gradient descent

Introduction

The proliferation of Artificial Intelligence (AI) has led it to 
be widely used even in important decision-making situations 
in very different contexts, for instance in advertisement [20], 
transportation, healthcare, military [9, 33], finance and legal 
applications [1]. In this kind of critical domains, it is crucial 

for the used Machine Learning (ML) method to be transpar-
ent, meaning that it must be possible to understand the rea-
sons behind its outputs: this is important not only to ensure 
human control on AI but also to comprehend more deeply 
the reasoning process modeled by a machine, enabling 
further improvements and discoveries. To address these 
desiderata, Explainable Artificial Intelligence (xAI) aims at 
finding and implementing techniques that can merge high 
performances and highly explainable capabilities to under-
stand decisions made by ML algorithms [18]. Due to the 
fact that explanations are usually qualitative and subjective, 
and given the heterogeneity of currently available xAI tools, 
instead of limiting the research to one single xAI method, in 
this paper we explore an array of techniques addressable to a 
varied range of end-users, including both experts with prior 
knowledge and beginners with no preparation on the study 
field, introducing the concept of convergent approaches in 
xAI applied to a real-world scenario to guarantee wider and 
more comprehensive understandings of automatic models’ 
decision process.
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Use‑Case: HEP and Muons

Our domain concerns a high-energy physics application to 
analyze particle trajectories detected in muon spectrometer 
detectors. We adopt as use-case a Level-0 trigger system 
of one of the Large Hadron Collider (LHC) experiments at 
CERN [12] for the high luminosity phase of the LHC (HL-
LHC). This contribution extends a previous research from 
[14], an application studying muonic patterns and focusing 
on generating real-time models through compression and 
distillation techniques: its innovation concerns the study 
of suitable explainability methods applicable to muon pat-
tern recognition. Starting from the specifications already 
defined in [14], we used the toy simulation of the detector 
and trigger response developed in that work to simulate 
and record trajectories and signal released on the RPC 
detector of the ATLAS muon spectrometer for high-energy 
muon particles, unstable subatomic particles representing 
much of the cosmic radiation reaching the surface of the 
Earth. The simulation includes realistic effects related to 
resolution and noise.

The criticality of this domain consists in estimating par-
ticle parameters while being able to efficiently distinguish 
muonic events from noisy observations due to random hit 
background in the detector produced by electronic noise, 
and beam-induced background sources. The objective of 
this work is, consequently, to accurately estimate the meas-
ures associated with patterns and simultaneously to pro-
vide understandable explanations for models’ predictions.

Contributions of This Work

Explainability studies have received increasing interest in 
the last few years. This work provides a new and challeng-
ing applicability scenario, guaranteeing interpretations 
of ML decisions in estimating and recognizing muonic 
particle patterns. This research has involved a variegate 
array of xAI techniques, differing in explanation format 
and targeted category of end-users, from non-experts to 
researchers with knowledge in particle physics. In particu-
lar, we make the following contributions to the use-case 
under consideration: 

1. Attribution algorithms [31, 32, 34, 37] provide expla-
nations that are based on saliency maps, or heatmaps, 
graphically showing the most discriminative regions in 
an image that have influenced the output decision of the 
model, based on gradient information. Simple saliency 
maps methods tend to be noisy and may contain artifacts 
[36], which has motivated the design of a wide family 
of attribution algorithms such as Regression Activa-

tion Maps (RAM), Integrated Gradients (IntGrad), and 
SmoothGrad. However, these methods require back-
ground knowledge on how they are implemented and 
their assumptions may not align to a specific use-case. 
As an example, SmoothGrad [31] averages multiple sali-
ency maps computed on noisy versions of the original 
input image. This noise is typically chosen to be Gauss-
ian, which is not adequate to our use-case, since adding 
Gaussian noise to binary images results in images lying 
outside the manifold of the input data. In this paper, 
we provide two customized variants of SmoothGrad 
[31] and Integrated Gradients (IntGrad, [32]), taking 
into consideration the characteristics of the input data, 
which are directly applicable to our use-case and provide 
a more interpretable (i.e., sparse) explanation.

2. Intrinsically interpretable Decision Trees and variants 
[3, 7, 15, 17, 24, 35, 36] are models that do not require 
external explanatory methods since they have transpar-
ent structures that immediately make users understand 
their decision flow and are, therefore, said to be self-
explained. From the simple logic rule-based Decision 
Tree, several variants have been proposed, combining 
an interpretable tree-shaped architecture with neural 
network components, such as neurons and activation 
functions, and introducing a ‘soft’ mechanism, in Soft 
Decision Trees (SDTs), to weigh all nodes according to 
the probability to reach every leaf: instead of taking hard 
and exclusive decisions, all nodes actively contribute 
to the model’s final prediction. In this work, we have 
adopted one of the latest modifications enriched with 
convolutional layers, resulting in the so-called Convolu-
tional Soft Decision Tree (ConvSDT), and implemented 
a visualization procedure to immersively explore the 
decision-making process of this explainable structure.

3. Example-based xAI techniques, also known as data 
attribution methods, provide explanations by collecting 
the most influential examples from the training set that 
support the output prediction for a test sample. Based on 
how influence is defined, different data attribution meth-
ods can be obtained. In this paper, we focus on analyzing 
the results of Tracing Gradient Descent (TracIn) [29], 
which computes an approximate influence function by 
analyzing the gradient correlation across different sam-
ples. This allows to identify what are called proponents, 
i.e., items that have reduced the loss at training time and 
are positively correlated with the sample to explain, and 
opponents, namely elements that instead, increasing the 
loss, have caused errors during the training phase and 
are negatively correlated. Observing Proponents and 
Opponents, one should be able to understand the logical 
connection with the input and whether the output pre-
diction has been generated coherently. We have applied 
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TracIn in our domain and tested its potentialities on our 
complex-formatted data, way different from the ‘toy’ 
datasets used in the original work.

Our results will testify how such xAI methods, if care-
fully and appropriately customized, can be safely adopted 
even in crucial scenarios and the associated explanations 
can be addressed to different categories of end-users, both 
experts and not. In addition, while most works in the past 
have focused on applying one selected xAI approach to each 
problem, in this paper we focus on what we call a convergent 
application of xAI methods, belonging to different families, 
highlighting how in a difficult scientific scenario the het-
erogeneity of the algorithms can be used to provide qualita-
tively different insights on the problem under consideration. 
We believe this kind of varied analysis, while still under-
explored in high-energy physics (with a few exceptions, 
e.g., [2, 10, 11, 13, 19, 25]), can provide valuable insights 
also into the application of xAI techniques to other scientific 
fields, ranging from medicine to mathematics.

Materials and Methods

Datasets

The ATLAS Level-0 RPC trigger system for HL-LHC aims 
to collect all the particle hit information from the fast RPC 
detectors in a given sector (i.e., a solid angle region of the 
detector) and tries to find a muon candidate—a collection 
of hits identified as a track in the detector—and measure its 
properties. The interesting quantities are the muon track spa-
tial parameter inside the experiment (typically represented in 
terms of pseudorapidity � ), and the transverse momentum of 
the muon pT (expressed in giga-electron-volt, GeV).

When a muonic particle passes through the ATLAS RPC 
detector its trajectory can be conveniently represented into 
a fixed image-like 2D mesh, simulating a bi-dimensional 
grid. The bi-dimensional grid can then be used as input for 
ML models, specifically convolutional architectures, particu-
larly suitable to find patterns like the muon tracks in this test 
scenario. The generated sample does not contain only the 
effective trajectory of the muon but also a varying amount 
of noise randomly due to electronic noise and environmental 
radioactive artifacts caused by beam-induced radioactivity 
from the materials surrounding the detector.

More in detail, the images are binary gray-scaled pictures 
with mainly 0-valued pixels and only a few lit 1-valued pix-
els, meaning that the associated sensors of the detector have 
registered the passage of the muon or have been affected by 
noise. The noise is generated by emulating the expected par-
ticle rate conditions in the future phases of the experiment 

during the HL-LHC. The toy simulation only accounts for 
the average hit rate in the spectrometer RPCs, therefore it 
does not consider correlated backgrounds. We did not aim 
to perfectly reproduce the experimental conditions but to 
give a proof of principle of the explainability methods in the 
context of a high-energy physics experiment. The pattern of 
the muon depends on the angle with which particles enter 
into the detector, expressed through the pseudorapidity � , 
and the pT of the muon. These two parameters compose the 
labels to be estimated.

Each image is modeled as a (9 × 384) bi-dimensional 
array, where the 384 horizontal pixels map the values of 
� to the x-axis of the sample, while the 9 vertical pixels 
correspond to detector layers (from the bottom: 3 detector 
layers for the inner trigger station, 4 for the middle, and 2 
for the outer station) [14]. In this convenient representation, 
an infinite momentum muon appears in the image as a verti-
cal pattern of pixels, independently of the pseudorapidity � , 
while lower momentum muons appear ideally as tilted pixel 
patterns with slopes inversely proportional to the muon pT . 
An example of a dataset item is visualized in Fig. 1, where 
we can distinguish the component with the actual pattern 
of the muon and the additional radioactive noise attached 
therein. Our ML models were trained using only the noisy 
images while the denoised ones were employed for support 
at the explanation phase. The derived dataset is composed 
of 945k images divided in a 90-10 train–test split.

Another interesting and additional dataset that has been 
involved in this work is composed of images of only noise 
and no muonic traces. These samples have been used post-
training, during the explanation phase, to test the model and 
observe its behavior with items whose characteristics, zeroed 
pT and � , were absent at training time. This freely accessible 
dataset, similarly to the previous one, is composed of 945k 
(9 × 384)-shaped images directly derived from the original 
pictures of the first noisy dataset; obviously, the associated 
denoised version is by definition an empty image.

Metrics

The regression problem of estimating muonic parameters has 
been evaluated by minimizing the average prediction error 
both on pT and � in terms of mean absolute error (MAE):

where p̂T and �̂� are the predictions of the neural network.
In addition, specific physics-related metrics have been 

introduced to evaluate the performances of the networks. To 
this aim, two measures to quantify the effectiveness of our 
trained models have been adopted and, we must notice, both 
of them act on pT only. The definitions of these metrics are:

(1)MAE(pT, 𝜂, p̂T, �̂�) = |pT − p̂T| + |𝜂 − �̂�|,



 Computing and Software for Big Science             (2023) 7:8 

1 3

    8  Page 4 of 18

• Spread: The averaged value of the difference between 
real and predicted momenta in the range [7, 13] GeV 
(around the nominal trigger threshold of 10 GeV); 
this quantity should be minimized. Assuming that 
ypT and ŷpT are, respectively, the vectors containing 
ground-truth and estimated pT , it is possible to define 
S = {s | ypT,s ∈ [7, 13] GeV} as the set of vector indices 
corresponding to real momenta in the range of interest; 
the spread is then mathematically expressed as follows: 

 where #(⋅) represents the cardinality of a generic set of 
elements, namely the number of items composing the set.

• Plateau efficiency (from now on simply efficiency): 
The number of muons concurrently having pT > 15 
GeV and p̂T > 15 GeV over the total number of muons 
with pT > 15 GeV. This normalized value should be, 
instead, maximized. It can be straightforwardly derived 
through the definition of two sets of vector indices, 
Enum = {e | ypT,e > 15 GeV ∧ ŷpT,e > 15 GeV}  a n d 
Eden = {e | ypT,e > 15 GeV} as the ratio between the car-
dinality of these two collections: 

As intrinsically noticeable from the definition of the effi-
ciency metric, the ML algorithm should be then able 
to select muons with momentum above a fixed and high 
threshold ( pT ≥ 15 GeV) and simultaneously reject parti-
cles below the same threshold ( pT < 15 GeV). This sepa-
ration implies the consideration of four different regions 

(2)spread(ypT , ŷpT ) =

∑
s∈S �ypT,s − ŷpT,s�

#(S)
,

(3)efficiency(Enum,Eden) =
#(Enum)

#(Eden)
.

for a predicted event: the cases when a muon is correctly 
selected or rejected, defined from now on as True Positives 
(TP) for selection and True Negatives (TN) for rejection, and 
the complementary cases when the model ‘misclassifies’ a 
pattern locating it in the False Positives (FP), when it erro-
neously outputs a momentum above the threshold, or in the 
False Negatives (FN), when it wrongly rejects the muonic 
trace. The notion of True/False Positives/Negatives, explic-
itly defining a 4-sector confusion matrix, will be of great 
interest during the explanation phase because the study will 
focus on representative events belonging to each of these 
four regions.

Models and Experimental Settings

Our model architectures include two Convolutional Neural 
Networks (CNNs), one named Attribution CNN, used with 
the three attribution-based saliency maps methods, and the 
other called TracIn CNN associated with the homonym xAI 
technique, and a Convolutional Soft Decision Tree [3]. The 
CNNs are fairly simple: after an Input layer trivially having 
as size the images’ dimensions, they are made up of a suc-
cession of four convolutional layers, respectively, provided 
with 16, 32, 64 and 128 output filters. Every layer uses a 
kernel of size (5 × 5) , a same padding is employed and a 
ReLU activation function is applied after each convolution. 
The output of this convolutional body is passed to a Global 
Average Pooling (GAP) layer and, finally, the regression pre-
diction is performed by the head of the model: the Attribu-
tion CNN’s head is made up of three Dense layers having, 
respectively, 1024, 512 and 2 neuronal units. The penulti-
mate and the third last layers use ReLU-s activation func-
tions while the final one uses a Linear activation function. 

Fig. 1  Sample image
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The structure of this model and its related trainable param-
eters are summarized in Table 1. The TracIn CNN’s head 
only consists of a final Dense layer with 2 units; this design 
choice is motivated by the fact that for efficiency we use a 
fast TracIn implementation that requires a one-layered fully 
connected head to simplify the gradient computations [29].

The other model typology refers to the intrinsically inter-
pretable ConvSDT, namely a Soft Decision Tree hierarchical 
structure positioned right after a sequence of convolution 
operations, whose implementation design has been freely 
inspired by the work of [3, 15, 24]. In particular, we used 
three convolutional layers with, respectively, 64, 32, and 
16 filters with a kernel size of (3 × 3) . Between each pair 
of consecutive layers, we introduced a Batch Normaliza-
tion-ReLU-Max Pooling procedure to gradually reduce the 
dimensionality of the input image. This is motivated by 
the fact that (Soft) Decision Trees have often reported a 
decrease in performances with high-dimensional data [36]; 
with convolutions, we have exploited its advantages with 
images and have simultaneously facilitated the training of 
the tree thanks to such dimensionality reduction process: 
from a 9 × 384 = 3456-dim input vector without convolu-
tion, we are able to decrease and simplify it to a 768-dim 
vector. In the second phase, instead, the convoluted image, 
now a flattened 768-dim input vector, enters into the SDT. 
Its hierarchical structure is a priori built by defining the fixed 
depth d of the tree, namely this also implies the presence 
of (2d − 1) inner nodes and of 2d leaf nodes. By imposing 
d = 5 , the decision tree is then modeled with two Linear 
layers with, respectively, (768 × (25 − 1)) = (768 × 31) and 
(2d × 2) = (32 × 2) input–output features. The ‘inner’ layer 
is followed by a Sigmoid activation function to simulate the 
binary splitting flow of the tree, while the ‘leaf’ layer is 
initialized with a normal distribution, as experimented in 
[24]. The output of the first layer is manipulated in order 

to compute the path probabilities to reach every leaf: these 
probabilities are then used to “weight” the predictions of the 
leaves, namely the output of the second and last layer [15, 
17]. It is important to mention that a helpful pre-processing 
step scales the original labels y to y� = y−�

�
 , where � and � 

are, respectively, the mean and the standard deviation of y 
in the training set [24]. Label scaling aims at reducing the 
interval of predictable values and at making the model able 
to predict more accurately. The resulting architecture of this 
model and its related parameters are summarized in Table 2. 
It is important to mention that the complexity of the model 
is incredibly low if compared to the CNNs described above: 
just observing the different number of parameters in the two 
tables, the dimensionality of the ConvSDT is about 20 times 
smaller than the one of the CNN for attribution methods, 
implying also faster predictions and lower memory required 
for storage.

In addition to training this model alone, we have also 
experimented a re-training from scratch exploiting a simple 
technique of Knowledge Distillation, a branch of ML that 
aims at transferring knowledge between different architec-
tures [16]. The procedure, already addressed in [15] and 
re-proposed in this work, is straightforward: instead of 
training the soft tree as usual, namely by using the actual 
labels as ground-truth values, the hierarchical model has 
been trained replacing labels with the predictions generated 
from a teacher model, here the previously trained Attribu-
tion CNN. The resulting model will be denoted as Distilled 
ConvSDT in the rest of the discussion to differentiate it from 
the ‘plain’ version of the decision tree.

During the training procedure, the Adam optimizer [21] 
with a learning rate of 0.001 has been used for the Attribu-
tion CNN and the ConvSDT, while the TracIn CNN was 
trained with a SGD [5] optimizer, with a learning rate of 

Table 1  Structure and number of parameters of the adopted CNN

The ’Output shape’ column refers to a single-image input

Layer Output shape # params

Input layer (9, 384, 1) 0
Conv2D (9, 384, 16) 416
Conv2D (9, 384, 32) 12832
Conv2D (9, 384, 64) 51264
Conv2D (9, 384, 128) 204928

GAP (128) 0

Dense (1024) 132096
Dense (512) 524800
Dense (2) 1026

Trainable params Non-trainable params Total params

927,362 0 927,362



 Computing and Software for Big Science             (2023) 7:8 

1 3

    8  Page 6 of 18

0.01, because the associated xAI algorithm is more correctly 
approximated with this specific type of optimizer [29].1 The 
CNN models were trained for 30 epochs dividing the dataset 
into 32-sized batches, instead the ConvSDT was trained for 
5 epochs using a batch size of 64.

Compared Explainability Techniques

In this section, we describe the explainability techniques 
we applied on the methods described in "Materials and 
Methods" section, and any customization we made when 
necessary. For each class of xAI methods, the selection of a 
particular method was made based on a combination of fac-
tors that include their popularity, stability of the underlying 
software libraries, and simplicity. We expect that our results 
will extend to other methods from the same class, and we 
refer to published surveys, e.g., [1], for a broader exposition 
on xAI methods.

Due to the fact that images composing our datasets are 
extremely different from standard RGB or gray-scaled 
images, some of the proposed xAI approaches have required 
specific adaptations to suitably deal with the proposed HEP 

use-case. The changes have not involved all five approaches: 
some of them have required particular care, while others 
were already applicable to muonic pattern images.

Attribution Methods

Regression Activation Map [34] is a common saliency map 
method for regression outputs, and it was found to be already 
compatible with the HEP domain. We implemented RAM 
to produce two heatmaps for each sample image, one for the 
transverse momentum and the other for the pseudorapidity 
variable, highlighting the discriminative regions for both 
labels separately.

On the other hand, IntGrad [32] and SmoothGrad [31] 
had to be customized. IntGrad is a state-of-the-art saliency 
map method that computes a smoothed map by interpolating 
between an empty image and the original input image. For 
our use-case, we re-define the original interpolation routine 
to produce a sequence of images such that, starting from an 
empty baseline with all zeroed pixels and ending with the 
original image, the in-betweens are realized by iteratively 
adding one lit 1-valued pixel for each new interpolation. For 
instance, given the noisy image depicted above (Fig. 1) and 
composed of n = 33 lit pixels, the resulting interpolation 
will instantiate a set of n + 1 = 34 images, including the 
empty baseline. The pixels are added by rows in a top-down 
fashion. A sampling of this sequence is extracted in Fig. 2 to 
show its evolution over the interpolation steps.

Table 2  Structure and number of parameters of the adopted ConvSDT

The ‘Output shape’ column refers to a single-image input

Layer Output shape # params

Conv2D (64, 9, 384) 640
BatchNorm2D (64, 9, 384) 128
ReLU (64, 9, 384) 0
MaxPool2D (64, 4, 192) 0
Conv2D (32, 4, 192) 18,464
BatchNorm2D (32, 4, 192) 64
ReLU (32, 4, 192) 0
MaxPool2D (32, 2, 96) 0
Conv2D (16, 2, 96) 4624
BatchNorm2D (16, 2, 96) 32
ReLU (16, 2, 96) 0
MaxPool2D (16, 1, 48) 0

Flatten (768) 0

Linear (31) 23,839
Sigmoid (31) 0
Linear (2) 64

Trainable params Non-trainable params Total params

47,855 0 47,855

1 The TracIn approximation sustaining the whole method empirically 
seems to work also with optimizers not based on gradient descent 
(e.g., Adam), however we preferred to introduce SGD to maintain the 
optimal setup.
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As mentioned in "Introduction" section, SmoothGrad’s 
adaption is related to the way noise is randomly added 
to the picture. Constrained by the fact that pixels have 
binary values only, we have replaced the Gaussian with 
a salt-and-pepper noise distribution to add 1s accord-
ing to a predefined noise percentage � . The two hyper-
parameters used by the method, the number of smooth-
ing iterations n and � , have been chosen through a Grid 
Search over values for n ∈ [10, 20, 50, 80, 100] and for 
� ∈ [0.5%, 1%, 2%, 5%, 10%] . Evidence showed that setting 
n = 100 and � = 2% represented, for our use-case, the best 
trade-off between level of noise, computational cost, and 
quality of the explanatory results. Finally, SmoothGrad has 
exploited IntGrad itself as saliency method integrated into 
its functioning. Future work will consider the inclusion of 
additional important attribution methods, commonly used 
also in HEP use-cases, such as Layer Relevance Propaga-
tion [4, 6, 8, 26, 27, 30] or Shapley values [23].

Convolutional Soft Decision Trees

The architectural aspect of ConvSDTs has been already 
described in the previous section about model structures 
and parameters; however, it is important to mention that 
this work also provides a graphic visualization of their 
decision flow by re-implementing the typical hierarchi-
cal drawing of Decision Trees inspired by the Scikit-learn 
library [28] and adapting it to sketch the decisions of each 
node from the root to the leaves with their associated prob-
abilities, similarly as done in [15] but with augmented 
visual information and insights relative to the model’s 
functioning: explanations will support and motivate the 
whole process of soft trees’ probabilistic decision-mak-
ing that, starting from inner nodes visualized as filters to 
highlight the contributing pixels at each depth layer, will 
also reach and show the probability distribution of leaves 
to understand the level of confidence of the associated 
prediction together with potential errors taken along the 
path from the root. Representative examples will be later 
discussed in the results section.

Training Data Influence Estimation

The last xAI approach adopted in this work is a data influ-
ence method [29], where the term ‘influence’ represents the 
impact that training samples have on the prediction of a test 
sample (as opposed to single elements of the test sample 
itself). The most influential Proponents and Opponents iden-
tified by the TracIn algorithm [29] will act as examples moti-
vating the reasons why the model has produced that specific 
prediction given a fixed test item to explain.

In the TracIn formulation, influential data points are 
selected by studying the effect they have on the loss func-
tion during the entire optimization process [29]. Ideally, the 
method should trace all model parameters at all training 
points and for each iteration of the train procedure but, due 
to the clear computational impracticality of tracking all these 
quantities, an easily integrable approximation is based on the 
possibility of simulating the training routine in the algorithm 
by saving only a subset of k checkpoints, current configura-
tions of parameters, while training and then loading them to 
calculate gradient influence off-line. More details about the 
procedure can be found in [29].

A few adaptations regarding the algorithm have focused 
on the associated CNN, by using the more appropriate SGD 
optimizer at training time, as explained before, and the 
choice of which checkpoints to save and use in the approxi-
mated version of the approach. Authors of [29] usually 
recommend selecting particularly important checkpoints 
in terms of loss improvements; therefore, the picked neural 
networks have been chosen among the stored ones according 
to this criterion and also to their occurrence with respect to 
the whole training process, trying to select them uniformly 
in the interval of the train epochs.

Results and Discussion

Regression Stage

After the training procedure previously described, the 
performances of the four models are collected in Table 3, 

Fig. 2  Example of customized interpolation given an image containing 33 lit pixels: the result is a sequence of 34 images starting from the 
empty baseline. Here, a sampling of the sequence at steps 8, 16, and 24
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showing results for the regression task in terms of loss, 
spread and efficiency. Starting from the first metric, losses 
are comparable after an inverse-scaling on ConvSDT’s out-
put predictions. Attribution CNN has registered a lower 
error than the similar TracIn CNN, while Knowledge Dis-
tillation apparently seems to have no benefits if monitor-
ing this quantity only since the undistilled tree has reached 
a minimized value with respect to the distilled version of 
the model and, in general, the minimum loss among all the 
tested models. Moving to the physics-related metrics, the 
spread has registered an almost-optimized2 value in the plain 
ConvSDT, but also the other models have registered satisfac-
tory achievements concerning this evaluative measure. The 
most interesting considerations at this stage of results can 
be derived by observing the efficiency: the 88% of efficiency 
certifies Attribution CNN as one of the most performing 
considering this criterion, considerably higher than the 85% 
of ConvSDT and 84% of TracIn; however, when we used 
this network as a teacher for the convolutional tree student, 
Distilled ConvSDT has reached and even surpassed Attribu-
tion CNN, reporting a consistent increase of +4% , resulting 
in a final 89%-efficiency.

An additional and interesting key feature of ConvSDT 
is given by its reduction in terms both of the number of 
parameters and memory storage, an advantage that makes 
such a model preferable for real-time applications. Exploit-
ing Knowledge Distillation and remembering that ConvSDT 
requires a total number of parameters to be tuned almost 20 
times smaller than the CNN, the performances of the two 
architectures remain comparable while the former model 
is also minimizing the required memory storage: a saved 
checkpoint of Attribution CNN takes 10.6 MB of memory 

space, more than 55 times bigger than the 196 KB needed 
for the ConvSDT checkpoint.

Finally, models’ performances can be evaluated through 
the confusion matrix indicating the rate of muonic event 
selection/rejection. The resulting three matrices, one for 
each model except ConvSDT, discarded for its poorer effi-
ciency with respect to Distilled ConvSDT, are represented 
in Fig. 3. In general, matrices reflect previous achievements 
but it is also interesting to notice that the convolutional net-
works, Attribution CNN and TracIn CNN, are able to mini-
mize the number of False Positives at the cost of increasing 
False Negatives; vice versa, Distilled ConvSDT has reduced 
the False Negative events while causing a slightly opposite 
effect on False Positives: one can choose to use a model 
rather than others if the objective is to minimize one specific 
region of errors among the two.

We also tested our models with the supplementary dataset 
composed exclusively of images containing only noises and 
no muonic traces. Out of 945k images, models have selected 
the following amount of events:

• Attribution CNN, 1389 images, corresponding to 0.15% 
of the noised dataset;

• Distilled ConvSDT, 2 images, corresponding to less than 
0.01% of the noised dataset;

• TracIn CNN, 11 images, corresponding to less than 
0.01% of the noised dataset.

The requirement of the project for the real-time muonic 
selection system of the ATLAS experiment demands the 
fake rate, namely the fraction of erroneously selected only-
noise events, to be < 0.2%3; this sub-goal is successfully 
accomplished here, as testified by the above percentage val-
ues. Such a result can be considered in an even more positive 
way reminding that the training dataset did not contain any 
only-noise image, meaning that the three models did not 
expect to have as input 0-valued pT and �.

Explainability Stage

After assessing the performances of our models from a 
quantitative point of view, the analysis of results focuses 
on explainability, to provide justifications for models’ 
decisions and, consequently, ensure the validity of their 
predictions. Due to the fact usually users do not share the 
same knowledge about Physics, HEP and ML, our array 
of techniques is intentionally built to guarantee explain-
ability irrespective of the experience end-users have in the 

Table 3  Evaluation metrics: MAE loss, spread, and efficiency for all 
the adopted models

Bold entries in the table denote the best performance among the four 
models, such as the lowest values for Loss and Spread in their respec-
tive columns, and the highest value for Efficiency in its corresponding 
column
The ‘ % ’ column indicates the percentage improvement in efficiency 
using Knowledge Distillation

Model Loss Spread Efficiency %

Attribution CNN 0.61 1.12 0.88 –
ConvSDT 0.57 1.05 0.85 –
Distilled ConvSDT 0.65 1.27 0.89 +4
TracIn CNN 0.73 1.31 0.84 –

2 The spread value expressed in GeV has an intrinsic minimum value 
of about ≈ 1 − 2 GeV due to the intrinsic resolution through which 
the detector measures the particle momentum.

3 This precise threshold is motivated by the maximum rate of sup-
portable events at this stage of selection required by the L0 muon 
trigger of the ATLAS experiment at HL-LHC.
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topic. Therefore, the three attribution methods are thought 
for beginners or non-experts thanks to the visual intuitive-
ness of heatmaps; the self-interpretable Convolutional 
Soft Trees are again easily understandable, however, some 
insights or additional details may be better perceived with a 
prior comprehension of particle kinematics and muon char-
acteristics hence the method has a medium-difficulty level 
of comprehensibility; TracIn is instead designed mainly for 
physicists because the relationship between the input sam-
ple and its Proponents and Opponents is not always imme-
diately perceived and further studies are often required. 
Coherently with this increasing-difficulty direction, we will 
explore the results of our set of methods, showing how the 
convergence of xAI is able to support users investigating 

models’ decisions, detect erroneous predictions by consult-
ing multiple explanations at once and understand diversi-
fied aspects of the faced critical domain.

xAI Use‑Case 1: All Methods Agree

Starting from a first case where our methods support each 
other, resulting in an enhanced reliability of models’ out-
puts, examples of explanations are grouped in Fig. 4, Fig. 5 
and Fig. 6, which we discuss in-depth in the following and 
in respective captions. Initially focusing on Attribution 
CNN, the explainability study we performed concerned the 
investigation of the most relevant discriminative regions 
provided by our set of saliency maps methods.

Fig. 3  Confusion matrices
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Fig. 4  Explanation through attribution methods: five columns show-
ing, from left to right, the image passed as input to the model labeled 
as ‘Image with noise’ and its denoised version as ‘Image without 
noise’; the heatmap generated by RAM for the feature � and its super-
position with the input image; the heatmap generated by RAM for 
the feature p

T
 and its superposition with the input image; the heat-

map generated by IntGrad (IG) and its superposition with the input 
image; the heatmap generated by SmoothGrad (SG) and its superpo-
sition with the input image. In the title, it is possible to compare the 
associated ground-truths (‘Real’) and the predictions of the model 

(‘Predicted’). In this example, a TP straight-lined muonic pattern cor-
responding to a muon with true p

T
 of 18.3 GeV and true � of 0.57, 

by comparing the denoised image and the heatmaps in the first row 
we can assess that the model is able, for each of the three attribu-
tion methods, to select the right muonic trajectory. Assuming that the 
denoised image and the ground-truths are unavailable, users observ-
ing the superimpositions in the second row can reasonably state that 
the CNN has probably individuated the real particle trajectory and 
ignored other noisy random hits in the image, resulting in a reliable 
prediction

Fig. 5  Explanation through ConvSDT: the visualization shows the 
flow of the input image (on top, next to its denoised version) into the 
tree. Each inner node is represented as a correlation map with the 
input; a leaf node, instead, is characterized by three textual compo-
nents: the probability (in percentage) of reaching it and the corre-
sponding predictions of p

T
 and � to be weighted accordingly. There 

exists a maximum probability path in green, leading to the leaf with 
the highest probability, and minor red paths with lower probability. 
In the title, it is possible to compare the associated ground-truths 
(‘Real’) and the predictions of the model (‘Predicted’). In this exam-

ple, a TP straight-lined muonic pattern, ConvSDT outputs a high-
valued momentum mainly due to the 46.11%-maximum probability 
path leading to a p

T
 of 19.6 GeV, meaning that the prediction is made 

with high confidence. Moreover, the maps of the inner nodes along 
the maximum probability path, showing the pattern of hits more cor-
related (red color) or anticorrelated (blue color) with the splitting 
probability, suggest that the pixels of the muonic pattern are always 
in correlation with the nodes, meaning that the tree has considered 
consistent hits while predicting
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Each attribution explanation is organized in five col-
umns and two rows (Fig. 4) that, from the left, show:

• the input image without noise (clearly not given to the 
model) in the upper row, and the same image but with 
noise passed as input to the model, in the lower row;

• the feature heatmap outputted using the RAM method on 
the label � (upper row) and its superimposition with the 
input image with noise (lower row);

• the feature heatmap outputted using the RAM method on 
the label pT (upper row) and its superimposition with the 
input image with noise (lower row);

• the feature heatmap outputted using the IntGrad method 
(upper row) and its superimposition with the input image 
with noise (lower row);

• the feature heatmap outputted using the SmoothGrad 
method (upper row) and its superimposition with the 
input image with noise (lower row).

The purpose of superimposed images is to graphically 
visualize whether noisy pixels have impacted on model’s 
predictions by observing if heatmap and noise coincide in 
some points of the sample. Moreover, color bars have been 
placed next to heatmaps to show the level of ‘heat’ for each 

pixel: positively and negatively valued heats indicate areas 
that have affected model’s decisions and belong, respec-
tively, to the red and blue color intervals; background is 
gray-colored and corresponds to the 0 value indicating no 
influence.

In this example, having access to the denoised version 
of the input, we can assess the image is characterized by an 
almost straight-lined pattern with true pT = 18.3 GeV and 
predicted p̂T = 18.1 GeV, which testifies this is a correctly 
selected event and, according to our nomenclature, a True 
Positive. Noise components are randomly present in both left 
and right sides of the image, next to the real trajectory of the 
muon. Focusing on the first row of Fig. 4, we can see that 
the model is consistently able, for each of the three attribu-
tion methods, to select the right muonic pattern. Assuming 
that the denoised image is missing and no clues on ground-
truth labels or on the actual muonic pattern are available, if 
we observe the superimpositions in the second row, we can 
state with a reasonable level of confidence that the CNN has 
probably individuated the real particle trajectory, ignored 
other random hits in the image due to noise and that the 
associated high-momentum prediction is coherent with the 
perturbations in the heatmaps depicting an almost vertical 
path of the muon.

Fig. 6  Explanation through TracIn method: on the left-hand side, 
the image passed to the model labeled as ‘Input image’; on the right-
hand side, two distinct groups of images containing the 3 most influ-
ential Proponents, on the top, and Opponents, on the bottom. Each 
image comprehends in the same plot both the noisy hits in black and 
the actual pattern of the muon in red and is also equipped with a 
title containing the associated ground-truths (‘Real’) and the predic-
tions of the model (‘Predicted’). In this example, a TP straight-lined 

muonic pattern, it is possible to notice that all the individuated Propo-
nents are characterized by very high real momenta and show analo-
gies in their actual muonic trajectories. Opponents instead, are events 
with low real p

T
 , and predicted p̂

T
 similar to the real p

T
 of the input 

image, that show muonic patterns very close to the one in the input 
image. This testify how the model has been particularly influenced 
by samples similar to the test input during the training and, conse-
quently, implying the prediction has been performed coherently
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Our work has also shown how different attribution meth-
ods can be used together: here the three techniques have gen-
erated similar heatmaps without contradictions, making the 
whole validity statement more reliable. Therefore, even if 
many other works complained about disagreements between 
techniques like in [22], in our case all these methods agree 
and choosing only one among them could be enough for the 
evaluation through attribution.

Moving to explanations derivable from soft trees, the 
interpretability provided by the hierarchical structure of the 
ConvSDT allows the user to understand the model’s deci-
sion flow. We have implemented a visualization modality 
in order to graphically render the explanation sustaining a 
prediction (Fig. 5). Our visualization function portrays the 
phases of the process applied to the input image during its 
passage through the depth levels of the tree. Each inner node 
is represented as a 2D grid showing the correlation between 
the kernel of the multi-layer perceptron and the input and is 
equipped with a color bar to qualify the positive and nega-
tive correlation influence of the node’s pixels/weights. The 
leaf nodes, instead, are characterized by the probability of 
reaching them together with the associated predictions of 
pT and � to be weighted accordingly. Moreover, there will 
exist a maximum probability path, marked in green, leading 
to the leaf with the highest and heaviest contribution and 
other 2d − 1 = 25 − 1 = 31 red paths with lower probabilities 
whose leaves’ predictions will act as a refinement to the final 
prediction. In this way, the possibility to explain is given in a 
double way: leaves quantify the probability as confidence in 
predicting certain values rather than others using it to weigh 
their associated outputs, while inner nodes certify that such 
confidence is based on coherent pixels or areas of the cor-
respondent correlation images.

In the previous analysis with heatmaps, attribution has 
suggested that the prediction was correct by associating 
the high value of p̂T with the highlighted straight pattern in 
the maps. Exploiting convergence of methods to the same 
input sample, these considerations are supported by the 
ConvSDT’s output as well: the final prediction is again a 
high-valued transverse momentum of 17.8 GeV with the 
maximum probability path leading to a leaf predicting 
pTmax = 19.6 GeV with 46.11% of confidence, which can be 
seen by following the green path in Fig. 5. Such percent-
age can be also “inflated” by considering the second and 
third most likely paths, respectively 22.15% reached from 
node 18 and 7.56% from node 17, pointing to predictions 
close to pTmax . In the end, the hypothesis from attribution 
methods is here strengthened and confirmed by the high 
level of confidence that the tree has when directing the 
search toward values close to the predictions. Moreover, 
the kernels of the inner nodes along the maximum prob-
ability path (and along the second and third paths) suggest 
that the vertical line of the input image, highlighted in the 

heatmaps and individuated as the possible pattern of the 
muon, is always subject to correlation with the weights 
of the nodes, ensuring even more the correctness of the 
conclusions drawn so far. Physicists and HEP experts may 
also understand the role played by the noisy hits spread in 
the input and visibly correlated with the inner nodes of 
the ConvSDT.

The last part of the study on convergent interpretability 
of muon patterns has concerned TracIn and was performed 
using three checkpoints uniformly spread among the 30 
epochs of training of the model, specifically picking the 
saved models at epochs 5, 15 and 25. The gradients were 
traced using 32-dimensional batches, iterating both on the 
training and the test subsets.

We have restricted our research to the 3 most affecting 
Proponents and Opponents that we empirically found to 
make the interpretation sufficiently exhaustive; each expla-
nation is composed of these two sets together with the 
image to be explained. The visualization comprehends in 
the same plot both the noisy hits in black and the actual 
pattern of the muon in red. Each picture is also equipped 
with a title containing the real and predicted labels 
(Fig. 6). Evidence and consultation with HEP experts not 
involved in this study, have suggested that TracIn is able 
to individuate Proponents coherently: their level of true 
pT and true � is consistent with the one of the predicted 
image and the actual pattern shows similarities with the 
explaining picture. Opponents, also as expected, show pat-
tern similarities with the tested image, but very different 
true values of the pT , consistently with the definition of an 
opponent event that has caused errors during the training 
phase, increasing the loss, and so is negatively correlated 
with the test image.

Exploiting the advantages of convergence, we can assert 
that the considerations on the quality of the prediction for 
this input sample are correct. In this scenario, the last expla-
nation through examples of TracIn definitely confirms the 
conclusions of the previous xAI algorithms: also TracIn 
CNN generates a high-momentum prediction of p̂T = 17.1 
GeV.

We note that even if the insights derivable from this tech-
nique are only partial due to the fact that, in this application, 
the method is mainly designed for experts, it is still possible 
to notice that the individuated Proponents are characterized 
by very high real momenta with pT > 18 GeV in all the train 
examples, testifying how the model has been particularly 
influenced by samples similar to the test input in terms of 
label values during the training and, consequently, implying 
the prediction has been performed coherently.

Concluding this first case of evaluation, each xAI method 
has led to a conclusion similar to the ones of the other algo-
rithms, strengthening the validity of the whole set of expla-
nations: convergent xAI approaches have guaranteed a more 
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Fig. 7  Explanation through attribution methods: five columns show-
ing, from left to right, the image passed as input to the model labeled 
as ‘Image with noise’ and its denoised version as ‘Image without 
noise’; the heatmap generated by RAM for the feature � and its super-
position with the input image; the heatmap generated by RAM for the 
feature p

T
 and its superposition with the input image; the heatmap 

generated by IntGrad (IG) and its superposition with the input image; 
the heatmap generated by SmoothGrad (SG) and its superposition 
with the input image. In the title, it is possible to compare the asso-
ciated ground-truths (‘Real’) and the predictions of the model (‘Pre-
dicted’). In this example, the denoised pattern is unusual and obser-

vations between layers 3 and 4 of the RPC chambers are missing, 
making the trajectory extremely difficult to recognize and resulting 
in a FP event. We can explain this erroneous outcome by observing 
the generated heatmaps: the model has attributed importance to noise 
and even background pixels that should be instead zeroed, resulting in 
multiple highlighted vertical lines, responsible for the high predicted 
momentum. Users observing these maps and not having access to the 
denoised image with its labels should conclude that here attribution 
methods are not able to find a unique pattern and that the associated 
prediction is therefore confused and cannot be considered reliable

Fig. 8  Explanation through ConvSDT: the visualization shows the 
flow of the input image (on top, next to its denoised version) into the 
tree. Each inner node is represented as a correlation map with the 
input; a leaf node, instead, is characterized by three textual compo-
nents: the probability (in percentage) of reaching it and the corre-
sponding predictions of p

T
 and � to be weighted accordingly. There 

exists a maximum probability path in green, leading to the leaf with 
the highest probability, and minor red paths with lower probability. 
In the title, it is possible to compare the associated ground-truths 
(‘Real’) and the predictions of the model (‘Predicted’). In this exam-
ple, the denoised pattern is unusual and observations between lay-

ers 3 and 4 of the RPC chambers are missing, making the trajectory 
extremely difficult to recognize. Nonetheless, the soft tree generates a 
low predicted momentum, produced with the main contribution of the 
maximum probability path of 45.46% leading to 2.4 GeV, correctly 
classifying the event as TN. In addition to the high confidence of the 
tree for this case, a further marker of reliability is given by the fact 
that the actual pattern is well considered by looking at the correla-
tions of the maps associated to the inner nodes along the maximum 
path, showing the pattern of hits more correlated (red color) or anti-
correlated (blue color) with the splitting probability
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powerful explainability of models’ outcomes and a deeper 
comprehension of the decisions taken during the inference 
process.

xAI Use‑Case 2: Disagreement Between Methods

The second case of convergent explanations addresses the 
scenario when methods do not share a uniform direction 
for their outputs like in the previous example, resulting in 
conflicts and misinterpretations. Here, convergence has the 
ability to detect erroneous decisions, understand sources of 
error and possibly recover the right result with the other 
methods of the array.

Similarly to the previous section, a representative exam-
ple of this case is shown in Fig. 7 (attribution methods), 
Fig. 8 (soft tree methods), and Fig. 9 (data attribution). 
Starting again from the heatmaps grouped in Fig. 7, it is 
interesting to notice that the denoised pattern of the muon 
is unusual and observations between layers 3 and 4 of the 
RPC chambers are missing, due to simulated malfunc-
tioning in the detector, making the trajectory extremely 
difficult to recognize. This results in a False Positive 
event where a low-momentum sample with pT = 3.5 GeV 

is predicted with a high p̂T = 18.2 GeV. The erroneous 
outcome is explained observing the generated heatmaps: 
model has attributed importance (or heat) to noise and 
even background pixels that should be instead zeroed, 
resulting in multiple highlighted vertical lines, responsi-
ble for the high predicted pT . An end-user observing these 
maps and not having access to the denoised image with 
its labels should conclude that attribution methods are not 
able to find a unique pattern like in the previous case: the 
associated prediction is therefore confused and can not be 
considered a certain output of the CNN.

The confusion derived by investigating outcomes of 
attribution is solved thanks to convergence by observing 
the other methods of the array. The soft tree (Fig. 8) gen-
erates a low predicted momentum of 5.0 GeV, clearly in 
conflict with the uncertain p̂T from Attribution CNN, pro-
duced with the main contribution of the maximum prob-
ability path of 45.46% leading to 2.4 GeV; moreover, all 
the other leaf nodes with a consistent contribution, i.e., 
with a probability greater than 2% , are mainly directing 
the final output to the same interval of low momentum, 
meaning that the tree is particularly confident that the real 
value does not belong to the Positive range. Confirming 

Fig. 9  Explanation through TracIn method: on the left-hand side, 
the image passed to the model labeled as ‘Input image’; on the right-
hand side, two distinct groups of images containing the 3 most influ-
ential Proponents, on the top, and Opponents, on the bottom. Each 
image comprehends in the same plot both the noisy hits in black and 
the actual pattern of the muon in red and is also equipped with a title 
containing the associated ground-truths (‘Real’) and the predictions 
of the model (‘Predicted’). In this example, the denoised pattern is 
unusual and observations between layers 3 and 4 of the RPC cham-

bers are missing, making the trajectory extremely difficult to recog-
nize. Nonetheless, TracIn CNN outputs a medium momentum of 11.1 
GeV, still in the correct range to classify this event as TN. This clas-
sification can be considered reliable thanks to the fact that the associ-
ated Proponents are reporting low real momenta too, demonstrating 
that these coherent samples have positively influenced the prediction 
of the model. Opponents instead, show high real p

T
 , and a predicted 

p̂
T
 close to the real p

T
 of the input image
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that the actual pattern was considered by looking at the 
correlations of the inner nodes, the ConvSDT of this case 
is perfectly able to recover the problems of the initial 
explanations from attribution and provide clear motiva-
tions to correct the previous wrong decision of the CNN.

A further confirmation of this recovery is given by Tra-
cIn whose explanation is contained in Fig. 9: TracIn CNN 
outputs a momentum of 11.1 GeV, slightly greater than the 
one of ConvSDT but still belonging to the right region of 
the confusion matrix, and the most influential Proponents all 
have a low pT in the Negative interval of momenta.

In the end, even if starting from a confusing explanation, 
the convergent set of approaches has managed to restore 
the coherence between predictions and interpretations of 
model’s decisions and to still guarantee a reliable explain-
ability of the ML algorithms. A different conclusion would 
have been deduced when, on the opposite, all the methods 
did not produce clear explanations, for instance, if the tree 
had leaves with high probabilities pointing to contrasting 
predictions; in these situations, convergence is still useful to 
understand that the predictions should be discarded because 
the models were particularly inefficient with those specific 
input images.

xAI Use‑Case 3: Prediction on Only‑Noise Images

The third and last case of explainability results regards the 
behavior of the models with only-noise images as input. 
Previously, we already described how our architectures are 
perfectly able to reject this kind of events, i.e., classifying 
them as True Negatives; however, it is still important to 
study the instances erroneously predicted with a high pT 
(for instance, > 10 − −15 GeV) that should provide infor-
mation about how to reduce the fake muons rate, namely 
individuating which fictitious hits due to noise are mainly 
confused with the real path of the particle.

The related example we propose is represented in 
Figs. 10, 11 and 12 where an image with sparse noisy hits 
randomly spread in the picture is passed as input to the 
model. Interesting observations are derived when focus-
ing on the heatmaps of Fig. 10: all three methods have 
individuated a straight and vertical line along the left side, 
thinner in RAMs and thicker in IntGrad and SmoothGrad, 
motivating both the high predicted momentum of 16.1 
GeV and the ≈ 0 outputted pseudorapidity. In this case, the 
two hits in the upper left corner of the input image have 
wrongly suggested to the network the partial presence of 
a straight trajectory, deceiving the model to predict such 
high pT . The user observing these explanations can intui-
tively understand this is the case of an only-noise image 

Fig. 10  Explanation through attribution methods: five columns show-
ing, from left to right, the image passed as input to the model labeled 
as ‘Image with noise’ and its denoised version as ‘Image without 
noise’; the heatmap generated by RAM for the feature � and its super-
position with the input image; the heatmap generated by RAM for 
the feature p

T
 and its superposition with the input image; the heat-

map generated by IntGrad (IG) and its superposition with the input 
image; the heatmap generated by SmoothGrad (SG) and its superpo-
sition with the input image. In the title, it is possible to compare the 
associated ground-truths (‘Real’) and the predictions of the model 
(‘Predicted’). In this example, an only-noise event, namely a sce-

nario with no muonic traces with zeroed p
T
 and � , all three methods 

have individuated a straight line along the left side, motivating both 
the high predicted momentum and the ≈ 0 outputted pseudorapidity. 
In this case, the two hits in the upper left corner of the input image 
have wrongly suggested to the network the partial presence of a 
straight trajectory, deceiving the model to predict such high p

T
 . Users 

observing the explanation can understand this is an only-noise image 
because it is unlikely that a complete path in the heatmap is detected 
in the occurrence of only two hits in the image (from sensors 7 and 
9): this is a clear situation when the confusion due to noise is directly 
individuated
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Fig. 11  Explanation through ConvSDT: the visualization shows the 
flow of the input image (on top, next to its denoised version) into the 
tree. Each inner node is represented as a correlation map with the 
input; a leaf node, instead, is characterized by three textual compo-
nents: the probability (in percentage) of reaching it and the corre-
sponding predictions of p

T
 and � to be weighted accordingly. There 

exists a maximum probability path in green, leading to the leaf with 
the highest probability, and minor red paths with lower probability. 
In the title, it is possible to compare the associated ground-truths 
(‘Real’) and the predictions of the model (‘Predicted’). In this exam-

ple, an only-noise event, namely a scenario with no muonic traces 
with zeroed p

T
 and � , the tree erroneously outputs a high momentum. 

However, users are warned that there is something causing confusion 
and that, therefore, the associated prediction is not certain: several 
leaf nodes with relevant contributions are leading to contrasting pre-
dictions. The maximum probability is indeed relatively low, 16.98% , 
and there are different other leaves with close weights that disagree 
with each other. This explains how the associated final prediction for 
this case cannot be considered trustworthy

Fig. 12  Explanation through TracIn method: on the left-hand side, 
the image passed to the model labeled as ‘Input image’; on the right-
hand side, two distinct groups of images containing the 3 most influ-
ential Proponents, on the top, and Opponents, on the bottom. Each 
image comprehends in the same plot both the noisy hits in black and 
the actual pattern of the muon in red and is also equipped with a title 
containing the associated ground-truths (‘Real’) and the predictions 

of the model (‘Predicted’). In this example, an only-noise event, 
namely a scenario with no muonic traces with zeroed p

T
 and � , the 

network correctly generates a low momentum prediction, rejecting 
the event. Observing the Proponents, it is possible to understand the 
reasons motivating the choice: the most positively influential train-
ing samples sustain the prediction with their low real momentum, 
strengthening the validity of the CNN’s decision
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because it is unlikely that a complete path in the heatmap 
is detected in the occurrence of only two hits in the image 
(from sensors 7 and 9): this is a clear situation when the 
source of confusion from noise is directly individuated.

Proceeding with the soft tree intrinsically interpretable 
structure (Fig. 11), the user is again warned that there is 
something causing confusion and that, therefore, the asso-
ciated prediction is not certain: several leaf nodes with rel-
evant contributions are leading to contrasting predictions. 
The maximum probability is indeed relatively low, 16.98% , 
and there are different other leaves with close weights that 
disagree with each other. Consequently, the associated final 
prediction of 12.7 GeV cannot be considered trustworthy 
and the hypothesis the input is an only-noise image is now 
even more consistent, given that the confusion is explained 
by the fact the ConvSDT did not expect to predict this cat-
egory of samples.

Concluding the convergent analysis with TracIn, the asso-
ciated CNN is the only one able to predict a relatively low 
p̂T of 6.7 GeV and the labels of the Proponents in Fig. 12 
are close to the one predicted as output, indicating that this 
model was capable to perceive the low momentum associ-
ated to the input. In the end, the initial confusion remains 
because the other methods of our array have generated con-
flicting outcomes, the input sample of this example should 
be then marked as ambiguous and probably only-noised: 
even in this scenario, the convergence of results suggests 
users the most likely nature of the input event, managing 
to prove the inconsistency of the decisions of the models.

Conclusions

Concluding, the proposed high-energy physics use-case 
was addressed from multiple points of view concerning the 
accuracy of the methods, their efficiency, and a varied set of 
explainability tools. We showed that it is possible to imple-
ment performing ML models and to customize explainability 
approaches to guarantee predictions’ explanations needed 
in the critical application domain of the real-time filtering 
system used in HEP. We were able to implement a large set 
of different xAI techniques based on cutting-edge methods 
ranging from input attribution to intrinsically explainable 
models, capable to guarantee competitive performance, 
while, most importantly, providing effective ways to explain 
their decisions. This sets an important step in our final objec-
tive to generate an array of convergent techniques able to 
guarantee explanations in different formats to be addressed 
by different categories of end-user and problems, provid-
ing at the same time a variegate comprehension of model’s 
behavior. Moreover, as the developed methodology focuses 
both on correct and wrong predictions, it allows users to 

detect whether the model’s outcomes can be considered reli-
able or to diagnose its limitations by investigating the causes 
of errors and further optimizing the ML algorithm.
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