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ABSTRACT

Whenever communication takes place to fulfill a goal, an effective
way to encode the source data to be transmitted is to use an encoding
rule that allows the receiver to meet the requirements of the goal. A
formal way to identify the relevant information with respect to a goal
can be obtained exploiting the information bottleneck (IB) principle.
In this paper, we propose a goal-oriented communication system,
based on the combination of IB and stochastic optimization. The IB
principle is used to design the encoder in order to find an optimal
balance between representation complexity and relevance of the en-
coded data with respect to the goal. Stochastic optimization is then
used to adapt the parameters of the IB to find an efficient resource
allocation of communication and computation resources. Our goal
is to minimize the average energy consumption under constraints on
average service delay and accuracy of the learning task applied to
the received data in a dynamic scenario. Numerical results assess
the performance of the proposed strategy in two cases: regression
from Gaussian random variables, where we can exploit closed-form
solutions, and image classification using deep neural networks, with
adaptive network splitting between transmit and receive sides.

Index Terms— Information bottleneck, wireless edge learning,
stochastic optimization, resource allocation.

1. INTRODUCTION

Looking at the predictions about the exponential increase of traffic
and the associated energy consumption in modern and next genera-
tion networks, it is evident that it is time to envisage a new paradigm
that should be able to support the expected new services, while lim-
iting the exponential (unsustainable) increase of transmission rate as
much as possible. A possible paradigm shift may come from the in-
troduction of semantic communication [1], an idea that can be traced
back to Weaver and Shannon himself. While Shannon in his work
deliberately focused only on the technical level, it is maybe time to
move to the semantic level and be concerned about the recovery of
semantics, or meaning, underlying the sequence of transmitted sym-
bols. In this work, we propose an approach that improves the effi-
ciency of the whole transmission system, applicable whenever com-
munication takes place to fulfill a goal. In such a case, it is the goal
that assigns a meaning to the communication. An important exam-
ple comes from the introduction of machine learning (ML) methods
to extract information from data collected by a set of sensors and
sent to a fusion center (FC) for processing. In this case, the goal is
to achieve a sufficient level of accuracy in the decision taken by the
FC, and not the recovery of all the transmitted symbols. The situa-
tion can be explained by referring to Fig. 1, where X is a random
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variable modeling the observation, possibly resulting from a genera-
tive (probabilistic) model that associatesX to a label Y . The goal of
the receiver is to recover an estimation Ŷ of Y with a sufficient level
of accuracy. The idea is to encode the source dataX in order to send
only the relevant information necessary to recover the variable Y at
the receiver, but non necessarily X .

The goal-oriented communication paradigm considered in this
work falls into the context of wireless edge machine learning [2–8],
where the inference process typically requires not only high learning
accuracy and reliability, but also a very short response time neces-
sary for autonomous decision making in highly dynamic wireless
environments. The challenge of edge ML is then to jointly opti-
mize inference, training, communication, computation, and control
under end-to-end latency, reliability, and learning performance re-
quirements. For instance, in [4], the trade-off between energy ex-
penditure, latency, and accuracy of a learning task was explored by
properly adapting the number of bits used to quantize the data to be
transmitted. In this paper, we also aim to act on the source encoder
of edge devices, but hinging on the information bottleneck (IB) prin-
ciple [9], which amounts to finding the encoding rule T (X) that is
maximally informative about Y , while minimizing the complexity
associated with the representation of X . In formulas, the encoding
rule is given by the probabilistic mapping, given by the conditional
probability pT/X(t/x), that solves the IB problem:

min
pT/X (t|x)

I(X;T )− β · I(T ;Y ), (1)

where I(X;Y ) indicates the mutual information between X and Y .
The two terms appearing in the objective function are the relevance
I(T ;Y ) of T with respect to Y and the complexity of T in repre-
senting X; β is a non-negative parameter that allows us to explore
the trade-off between relevance and complexity. Recent excellent
surveys on the IB principle and its application to learning are [10]
and [11]. The IB principle is closely related to the concept of min-
imal sufficient statistics (MSS), the difference being that the IB en-
coding rule is probabilistic, while the MSS is deterministic; further-
more, the IB allows us to explore the trade-off between relevance and
complexity. The IB method is also closely related to Remote Source
Coding (RSC) [12] and to canonical correlation analysis (CCA) [13].

Contribution of the paper: In this paper, we propose a novel
goal-oriented communication scheme for edge learning, as depicted
in Fig. 1, which exploits the IB principle to limit the transmission
rate to the only information that is relevant for the inference task that
takes place at the destination, and then merges the IB method with
stochastic optimization in order to adapt the complexity/relevance
trade-off parameter β so as to approach the optimal trade-off be-
tween energy consumption, service delay and inference accuracy.
The idea of exploiting the IB principle in goal-oriented communi-
cation was initially suggested in [1] and recently analyzed in more
depth in [14], using the variational IB to extend the applicability of
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Fig. 1: IB-based goal-oriented communication scheme.

the IB principle and using a variable-length feature encoding, ad-
justed to the channel conditions. Differently from [14], we exploit
the IB principle to reach an optimal balance between the three major
performance parameters of an edge learning system: energy con-
sumption, service delay and inference accuracy. Furthermore, we
consider a multi-user system where a set of devices send their data
to a single edge server that handles the different tasks by optimizing
the percentage of CPU time allocated to each requesting device. The
proposed framework is then applied to two specific learning tasks:
Regression from Gaussian random variables, and image classifica-
tion using a deep neural network. Numerical results illustrate the
performance of the proposed goal-oriented communication system.

2. INFORMATION BOTTLENECK PRINCIPLE

In this section, we will review some basic properties of the IB prin-
ciple, as relevant for the rest of this paper. The solution of the
IB problem, as given in (1) is not easy, as the problem is noncon-
vex. Nevertheless, for discrete random variables, the problem can be
solved using an iterative algorithm with provable convergence guar-
antees [9]. The solution for continuous random variables is much
harder to find, with the noticeable exception occurring when x and
y are jointly Gaussian random vectors. Let us consider the case in
which x ∼ N (0,CX) and y ∼ N (0,CY ) are centered multivari-
ate jointly Gaussian vectors of dimension dx and dy , respectively.
Let us also denote by CXY the cross-covariance between x and y.
In such a case, the solution is known in closed form [15]. In particu-
lar, the boundary of the relevance/complexity region can be explored
using a linear encoder T (x) = Ax + ξ, where ξ ∼ N (0,Σξ) is a
Gaussian noise statistically independent of (x,y). For any given
value of the trade-off parameter β, the optimal matrix A assumes
the following structure:

A =



[0T ; ...; 0T ] 0 ≤ β ≤ βc1
[α1v

T
1 ; 0T ; ...; 0T ] βc1 ≤ β ≤ βc2

[α1v
T
1 ;α2v

T
2 ; 0T ; . . . ; 0T ] βc2 ≤ β ≤ βc3

...
[α1v

T
1 ;α2v

T
2 ; . . . ;αNvTN ] βcN−1 ≤ β ≤ βcN

(2)

where vi’s are the left eigenvectors of matrix CX/Y C−1
X , sorted by

their corresponding ascending eigenvalues λi, for all i = 1, . . . , N ;

also, βci = 1
1−λi

denote the critical values of β, αi =
√

β(1−λi)−1
λiri

,

with ri = vTi CXvi, for all i = 1, . . . , N . The eigenvectors
{vi}Ni=1 coincide with the canonical correlation analysis (CCA)
vectors [13]. The structure in (2) makes clear the effect of the IB-
encoder: When β is very small, few data are transmitted, because
more importance is given to the complexity of the representation;
conversely, as β increases, more and more eigenvectors are added
(thus increasing the rank of A), since more importance is given
to the relevance of the data to be transmitted in order to facilitate
the recovery of y. In the Gaussian case, for any given β, it is also

possible to write in closed form the mutual information between the
pairs (X,Tβ) and (Tβ , Y )) as [15]:

I(X;Tβ) =
1

2

nβ∑
i=1

log2

(
(β − 1)

1− λi
λi

)
(3)

I(Tβ ;Y ) = I(X;Tβ)− 1

2

nβ∑
i=1

log2 (β(1− λi)) , (4)

where nβ is the maximal index i such that β ≥ 1/(1 − λi). Inter-
estingly, even though the dimensionality of Tβ changes discontinu-
osly with β (with the discontinuities represented by the critical val-
ues βci ), the curve (I(X;Tβ), I(Tβ ;Y )) changes continuosly with
β. Finally, in the non-Gaussian case, a closed form solution is not
known. However, an IB-based encoder can still be found by defining
a variational (lower) bound of the IB-Lagrangian (1), which can be
optimized more easily than the IB-Lagrangian directly [11].

3. DYNAMIC EDGE LEARNING BASED ON THE
INFORMATION BOTTLENECK PRINCIPLE

In this section we propose a dynamic resource allocation strategy
for the scheme depicted in Fig. 1. The goal of the proposed method
is the minimization of the average energy consumption, under con-
straints on the average service delay and the average accuracy of the
learning task. We consider a scenario composed of K devices send-
ing data to an edge server using an IB-based encoder. The resources
to be dynamically allocated include computation resources, namely
the CPU clock rates used at the mobile devices and at the server,
and communication resources, e.g., the transmission rates and the
trade-off parameters βk used in each IB-based encoder. The time
axis is slotted in intervals indexed by t and the allocation strategy is
be dynamic. The models used for power consumption, delay, and
learning accuracy of the edge learning task are described below.

3.1. Power Consumption

We consider three sources of power consumption due to processing
at the devices and at the server sides, and communication between
devices and server. In particular, denoting by fdk (t) the clock fre-
quency of the CPU of the device k, the power spent by device k to
carry out the computations to obtain the transformation Tk(Xk) is:

ppk(t) = ηk(fdk (t))3, (5)

where ηk is the effective switched capacitance of processor k [16].
The wireless channel from each device to the edge server is

characterized by a bandwidth Bk and a flat-fading coefficient hk;
the noise power spectral density at the receiver is N0. Denoting by
Rk(t) the data rate (bit/sec) used in slot t by device k, the relation
between the transmit power ptk(t) and the rate can be expressed us-
ing Shannon’s formula:

ptk(t) =
BkN0

hk(t)

[
exp

(
Rk(t)ln(2)

Bk

)
− 1

]
. (6)

On the server side, denoting by fc(t) its CPU clock rate, with
fc(t) ∈ [0, fmax], the power spent for computing is:

P s(t) = ηf3
c (t) (7)
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where η is the effective switched capacitance of the server processor.
The total power spent by the system at time t is then given by:

Ptot(t) =

K∑
k=1

[
ptk(t) + ppk(t)

]
+ P s(t). (8)

3.2. Edge Learning Delay

Let us consider now the delays associated to computation and com-
munication. Letting Cdk(t) be the number of operations needed by
the IB-based encoder, the corresponding computation delay is:

Lpk(t) =
Cdk(t)

fdk (t)
. (9)

Let us now model the communication delay. Denoting by βk(t) the
trade-off parameter used at time slot t for device k, and by Tβk (t)
the corresponding relevance value, the number of bits used to en-
code Tβk (t) can be computed as I(Tβk (t);Y ), and it depends on
the IB trade-off parameter βk(t) at time t. In the Gaussian case, its
value is given by (4). Now, denoting by Rk(t) the transmission rate
used to send Tβk (t) to the server during slot t, the corresponding
transmission delay behaves as follows:

Ltk(t) =
I(Tβk (t);Yk)

Rk(t)
. (10)

Once the data are received by the server, there is an additional delay
associated to estimating Yk from the received data. We assume that
the server assigns a portion Tk/T of its computing time, or equiv-
alently a portion fk(t) of its clock rate fc(t), to each device, with∑K
k=1 fk(t) ≤ fc(t). The amount of computations at the server

needed to compute Yk depends on the size of the output Yk, which is
fixed, and on the size of Tβk (t), which depends on βk. Thus, letCsβk
be the number of CPU cycles needed to perform the computation of
Yk. The overall processing delay at the server is then given by:

Lsk(t) =
Csβk
fk(t)

. (11)

Finally, the overall (computation plus communication) delay occur-
ring in slot t for each device k writes as:

Ltotk (t) = Lpk(t) + Ltk(t) + Lsk(t), k = 1, . . . ,K. (12)

3.3. Learning Accuracy

In this paragraph, we assess the performance achievable by the pro-
posed method in recovering the decision variable Yk from the en-
coded data using the Mean Square Error (MSE) criterion. In the
Gaussian case, denoting by ΣYk and ΣTβk

the covariance matrices
of Yk and Tβk and with ΣYkTβk

the cross-covariance between Yk
and Tβk the MSE can be written in closed form as:

MSEβk (Yk, Ŷk) = tr(ΣYk )− tr
(
ΣYkTβk

Σ−1
Tβk

ΣT
YkTβk

)
.

(13)
As expected, the MSE in (13) depends on βk; typically, if βk in-
creases, the second term increases as well and therefore the error
decreases. Normalizing the MSE to tr(ΣYk ), we define the accu-
racy metric as G(βk) = NMSEβk (Yk, Ŷk).

3.4. Problem formulation

The optimization problem can then be cast as follows:

min
Φ(t)

lim
T→+∞

1

T

T∑
t=1

E[Ptot(t)]

s.t. lim
T→+∞

1

T

T∑
t=1

E[Ltotk (t)] ≤ Lavgk ∀k

lim
T→+∞

1

T

T∑
t=1

E[Gk(t)] ≤ Gavgk ∀k (14)

0 ≤ fdk (t) ≤ fdk,max ∀k, t
0 ≤ Rk(t) ≤ Rk,max(t) ∀k, t
βk(t) ∈ Bk ∀k, t
0 ≤ fc(t) ≤ fmax ∀t

fk(t) ≥ 0 ∀k, t,
K∑
k=1

fk(t) ≤ fc(t) ∀t,

where Φ(t) = [{fdk (t)}k, {Rk(t)}k, {βk(t)}k, {fk(t)}k, fc(t)] is
the vector of the optimization variables at time t. The expected val-
ues are computed with respect to the channel coefficients and the
arrival rates of the computing tasks. The constraints of (14) have the
following meaning: (i) the average latency cannot exceed a prede-
fined value Lavgk ; (ii) the average performance metric cannot over-
come a predefined value Gavgk ; (iii) the other constraints impose in-
stantaneous bounds on the resource variables. This problem is com-
plex, since we do not have access to the statistics of the involved
random variables. In the next section, we show how to handle it
resorting to stochastic optimization [17].

3.5. Dynamic Resource Allocation via Stochastic Optimization

The first step to handle problem (14) is to introduce two virtual
queues for each device, associated to the long-term delay and accu-
racy constraints, respectively. Proceeding as in [4], these two virtual
queues evolve as follows:

Zk(t+ 1) = max[0, Zk(t) + εk(Ltotk (t)−Qavgk )], (15)
Sk(t+ 1) = max[0, Sk(t) + νk(Gk(t)−Gavgk )], (16)

k = 1, . . . ,K, where εk and νk are positive step-sizes. The goal
is to satisfy the constraints on the average values by enforcing the
stability of the associates virtual queues [17]. To this aim, we define
the Lyapunov function L(Θ(t)) = 1

2

∑K
k=1 Z

2
k(t) + S2

k(t), where
Θ(t) = [{Zk(t)}k, {Sk(t)}k]. Then, we introduce the drift-plus-
penalty function:

∆p(Θ(t)) = E
[
L(Θ(t+ 1))− L(Θ(t)) + V · Ptot(t)

∣∣∣ Θ(t)
]
,

(17)
whose minimization aims to stabilize the virtual queues in (15)-(16),
while promoting low-power solutions for large values of the param-
eter V . Using stochastic approximation arguments [17], we remove
the expectation per each time-slot t and minimize a suitable upper-
bound of (17), thus leading to the following per-slot deterministic
optimization problem:

min
Φ(t)

K∑
k=1

[
εkZk(t)Ltotk (t) + νkSk(t)Gk(βk)

]
+ V Ptot(t)

s.t. Φ(t) ∈ Z(t)
(18)
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Fig. 2: Power-delay-accuracy trade-off for the GIB case.

where Z(t) indicates the space of possible solutions given by the
constraints on the optimization variables.

This deterministic per-slot optimization, to be solved for each
time-slot, can be decoupled into two sub-problems, one associated
with the device parameters, i.e., [{fdk (t)}k, {Rk(t)}k, {βk(t)}k,
and the other associated with the edge server parameters, i.e.,
[{fk(t)}k, fc(t)]. Interestingly, both sub-problems admit simple
closed form solutions (derivations are omitted due to lack of space).
In particular, for a fixed value βk(t) ∈ Bk, the optimal rate and CPU
frequency of device k at time t are given by:

R∗k(t) =
2Bk
ln(2)

W

(√
Zk(t) I(Tβk ;Yk) ln(2) hk(t)

4B2
k V N0

) ∣∣∣∣∣
Rk,max(t)

0
(19)

fd
∗
k (t) =

4

√
Zk(t)Cdk(t)

3V γk

∣∣∣∣∣
fdk,max

0

, (20)

where W (·) in (19) denotes the principal branch of the Lambert
function.

The optimal β∗k(t) ∈ Bk can then be found by simply searching
the value in Bk that, together with (19) and (20), minimizes the ob-
jective of the sub-problem associated with device k. Finally, letting
Csk = maxβk C

s
βk

, the optimal server frequency fc(t) and its split
{fk(t)}k among the devices are:

f∗c (t) =

√∑K
k=1

√
Zk(t)Csk

4
√

3V η

∣∣∣∣∣
fmax

0

, (21)

f∗k (t) =

√
Zk(t)Csk√∑K

k=1

√
Zk(t)Csk

4
√

3V η
, ∀k. (22)

4. NUMERICAL RESULTS AND CONCLUSION

We start with the Gaussian case, where we take advantage of closed
form expressions of the IB principle in (3)-(4), and of the MSE in
(13). We considerK = 100 devices that send independent tasks to a
common edge server. These devices are placed at a regular distance,
from 5 to 150 meters, from the ES. The maximum transmit power
is pmax = 100 mW . The access point operates with a carrier fre-
quency f0 = 1 GHz. The wireless channels are generated using the

Fig. 3: Power-delay-accuracy trade-off for the CNN case.

Alpha-Beta-Gamma model from [18]. The bandwidth is set toBk =
1 kHz, and N0 = −174 dBm/Hz. Both server and devices are
equipped with a 1.8 GHz CPU (Intelr Celeronr 6305E Processor
4M Cache). In this scenario we have fmax = fdk,max = 1.8 GHz,
and η = ηk = 2.57 ∗ 1027, for all k. The input data X has di-
mension dx = 750, whereas the output variable Y has dy = 8.
Since there are only matrix multiplications, the number of opera-
tions to be performed at the device and at the ES are Cdk = dxdt
and Csβk = dtdy , where dt depends on βk. In Fig. 2, we illustrate
the trade-off between average power consumption at the device side
and average accuracy of the inference task, for different latency re-
quirements. As expected, from Fig. 2, we notice how a larger power
consumption is needed to achieve a better learning accuracy, with a
stricter latency constraint.

Then, we generalized the approach to a more practical case
where the goal is image classification using a convolutional neural
network (CNN). The idea is to split the neural network, execut-
ing the first layers at the device and the last layers at the edge
server. The bottleneck is now represented by the amount of infor-
mation available at each intermediate layers, which is a quantity that
can be dynamically selected using our optimization method. The
dataset contains 17000 images equally distributed over 6 different
classes [19] and it is split in 14000 images for training and 3000
for validation. The number of devices is K = 5 and the bandwidth
of each link is Bk = 2 MHz and f0 = 6 GHz. The number of
operations at the device and at the ES is proportional to the number
of operations required to compute the convolution of each layer.
In Fig. 3, we illustrate the trade-off between power, accuracy, and
delay obtained by the proposed strategy and we can see that, also
in this CNN case, a larger power is generally required to achieve a
better accuracy with a smaller delay requirement.

In this work we have proposed an edge learning scheme that
combines the IB principle with stochastic optimization to dynami-
cally identify and send only the information relevant to perform an
inference task at an edge server on data collected by peripheral de-
vices. The method does not require any prior knowledge of the wire-
less channel statistics and yields a dynamic allocation of radio and
computation resources leading to a controllable trade-off between
power consumption, learning accuracy and service delay. Further in-
vestigations are needed to exploit the IB principle to design a proper
split of a neural network between source and destination sides.

8835

Authorized licensed use limited to: Universita degli Studi di Roma La Sapienza. Downloaded on September 15,2023 at 08:22:19 UTC from IEEE Xplore.  Restrictions apply. 



5. REFERENCES

[1] Emilio Calvanese Strinati and Sergio Barbarossa, “6G net-
works: Beyond Shannon towards semantic and goal-oriented
communications,” Computer Networks, vol. 190, pp. 1–17,
2021.

[2] J. Park, S. Samarakoon, M. Bennis, and M. Debbah, “Wireless
network intelligence at the edge,” Proc. of the IEEE, vol. 107,
no. 11, pp. 2204–2239, November 2019.

[3] Jiasi Chen and Xukan Ran, “Deep learning with edge comput-
ing: A review,” Proceedings of the IEEE, vol. 107, no. 8, pp.
1655–1674, 2019.

[4] Mattia Merluzzi, Paolo Di Lorenzo, and Sergio Barbarossa,
“Wireless edge machine learning: Resource allocation and
trade-offs,” IEEE Access, vol. 9, pp. 45377–45398, 2021.

[5] Nicolas Skatchkovsky and Osvaldo Simeone, “Optimiz-
ing pipelined computation and communication for latency-
constrained edge learning,” IEEE Communications Letters,
vol. 23, no. 9, pp. 1542–1546, 2019.

[6] Mohammad Mohammadi Amiri and Deniz Gündüz, “Machine
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