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ABSTRACT Microplastics derived from fiber shredding are recognized by the scientific community as one
of the main sources of microplastic water pollution, thus actualizing the need for techniques able to identify
them with high accuracy. The recently released Holography Micro-Plastic Dataset offers the opportunity
to test deep neural networks in their ability to distinguish between microplastics and other debris on a
standard benchmark. The promising results obtained from the initial batch of experiments can be further
improved through a combined approach which involves different image mapping techniques and recent
state-of-the-art deep models. Within this framework, we analyze various image fusion schemas to merge
the paired dataset images (amplitude and phase) into a single three-channel picture. We demonstrate that
our proposed approach yields increased accuracy compared to both single-image data processing and other
fusion techniques. Finally, the performance of our method is further enhanced by employing the Vision
Transformer model as backbone, highlighting the effectiveness of the proposed approach in microplastics
classification.

INDEX TERMS Deep learning, digital holography, image fusion, microplastics.

I. INTRODUCTION
Plastic products are nowadays characterized by low costs,
high strength/weight ratio, resistance to chemicals, tem-
perature and light, and ease of manufacture [1]. These
properties make them the preferred solution in a wide
spectrum of applications: unsurprisingly, the 2 million tonnes
per year of plastics produced in 1950 increased nearly
230-fold, reaching 460 million tonnes in 2019 [2]. The
durability of these synthetic polymersmakes them also highly
resistant to degradation, causing them to be one of the main
pollution sources in the environment [3]. In fact, even if
recycling can be considered as one of the most effective
solutions to this issue, all the plastic waste that is improperly
managed becomes a significant risk due to dispersion into
the environment. In order to give an idea of the magnitude
of this problem, in 2010 this waste amounted to 31.9 million
tonnes, and more than 8 million tonnes of it entered the ocean

The associate editor coordinating the review of this manuscript and

approving it for publication was N. Ramesh Babu .

through multiple outlets. This is further highlighted in the
interesting study of Ritchie and Roser [2], which reports that
the amount of plastic waste - from tiny microplastics to larger
macroplastics - floating on the surface of the world’s oceans
(excluding plastics found at depth or on the seafloor), reached
a total of 268,950 tonnes in 2013.

These substances may directly or indirectly affect the life
quality of aquatic organisms, as these latter can swallow
them, risking suffocation, throat trauma, gastrointestinal
obstruction, false satiation, impaired nutrition capacity,
starvation, and even the death of some species [4]. According
to the United Nations Environment Program, relatively
high levels of very high concern substances (additives and
absorbed toxins) are found by researchers in some plastic
base production, such as textiles, clothing, and office/home
magazines [5]. In the specific, microplastics derive from the
fragmentation of these substances into smaller size fragments
(less than 5 mm) and are considered as resistant contaminants
in aquatic systems [6]. In fact, they have emerged as a
pervasive environmental issue in recent years, as they have
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the ability to infiltrate terrestrial and aquatic ecosystems,
thus posing a significant threat to human health and the
environment in its entirety [7].

Generally, microplastics can be categorized in primary and
secondary microplastics [7]. The first ones are produced by
the unintentional release of intermediate plastic feedstock
(e.g., pellets, nurdles, etc) or by processes such as particulate
emissions from industrial production, maintenance of plastic
or plastic-based materials or release of dust and fibers [8].
Secondary microplastics can instead be produced by ultravi-
olet sunlight radiation [9] or by weathering [10], which cause
the breakdown of large plastic into tiny fragments.

This work aims at improving the identification of primary
microplastic derived from the wastewater of fibers washing
processes. In fact, traditional methods of microplastic detec-
tion usually involve labor-intensive processes, often relying
on chemical staining, visual identification and filtration,
which are time-consuming and eventually prone-to-error
techniques [11]. The advent of digital holographymicroscopy
has instead provided a novel approach to the visualization
and analysis of microplastics in water [12], which is
further supported by the increasing exploitation of Deep
Learning in several tasks, including microplastics detection
and classification.

Within this framework, the release of the Holography
Micro-Plastic Dataset (HMPD) [13] has given the oppor-
tunity to develop and test deep classification systems on a
benchmark dataset. The results obtained from the presented
preliminary experiments showed that popular deep learning
models are able to obtain up to 83% of accuracy when using
phase images as input; similar values can be obtained with
amplitude data.

To enhance the accuracy and reliability of these findings,
we present a novel color fusion schema that merges the
amplitude and phase signals into a single image, which is then
fed to the deep model. A detailed analysis of other possible
fusion schemas demonstrates the importance of a proper
data processing to maximize the performance. Additionally,
leveraging the latest deep learning architectures significantly
enhances accuracy, emphasizing the value of using a robust,
pre-trained network for this task.

The paper is organized as follows: Section Related works
gives an overview on the traditional andmore recent approach
to the task. SectionMethod shows the details of our approach,
with the chosen hyper-parameters and the employed dataset
described in Experimental Setup Section. The obtained
performances are reported in Results, together with their
discussion and the analysis of the other possible fusion
techniques. Finally, some final considerations are provided
in the Conclusions Section, highlighting some interesting
possibilities for future works and improvements.

II. RELATED WORKS
The detection and identification of microplastics gained
significant attention in recent years, driven by the pressing
need to understand and mitigate plastic pollution. Numerous

techniques have been developed and refined to achieve
accurate and efficient microplastic analysis. Traditional
optical techniques involve naked eye or stereo-microscope
identification: even if scanning electron microscopy (SEM)
can magnify a sample up to 500,000 times, allowing for the
visualization of a particle and its surface structure, no detailed
identification information on the polymer type can be
obtained by all of these visual methods [14]. For this reason,
these techniques are often combined with more elaborate
methods, as in the case of energy-dispersive spectroscopy
(which uses Xrays to activate the sample and identify its
elemental composition); however, this is very costly and time-
consuming [15]. The staining with Nile red is an improved
semiautomated method which allows for the categorization
of the particles according to their surface polarity, even
if not revealing their chemical composition [16]. Visual
inspections are often combined with the analysis of the
burning properties and solvent resistance: these techniques
recognize the polymer type and the associated additives
at the same time, but they make the sample unavailable
for other analysis due to the destructive nature of the
method itself [17]. Another similar and fast analysis is
based on a combination of thermogravimetric analysis and
solid-phase extraction followed by thermal desorption gas
chromatography-mass spectrometry [18]. Nevertheless, other
than not giving information on the size and number of
particles, the method is again destructive. Currently, the
most effective and non-destructive methods in microplastic
identification are based on the concept of exciting the sample
and measuring the resulting spectra to identify the specific
polymer material; that is, by IR spectroscopy and Raman
spectroscopy [19]. However, the required instrumentation is
expensive and the method is very time-consuming since the
particles of interest for material identification need first to be
visually isolated from the sample [20]. The work of Zarfl [21]
reports a detailed analysis of the open issues and challenges
derived from microplastic identification. Nevertheless, the
impressive revolution of Deep Learning in fields like Com-
puter Vision and Natural Language Processing has produced
a sensible impact also on the microplastic classification task.
Lee et al. [22] exploited a CNNmodel, boosted with a spatial
attention mechanism, to distinguish between microplastic
and natural organic matter by processing Raman spectra.
Similarly, Zhang et al. [23] developed a one-dimensional
CNN to perform microplastic classification on Raman spec-
tra, demonstrating its effectiveness with respect to traditional
machine learning approaches. Moreover, by exploiting a
Mask R-CNN model [24], Han et al. [25] demonstrated
the possibility of locating, classifying, and segmenting large
marine microplastics; in particular, the proposed method is
able to classify the microplastic sample as fiber, fragment,
pellet, or rod.

As previously mentioned, digital holography microscopy
has provided a great contribution to the visualization and
analysis of microplastics in water samples [12]. Digital
holography microscopy allows in fact for the acquisition of
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both amplitude and phase information from the scattered light
field, providing valuable insight into the three-dimensional
structure of microplastics [26], making them distinguishable
from other debris in water samples. For this reason, the
digital holography-based microscopy approach is currently
one of the most used techniques in the microplastic detection
field. In fact, Bianco et al. [27] describe the most promising
advances in digital holography and microplastic topics, while
another of their works [28] describes a probing approach
for microplastic identification through digital holography.
In recent years, several works have exploited Deep Learning
technologies in order to classify microplastics in digital
holography images. In particular, Zhu et al. [29] employ
an input compression block to reduce the number of input
channels: together with a simple transfer learning technique,
the proposed method is able to perform microplastic clas-
sification with pre-trained deep neural networks. Zhu et al.
[30] describe a holographic classifier able to distinguish
between microplastic and dust particles taking as input
raw holograms, effectively providing a portable low-cost
microplastics counting and classification tool. Moreover,
Valentino et al. [31] propose fractal geometry features
to enrich digital holography images, thus improving the
classification accuracy ofmicroplastics with respect tomicro-
plankton. Finally, Akkajit et al. [32] conduct a comprehensive
analysis of different convolutional neural networks for
digital holography imaging classification, focusing on the
wastewater treatment plants setting.

III. METHOD
This study aims at improving the classification accuracy
of deep neural networks for microplastic recognition. Our
approach focuses on analyzing amplitude and phase images
obtained through digital holography techniques, enabling
the extraction of microplastic samples from wastewater
generated by washing synthetic clothes.

In general, these methodologies provide a complex image
containing both the amplitude and the phase information
of the sample: the complex field of the hologram is
reconstructed through numerical techniques such as the
Fourier or Fresnel transforms, and then the amplitude and
phase images can be obtained by separating the respective
components from the complex signal. Please refer to the study
presented by Schnars et al. [33] for an in-depth understanding
of the holography image processing technique.

In the case of the dataset used in this work, the obtained
signals can be visualized as two grayscale images, the
amplitude and phase images, both containing essential
information for the correct sample classification, as demon-
strated by Cacace et al [13]. For this reason, they serve as
valuable input for training and testing neural networks to
further develop accurate and robust classification models.
More details regarding the data acquisition and the dataset
creation are provided in the Experimental setup section.
It is worth mentioning that, since the amplitude and phase

images capture different properties of the scattered light, the
information content they provide is not the same.

Starting from this assumption, we propose a color mapping
schema capable of integrating the information content of both
the amplitude and phase images into a single sample. This
integration aims at maximizing the accuracy of a general
deep neural network trained for microplastic classification.
However, using the two one-dimensional images as input
is not sufficient to fully define the typical RGB color
space, on which deep networks are commonly pre-trained.
To address this limitation, a possible solution involves
assigning the amplitude and phase data to two of the three
channels of an RGB image (e.g., the R and G channels) while
setting the third one (e.g., the B channel) to a constant value
or zero. Unfortunately, this transformation demonstrates
to be sub-optimal for pre-trained networks on full-range
RGB images, leading to the potential loss of valuable
color information: that affects the overall performances
of the networks, whose ability of feature extraction and
classification relies instead on color cues, as demonstrated in
table 1 of the Results Section.

To overcome this challenge, we propose the use of a
cylindrical color space [34] to preserve the color information
while integrating grayscale data. In particular, we adopted the
Hue, Saturation, Luminance (HSL) color space [35], which
encodes the full-spectrum color space into the three Hue,
Saturation and Luminance channels. Specifically, the Hue
values range from 0 to 360◦, covering all the colours; the
Saturation and the Luminance (responsible for the colour’s
saturation and brightness respectively) can be defined as real
numbers between 0 and 1 (or in terms of percentage). The
visual representation of the HSL color space is illustrated
in Figure 1, offering an intuitive understanding of its
components.

Given that we only have two informative data matrices,
we set one of the three channels to a fixed value and
re-modulate the others accordingly. Specifically, we rescale
the grayscale amplitude image into the [0-359] range and
assign it to the Hue channel. Conversely, the grayscale
phase image is rescaled into the [0-1] range and assigned
to the Saturation channel. Finally, the Luminance channel,
responsible for balancing white/black levels in the image,
is fixed at 0.5 (50%), which corresponds to the fully saturated
pixel values. Formally, if we define the amplitude and phase
images as one-dimensional matrices with dimensions mxn
pixels:

Am×n =


a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...

am1 am2 · · · amn

 aij ∈ [0, 255]

Pm×n =


p11 p12 · · · p1n
p21 p22 · · · p2n
...

...
. . .

...

pm1 pm2 · · · pmn

 pij ∈ [0, 255]
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FIGURE 1. The Hue, Saturation, Luminance (HSL) model in its cylindrical form (a), with
variations depicted in its three channels: (b) H and L with fixed maximum S, (c) S and H with
L set at 50%, and (d) L and S variations in the Hue range of 0-180◦.

The HSL image can be constructed as follows:

HSLm×n = [H , S,L]

Hm×n =


h11 h12 · · · h1n
h21 h22 · · · h2n
...

...
. . .

...

hm1 hm2 · · · hmn

 hij =
360 ∗ aij
256

Sm×n =


s11 s12 · · · s1n
s21 s22 · · · s2n
...

...
. . .

...

sm1 sm2 · · · smn

 sij =
pij
256

Lm×n =


l11 l12 · · · l1n
l21 l22 · · · l2n
...

...
. . .

...

lm1 lm2 · · · lmn

 lij = 0.5

The resulting HSL image is then converted into an
RGB image with a standard HSL →RGB conversion
procedure [36] to be fed to the deep neural network. As in
the original HMPD work, we opted for a backbone network
pre-trained on ImageNet: it undergoes a standard fine-tuning
procedure on the HMPD dataset in which only the last
fully connected layer is initialized from scratch, as it is
the one responsible for the binary classification between
microplastics and other debris categories. The proposed
pipeline is represented in Figure 2.

Other possible choices of cylindrical color spaces can
be used to merge amplitude and phase images; among all
the possible alternatives, we tested the performances of the
YCBCR color space as one of the most popular employed
in the literature [37], where Y is the luminance component
and CB and CR are the blue-difference and red-difference

chroma components. In this case, we implemented the merge
schema by assigning the amplitude and phase signals to the
CB andCR channels respectively, and by fixing theY channel
(luminance) to a constant value equal to 127.

IV. EXPERIMENTAL SETUP
As previously mentioned, the benchmark dataset used for
our experiments is the Holography Micro-Plastic Dataset
(HMPD), which is publicly available at the GitHub repository
along with the benchmark code. On this basis, we developed
our benchmark code, available at this GitHub repository.

The dataset comprises microplastic samples extracted from
wastewater collected during a standard washing process of
100% polyester t-shirts. These wastewater samples under-
went a multi-step filtration procedure before being analyzed
using a low-cost Holographic Microscope. This technique
facilitated the recording of the interaction between the
scattered light from the sample and a reference clean wave,
resulting in the generation of amplitude and phase images.
Despite being provided in the dataset, the raw images were
not utilized due to their low accuracy, as identified by the
authors.

Specifically, two different wastewater samples were passed
through the microscope’s microchannel, leading to the
acquisition of two raw video sequences. These sequences
were segmented, and each frame (hologram) underwent a
standard demodulation in the Fourier domain to reconstruct
the amplitude and corresponding phase images. An object
detection algorithm was then applied to the phase component
to detect flowing objects, whichwere extracted as stand-alone
patches and stored in a database with metadata for label-
ing. This latter procedure was performed by two experts
in the environmental and optical fields, categorizing the
samples as microplastic and non-microplastic. Samples with
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FIGURE 2. Experimental workflow: the amplitude and phase images from the HMPD Dataset undergo HSL fusion to convert them into RGB
images using the three channels. These RGB images are then classified as microplastic or non-microplastic using deep neural networks.

FIGURE 3. Microplastic samples extracted from the HMPD dataset, presented at their original resolution.
The first column displays the sample in raw image format, while the second and third columns show the
corresponding amplitude and phase images, respectively.

mismatched label categories were considered as possible-
microplastics. For further details on the dataset creation,
please refer to the original paper [13].

The HMPD dataset consists of 3293 positive (microplastic
category) and 3293 negative samples, randomly selected from
the non-microplastic category to ensure a balanced dataset.
In Figure 3 threemicroplastic samples with the corresponding
raw, amplitude and phase images are reported. The code
provided by the authors includes a folding procedure that
randomly splits the elements using a shuffling procedure,
enabling the creation of five different training/testing splits,
with an 80% - 20% proportion.

In their experiments, the authors tested some of the
well-known deep neural architectures using the aforemen-
tioned patch images resized to 80 × 80 pixels. The models
were trained for 25 epochs with a learning rate of 0.00001 and
a batch size of 32, with data augmentation employed to
reduce overfitting. Specifically, the images were resized
to 100 × 100 pixels and then randomly cropped to the

desired 80 × 80 final shape. Additionally, random rotations
within a range of ±90 degrees and random horizontal flips
were applied. To ensure a fair comparison, we followed
the same training/testing procedure and chose the same
hyperparameters and resolutions. However, due to slight
performance variability between different runs, we report
the mean metric values over five different runs across the
considered splits.

We tested the three deep neural network backbones
employed in the original HMPD paper [13]: AlexNet [38],
VGG11 [39], and ResNet18 [40], to demonstrate the positive
effect of the HSL color schema on their performances. More-
over, we tested three additional models, namelyDenseNet121
[41], ResNeXt50 [42], and Vision Transformer [43], with
further increases in the final accuracy.

The AlexNet architecture revolutionized the field of
image classification by demonstrating the effectiveness of
deep convolutional neural networks on large-scale datasets.
Despite being outdated compared to state-of-the-art models,
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AlexNet remains widely used in the scientific community due
to its groundbreaking performance in the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC), showcas-
ing the potential of CNNs for image classification tasks.
Comprising eight layers, including five convolutional layers
and three fully connected layers, AlexNet utilized Rectified
Linear Units (ReLU) activations and dropout regulariza-
tion to mitigate overfitting, totaling 62.3 million trainable
parameters.

TheVGG11, amember of theVGG series, is a very popular
network valued for its powerful pre-trained-on-ImageNet
visual features. With five convolutional layers and three
fully connected layers, VGG11 boasts 133 million trainable
parameters. It maintains a fixed convolutional stride of one
pixel, preserving spatial resolution and feature richness,
and utilizes a softmax-activated output layer for efficient
representation learning. VGG11 facilitates efficient transfer
learning, making it a preferred choice for image classification
tasks.

The ResNet18, belonging to the ResNet family, addressed
the challenge of vanishing gradients through residual con-
nections. With eighteen layers, including residual blocks,
ResNet18 enables the training of deeper architectures with-
out performance degradation. Residual connections allow
gradients to flow directly through the network, facilitating
smoother optimization and achieving state-of-the-art perfor-
mance on various computer vision benchmarks. In the tested
version, the eighteen deep layers are divided into four residual
blocks.

Both DenseNet and ResNeXt are enhanced versions of the
ResNet model. DenseNet emphasizes dense connectivity by
adding an extra identity path which fosters more connections
between lower and higher-level layers. This facilitates
gradient flow and feature reuse, leading to efficient memory
usage and enabling the construction of deeper networks
without a proportional increase in parameters. DenseNet121,
with 121 layers divided into a single initial convolutional
layer, four dense blocks, and a final fully connected
layer for classification, excels in image classification and
transfer learning scenarios, leveraging dense connectivity for
effective feature propagation.

ResNeXt50 extends the ResNet architecture by introducing
a cardinality parameter, controlling the number of parallel
paths within each residual block. By employing grouped
convolutions, ResNeXt50 increases model capacity without
significantly affecting the parameters total number, making
it versatile and effective for image classification, object
detection, and segmentation tasks.

Finally, the Vision Transformer (ViT) architecture repre-
sents a departure from traditional CNN-based approaches,
leveraging self-attention mechanisms from transformer mod-
els. ViT treats images as sequences of non-overlapping
patches and applies self-attention to capture global context
effectively. Pre-trained on large-scale image datasets, ViT
demonstrates effectiveness in both vision and language tasks,
challenging CNN dominance in computer vision applications

and offering new avenues for cross-modal adaptation and
innovation.

For all the considered backbones, the last fully connected
layer (pre-trained on ImageNet) has been replaced by a new
fully connected layer suitable for binary classification tasks
and trained from scratch. The extensive tests have been made
on a workstation equipped with an AMD Ryzen 7 5800X
8-Core Processor and a Nvidia RTX3060 graphic card.

The metrics used to evaluate the efficacy of our approach
are the well-known Accuracy, Precision, and Recall metrics,
defined as in (Eq. 1, 2 and 3):

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

Precision =
TP

TP+ FP
(2)

Recall =
TP

TP+ FN
(3)

FPN =
FP

FP+ TN
(4)

where TP, TN, FP, and FN represent the True Positive, True
Negative, False Positive, False Negative respectively.

We also report the FPN value (Eq. 4), which allows to
define the Receiver Operating Characteristic (ROC) curve as
the plot of the Recall metric (also known as the True Positive
Rate, TPR) against the False Positive Rate (FPN) at varying
threshold values. The ROC curve illustrates the diagnostic
ability of a binary classifier system, showing the trade-off
between sensitivity (true positive rate) and specificity (true
negative rate). In the Results section we report the ROC curve
and the corresponding Area Under the ROC Curve (AUC),
which quantifies the overall performance of the classifier
across all possible thresholds. It represents the probability
that the classifier will rank a randomly chosen positive
instance higher than a randomly chosen negative instance.
AUC values range from 0 to 1, where 1 indicates a perfect
classifier, 0.5 indicates a classifier with no discrimination
ability (equivalent to random guessing), and values below
0.5 indicate worse than random performance [44].

Figure 4 illustrates two samples categorized as microplas-
tic and non-microplastic, showcasing their amplitude, phase,
RGB, and HSL representations. Despite the availability of
raw images in the dataset, the performance achieved on such
data is notably low (70% accuracy). Hence, our analysis
focuses solely on the results obtained using the amplitude and
phase images.

V. RESULTS
In this section, we compare the results of our proposed
pipeline with those obtained using amplitude (A) or phase (P)
images alone, as well as with other possible color mapping
choices such as RGB and YCBCR. Table 1 presents the
metrics values of accuracy, precision, and recall for all the
combinations of backbones and input data. Results obtained
in the HMPD original work are marked with an asterisk, and
the best ones are highlighted in bold.
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FIGURE 4. Samples extracted from the HMPD dataset after the 100 ×

100 resizing, illustrating two microplastic samples (first and second rows) and
two non-microplastic samples (third and fourth rows). Each column displays,
sequentially, the amplitude, phase, RGB, and HSL images corresponding to the
same sample.

TABLE 1. Performance assessment of four backbone architectures using the (HSL) color schema compared to amplitude (A) and phase (P) data, as well as
other color schemas (RGB) and (YCBCR). Results from the original HMPD work are marked with an asterisk, while the best results are highlighted in bold.

The analysis reveals that the Vision Transformer model
achieves the highest accuracy when combined with the
HSL color space for amplitude and phase images. This
configuration significantly improves upon the previous state-
of-the-art result, surpassing the VGG11 with a single-phase
image input by 9.2 points in accuracy.

Furthermore, when considering the accuracy produced
by fixing the backbone and changing the color schema,
a general performance improvement is achieved, especially
if compared to the use of the phase image alone (even if
containing more informative content than the amplitude one).
For instance, with the AlexNet model, the baseline accuracy
of 83.7% obtained with phase images improves by 0.3%

with RGB fusion, 5.9% with YCBCR colormap, and 6.4%
with HSL schema. Similar trends are observed with other
backbones such as ResNet18, DenseNet121, ResNeXt50,
and Vision Transformer, where HSL outperforms other
configurations except for VGG11, where YCBCR produces
similar performances. These results underscore the effec-
tiveness of the HSL color mapping in the enhancement
of the accuracy thanks to (i) the full range of colors
employed and (ii) to the exploitation of all the available
information (given by phase and amplitude). While both
the YCBCR and RGB outperform single amplitude or
phase channels, they still fall behind the HSL in most
cases.
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The backbone choice significantly influences the per-
formance, as evidenced by setting a fixed color fusion
method and varying the backbone to assess the corresponding
results. In particular, the Vision Transformer architecture
achieves the best accuracy with respect to the other models
even when considering the simple RGB method, thus
confirming the importance of selecting a specific backbone to
optimize the results. Among the tested convolutional neural
networks, the DenseNet121 produces the best accuracy, with
less than one point difference from the transformer model.

Regarding the other evaluated metrics, the suggested
combination (Vision Transformer on HSL data) demonstrates
a remarkably high recall value of 96.4%, with the second-best
result at 94.8%. This indicates the model’s ability to
correctly identify the majority of microplastic samples while
accepting a few false positives. Additionally, the obtained
precision value of 93.2% ensures the model’s proficiency in
capturing relevant microplastic instances while minimizing
false positive predictions, closely matching the best result
obtained by the Vision Transformer network on phase data.

Figure 5 reports the ROC curve of the ViT model on
HSL data. The extremely high AUC value of 0.99 confirms
the validity of our proposed model in correctly discerning
the two categories, as the value proximal to 1 indicates an
optimal classifier. This further reinforces the robustness of
our proposed model in accurately distinguishing between the
two categories.

Moreover, to explore the impact of the constant chan-
nel choice in the HSL format, we conducted additional
experiments in which we assigned a constant average value
to the S channel instead of the L one, while setting the
latter equal to the amplitude image. The resulting accuracy
values generally demonstrate lower performance, ranging
from a 5% accuracy difference on the AlexNet to a 0.4%
difference with the Vision Transformer model. We conjecture
that this effect arises from the enhanced image variability
achieved by assigning the amplitude image to the S channel.
This increased variability is particularly beneficial for lower-
capacity models, leading to higher accuracies.

Regarding the training time, it is important to note the
efficiency of the methodology. Given our cross-validation
approach and the dataset subdivision into 5 folds, the training
process averages approximately 3 hours for 25 epochs
across each fold. That ensures robust model training while
optimizing resource utilization.

It is also noteworthy mentioning the validity of the method
towards the inference time: it demonstrates a considerable
speed in producing the output on the workstation - with a
single-image inference time of about 7 milliseconds (ViT)
further reduced to 5 milliseconds with the ResNeXt and
DenseNet models. Moreover, the conversion of the two input
images into the HSL format adds a minimal overhead of
0.03 milliseconds.

We also evaluated the performance on a lower computa-
tional embedded device to assess the scalability and practical
applicability of our method across a range of computing

FIGURE 5. ROC curve (blue line) of the Vision Transformer (ViT) model
with HSL input data, indicating the corresponding Area Under the Curve
(AUC) value. The black dotted line represents the performance of a
classifier with chance-level accuracy.

environments, including those with limited resources. Specif-
ically, we tested the models on an Nvidia Jetson Nano, a well-
known embedded device for its interoperability in different
settings (as we further demonstrated in other works [45]).
In this case, we obtained an inference time of 55-58 msec for
the Transformer model and 19-21 msec for the DenseNet121
model, thus confirming the method as well-suited for real-
time deployment and applications where timely processing is
necessary.

VI. CONCLUSION
This study tackles the urgent issue of microplastic pollution
in aquatic environments. These minute plastic particles
have become a major environmental concern due to their
widespread infiltration into terrestrial and aquatic ecosys-
tems, posing threats to aquatic life, human health, and the
environment as a whole. With the exponential increase in
plastic production over the years, the durability of synthetic
polymers, while advantageous in various applications, has
also made them a significant source of pollution.

Our research aims at enhancing the detection and clas-
sification of microplastics by leveraging deep learning
techniques. More in the specific, we propose a color
fusion schema that simultaneously analyzes the amplitude
and phase signals, thereby improving the accuracy of
the classification. The experiments were conducted using
the Holography Micro-Plastic Dataset, a publicly available
benchmark dataset containing microplastic samples extracted
from wastewater generated during the washing of synthetic
clothes. Using a low-cost Holographic Microscope, the
dataset authors recorded the interaction between scattered
light and the samples, resulting in amplitude and phase
images. Although these images are rich in information, they
have distinct characteristics and offer different insights into
microplastics, suggesting that their combined analysis could
be more effective than analyzing them individually.

To address this, we propose a color fusion scheme based
on the Hue-Saturation-Luminance (HSL) color space to
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integrate the grayscale amplitude and phase signals into a
single, informatively rich image. The HSL color mapping
proves to be highly effective, significantly improving the
accuracy if compared to traditional methods. We conducted
several experiments with different deep neural network
backbones, ranging from the original AlexNet (selected by
the dataset authors) to the DenseNet121, ResNeXt, and the
Vision Transformer, with the latter demonstrating the most
outstanding performance, especially when combinedwith our
proposed HSL color mapping schema. This result highlights
the potential of color fusion methods to enhance microplastic
classification performance.

To conclude, this work sets the stage for future advance-
ments in microplastic research, aiming at supporting the
comprehensive assessments of their environmental impact
and developing strategies for monitoring and mitigation. Our
research wants to contribute to the field of microplastic
analysis, offering valuable insights for both environmental
monitoring and human health protection. In future research,
we plan to explore additional tasks such as microplastic
detection and quantification, leveraging advanced computer
vision techniques and deep learning architectures. Further-
more, we are collaborating with the experts to enhance
the dataset quality and diversity, incorporating additional
features and annotations; moreover, we will deepen the
role of amplitude-phase image assignment with respect to
the chosen color format, in order to better understand the
different obtained performances and thus produce a more
comprehensive overview of the phenomenon. Finally, we aim
to further optimize our method for real-time deployment
on low-powered embedded devices, considering factors
such as computational efficiency, resource constraints, and
scalability to support a broader range of applications in
microplastic research and environmental monitoring.
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