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«Life is like riding a bicycle.
To keep your balance you must keep moving.»

Albert Einstein
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1.1 Research context

Searching and exploring a vast text corpus has often arisen as a human need.
Traditionally, the search process is based on manually curated metadata classifying
documents by arguments, authors, metadata, etc.

Albeit the metadata that used to be stored in physical cabinets is now stored in
databases, the process often remains similar. Although being a decisive paradigm,
the maintenance of metadata is costly and becomes progressively more expensive
and less reliable with the increase of required detail.

The transition to electronic documents (either created natively as such or digi-
tized) enables the direct text-based search of the content. Text-based search for the
full content of documents is a powerful tool. However, it comes with its limitations
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due to the inherent ambiguity of natural languages and the need for the user to
anticipate the actual words used in the content, as the machine cannot capture what
the user and the corpus mean. This is called the semantic gap. Statistical methods
can be successfully used for query expansion, mitigating the issue, but the user has
no control of the process.

Semantic enrichment methods, as named-entity recognition and linking (NERL) [13,
17], aim to bridging the semantic gap between raw text and concepts, by associating
words in the documents with entities in a knowledge base, often a knowledge graph
(KG).

NERL successfully enabled users to search and analyze text corpora [16] more
effectively. Nevertheless, the navigation of semantic relationships (with their meaning,
rather than just as generic connections) between extracted entities has seldom been
adopted as a method for the exploration of a corpus; even if it is known that the
cognitive processes in library searching are generally more complicated than a single
topic-based search [68]. Also, while knowledge extraction methods as NERL are now
broadly used by big players in the industry as well as in academic projects, their
usage by small to medium size organizations (which often have text corpora, either
private or public, that they struggle to manage in a structured way consistently) is
still minimal, in part due to the lack of an established standard workflow.

Thus, implementing exploratory semantic search requires various issues, including
mapping text to semantic entities, detecting and cleaning inconsistencies in available
LOD, ranking algorithms for semantic data and heuristics for recommendations, and
appropriate visualizations of complex semantic relationships.

Therefore, the idea proposed in this thesis to address the problems identified
concerns a system that, through the use of:

• artificial intelligence techniques, which extract information from unstructured
sources (such as text and images);

• semantic technologies that give an unambiguous meaning to the extracted
concepts and connect the information with other knowledge bases;

• an interface for explore and query the knowledge graph;

• an interaction paradigm which supports the serendipity effect to discover
unexpected things.

Most research in the humanities and related disciplines has focused on small
corpora. Data are often processed manually and bound to be used by an institution
or one researcher in the context of a project[91, 92]. On the contrary, the building
and maintaining institutional systems of organization of knowledge and related
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datasets in libraries required years of work for a highly skilled and trained workforce.
Knowledge graphs in the domain of libraries and digital humanities demonstrate
how the application of automatic knowledge extraction and semantic enrichment
to large-scale corpora opens up a spectrum of possible new research questions that,
until now, were difficult to answer with existing methods.

Exploiting the opportunities in the digital humanities research field poses many
methodological and technical challenges.

• Novel user interface and interaction paradigm are needed to support users in
viewing, annotating, and systematically analyzing relevant parts of possibly
large digitized corpora. Users could express relevance by selecting correspond-
ing concept definitions in knowledge graphs.

• Scalable text-mining and machine-learning techniques are needed to systemat-
ically and efficiently analyze and compare the characteristics, contents, and
relationships of concepts expressed in knowledge graphs within and across
corpora.

• Algorithms are needed that support users in detecting, contextualizing, and
analyzing various forms of expressions and associated narrative techniques in
corpora spanning an extended period, in which the syntax and semantics may
have been subject to constant change.

For these reasons, the need arises to propose:

• the development of tools and scalable techniques for aligning large-scale, multi-
media corpora with concepts expressed in knowledge graph;

• support in knowledge exploration through a novel interaction paradigm based
on the principle of serendipity that enables users to discover unexpected things.

• the investigation of text mining algorithms that can learn from scholars’
annotations and support them in investigating semantic relationships extracted
from large corpora;

• the investigation of novel reconciliation mechanisms that ensure that insti-
tutional and community-curated knowledge graphs produced in a different
context are genuinely inter-operable and do not lead to "competing" data offers;

• validation mechanisms ensure trust in data quality when humans curate data
with different levels of expertise and result from automatic processes.

Starting from the background presented, the work discussed in this thesis fo-
cused on researching a new interaction paradigm for the management, research and
exploration of content automatically extrapolated from a digital library.
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This research in a nutshell.

This research aimed at studying the synergy between user interaction, semantic
technologies and knowledge exploration tools for digital libraries.
This research has identified open challenges in the Digital Humanities research
field related to:

• the user support in viewing, searching and exploring a digital library
multimedia content

• the scalability of systems for extracting and exploring a book corpus;

• the difficulty of approaching these tools for users who are not experts
in information technology;

• the quality of knowledge extraction;

• the difficulty in maintaining systems based on semantic technologies.

The research competence was demonstrated by studying user interaction with
a designed and developed system based on automatic knowledge extraction,
semantic technologies and visual search based on the serendipity effect to
discover unexpected things. This system is proposed as a possible solution to
the open problems identified in the research field of digital humanities.

1.2 Research objectives and contributions

The various research phases related to the study of the state of art, the identifi-
cation of open challenges and the design development and evaluation process of the
proposed solution will be discussed in detail below.

1.2.1 Studying the state-of-the-art

A digital library’s knowledge extraction and management are receiving increasing
attention in industrial and academic research fields. Thousands of publications use
artificial intelligence and semantic technologies tools to reach the research goals.
Thus, the first goal that this research aimed to fulfil can be formulated as follows:

Goal 1

Acquire mature knowledge of state-of-the-art techniques and tools to extract
and manage the knowledge of a digital library.

A document to be searchable needs to be indexed, either purely based on text
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content or with the help of tags and information, namely metadata about it, that
can be extracted automatically or inserted manually. In the same way, images and
other files need metadata. For librarians, most search through images is still based
on how someone described its content in a text form, using metadata. For example,
Torrossa1, which is a famous international publishing house, allows the research
of their books thanks to detailed manual metadata annotation by domain experts.
On the other side, the Yewno2 platform automatically extracts metadata from
books through artificial intelligence techniques based on natural language processing
(NLP).

In summary, the first contribution of this research is:

Contribution 1.1

Survey the relevant literature for relevant works, from traditional systems for
visual information seeking to tools for semantic enrichment of unstructured
text and visualization/exploration of semantic data as KGs, both in the
general case and in the specific case of a corpus of books.

1.2.2 Identifying open challenges

More in-depth analysis of the methodologies research that tackled the first
objective was focused on mastering the good practices when designing applications for
a corpus search and exploration based on semantic technologies. We can summarize
this second objective as follows:

Goal 2

Understand how the combination of semantic technologies with a digital
library has tackled research challenges in digital humanities research area and
identify open challenges in these contexts.

Extensive research was performed on the common problems that the digital
humanist has recently managed to solve with the help of artificial intelligence and
semantic technologies. We find that the knowledge extraction and management
systems to disseminate cultural heritage is a particularly active research area in this
field. Thus a first contribution is:

1https://www.torrossa.com/it/
2https://www.yewno.com/

https://www.torrossa.com/it/
https://www.yewno.com/
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Contribution 2.1

Systematically reviewed the good practices for designing knowledge extraction
and management system for disseminating and enhancing cultural heritage.
Open challenges have been identified:

• the inherent ambiguity of natural languages and the need for the user to
anticipate the actual words used in the content, as the machine cannot
capture what the user and the corpus mean and therefore the need to
use tools based on semantic technologies;

• the difficulty of approaching semantic technologies based tools for users
who are not experts in information technology;

• the difficulty in maintaining systems based on semantic technologies.

From literature emerges like the knowledge graphs are a prominent answer to
disseminating cultural heritage challenge. The nature of KG is integrability [25]. This
feature allows connecting different cultural domains on the web in the form of linked
open data, thus promoting the dissemination of cultural heritage. Furthermore, KG
can be explored and interrogated with complex queries favoring the discovery of new
knowledge (serendipity). For these reasons, the second contribution to goal number
two is the following:

Contribution 2.2

Analyze the applicability and usefulness of a corpus search and exploration
paradigm based on the transparent use of knowledge graphs.

1.2.3 Designing and developing an original system

Once that concrete open challenges have been individuated, the pursued task is
solving them. The good methodological practices learned in the research path bring
ideas and instruments to approach such problems. However, the main contribution
of this research was to go beyond. More specifically, tackling the following research
goal.
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Goal 3

Implement solutions to the open challenges identified in the previous research
phase by designing and developing:

• a pipeline for semantic enrichment of textual content;

• a user interface that enables search and exploration of a digital library
through visual navigation of a knowledge graph of topics.

The state-of-the-art techniques studied offered many hints to designing
proper approaches for these open problems. Specifically, artificial intelligence
techniques and semantic technologies were employed. However, novel ideas
on how to combine these approaches were necessary to design the proper
solutions.
This contribution was the subject of[77, 21, 78]:

Ceriani, M., Bernasconi, E., Mecella, M. A streamlined pipeline to
enable the semantic exploration of a bookstore. Italian Research Conference
on Digital Libraries Springer, Cham. pp. 75-81 Bari (January 2020)

Bernasconi, E., Ceriani, M., Mecella, M., Catarci, T., Capanna,
M. C., Di Fazio, C., Marcucci, M., Pender, E., Petriccione, F. M.
ARCA. semantic exploration of a bookstore. International Conference on
Advanced Visual Interfaces Association for Computing Machinery. pp. 1-3
Ischia (September 2020)

Bernasconi, E., Ceriani, M., Mecella, M. Academic Research Creativ-
ity Archive (ARCA). International Conference on Research Challenges in
Information Science. Springer, Cham. pp. 713-714 (May 2021)

From the literature and a study conducted with five researchers belonging to
humanities, common behaviors were identified for searching a digital library for
content.

The main general supported search behaviors are the following:

• find documents relevant to a specific topic;

• expand or specialize searches by moving through related topics;

• have visibility of available related resources, which could potentially be of
interest;
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• visually organize the resources found by considering their relationships and
properties;

• find topics and documents at the crossing of multiple topics, possibly of different
kinds (places, people, time periods, etc.).

For the sake of the analytic approach, the experimentation effort was framed
through a set of research goals.

The first contribution to goal three can be expressed as follows:

Contribution 3.1

Relevant research questions to applying KG-based approaches for exploration
of text corpora were identified:

• Would users exploring a corpus of text profit from the semantic naviga-
tion of the associated KG of topics?

• What kind of user interface would effectively support such a navigation?

• What kind of users, scenarios, and tasks would benefit from this inter-
action paradigm?

• Does building and maintaining a semantic enrichment and KG cre-
ation pipeline necessarily involve high upfront costs and highly skilled
developers?

This contribution was the subject of[76]:

Bernasconi, E., Ceriani, M., Mecella, M. Exploring a Text
Corpus via a Knowledge Graph. 17th Italian Research Conference on Digital
Libraries Ceur-ws. pp. 91-102 Padua (February 2021)

To answer the above questions, the following hypotheses have been formulated.
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Contribution 3.2

Research hypotheses have been identified in response to the research question
met.

• Users will be able to effectively explore a text corpus through a KG-based
user interface, which offers the following main functions:

– a. finding concepts through text search (among the ones pertinent
to the specific domain),

– b. visually navigating the concepts and their relationships, and

– c. showing documents relevant to the selected concept.

• The method, given a corpus of texts in a specific domain, will benefit both
users with little knowledge of the domain (by supporting semantically-
relevant discovery) and domain experts (by enabling a topic-oriented
visual organization of the documents).

• It is feasible to build a ready-to-use complete system, including both
semantic enrichment pipeline and web-based front end, which is able,
with only some configuration, to be applied to any specific corpus to
enable the KG-based exploration.

This contribution was the subject of[76]:

Bernasconi, E., Ceriani, M., Mecella, M. Exploring a Text
Corpus via a Knowledge Graph. 17th Italian Research Conference on Digital
Libraries Ceur-ws. pp. 91-102 Padua (February 2021)

While the first two research questions and related hypotheses are relevant for
investigating the benefits of the proposed approach for the end users, the last research
question and hypothesis investigate the usefulness and portability of such a system
to different contexts of use.

Evaluation of the proposed system

Goal 4

Evaluate the proposed solution to improve and measure the level of acceptance
(strengths and weaknesses) by the users of the system.

The system has been tested in the context of a specific use case: exploration of



1.2 Research objectives and contributions 10

the book catalog of medium-size publishing house, specialized in classical antiquity.
The anticipated final users of the tool can be roughly classified in two categories:

• domain experts who may adopt a new approach to search and discover resources
in the context of their research;

• curious people who want to explore new topics.

The evaluation process lasted two years and was characterized by three phases:

• an evaluation of the extracted data, from the point of view of quality and
usefulness, with the help of domain experts;

• a small-scale qualitative user-based evaluation of the tool with a some re-
searchers of the field;

• a larger and richer user-based evaluation of the tool, both on its own and in
comparison with other existing solution, which involved both students and
researchers of the field.

Contribution 4.1

In two years, three tests were conducted, making it possible to improve the
system based on the strengths and weaknesses identified. The evaluations
helped to track the results of the efforts applied to the research challenges
faced in terms of learnability, usability, effectiveness and user satisfaction
concerning the solutions proposed to extract, explore and manage the
knowledge of a digital library.
This contribution was the subject of the accepted and under revision journal
article[75]:

Bernasconi, E., Ceriani, M., Mecella, M., Catarci, T. Design,
realization and user evaluation of the ARCA system for exploring a digital
library. Journal. International Journal on Digital Libraries Springer. (2022)
Article under revision

1.2.4 Extensions of the proposed system

After the proposed system was positively evaluated, it was decided to proceed by
developing some applications of potential interest for the domain of digital humanities
and digital libraries as extensions of the primary system. In particular, the same
interaction paradigm was applied to two different domains concerning the humanities
(ancient symbols and ancient places). New functionality has been added downstream
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of the system that processes the images present in the digital library, recognizing
the objects represented, which are inserted into the explorable knowledge domain.
Also presented is the extension that allows domain experts to validate the quality of
automatically extracted reports.

Application of the interaction paradigm to different domain

Goal 5

Extend the proposed system’s functionality by exploiting the automatically
extracted information and the information exploration interface.

The availability of a tool such as the one proposed in this thesis would foster
collaboration among the researchers in the area, and could attract curious [90] and
casual users by easing the diffusion of niche topics like those regarding ancient
documentary texts. Offering a pipeline to build a custom KG, can (i) introduce a
common vocabulary for researchers in the area, (ii) share a common understanding
of how concepts are related, (iii) enable the reuse of domain knowledge, and (iv)
make domain assumptions explicit. In addition the graphical user interface can
be exploited to allow researchers (i) to explore the KG, (ii) to search and explore
relations and connections between resources, (iii) to make historical-geographical
implications, and (iv) to discover new facts about the research field.

Contribution 5.1

Application of the system to the research domain in ancient symbols.
Extension of the interface’s functionality (display of complex queries) to
display semantic connections in common to different resources.
This contribution was the subject of [73]:

Bernasconi, E., Boccuzzi, M., Catarci, T., Ceriani, M., Ghignoli, A.,
Leotta, F., Ziran, Z. Exploring the Historical Context of Graphic Symbols:
the NOTAE Knowledge Graph and its Visual Interface. 17th Italian Research
Conference on Digital Libraries Ceur-ws. pp. 147-154 Padua (February 2021)

Another extension arises from the researchers’ need to explore knowledge bases
in a cartographic context. This is done by searching for links between the different
topics related to a place or a key term, in such a way as to reveal unexpected
connections during the exploration of contents and, thus, generating new ideas.
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Contribution 5.2

Application of the system to the research domain in ancient geographic
locations. Extension of interface functionality to support navigation and
display of semantic connections of places on geographic maps.
This contribution was the subject of [74]:

Bernasconi, E., Boccuccia, P., Fabbri, M., Francescangeli,
A., Marcucci, R., Mecella, M., Morvillo, A., Tondi, E. SCIBA-A
Prototype of the Computerized Cartographic System of an Archaeological
Bibliography. Workshop. International Conference on Research Challenges in
Information Science. Ceur-ws. Barcelona (May 2022)

Knowledge extraction from images

Another extension of the primary system involved the addition of the automatic
extraction of the contents of the images present in a digital library. This extension has
allowed the reuse of this information to generate new applications, for example, the
semi-automatic creation of book trailers to support storytelling for digital libraries.

Goal 6

Extend knowledge extraction to multimedia content such as book images and
create capabilities in the system that leverage this new information.

Multimedia storytelling is an effective and engaging method to convey information
in multiple domains. Specifically, book trailers –video advertisements for books–
positively influence the desire to learn and the motivation to read. The video trailer
generator system supports an expert by gathering relevant crowd-sourced multimedia
content, which, arranged as stories, can be used to showcase a book in the form of
video clips. Crucially, the expert controls how the content is finally combined and
edited rather than offering a fully automated process.
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Contribution 6.1

Reuse the knowledge extracted and integrated with other knowledge bases,
thanks to semantic technologies, to generate video trailers concerning
individual documents’ content automatically.
This contribution was the subject of [70, 71, 72]:

Bernasconi, E., Ceriani, M., Mecella, M., De Luzi, F., Sa-
pio, F. StoryBook. Automatic generation of book trailers. International
Conference on Advanced Visual Interfaces Association for Computing
Machinery. pp. 1-3 Frascati (June 2022)

Bernasconi, E., Ceriani, M., De Luzi, F., Sapio, F., Mecella, M.
Storybook: a tool for the semi-automatic creation of book trailers. Workshop.
International Conference on Research Challenges in Information Science.
Ceur-ws. Barcelona (May 2022)

Bernasconi, E., Ceriani, M., De Luzi, F., Di Fazio, C., Marcucci, R.,
Mecella, M., Sapio, F. StoryBook-A Storytelling-based Platform for Digital
Book Stores. Workshop. International Conference on Research Challenges in
Information Science. Ceur-ws. Barcelona (May 2022)

Validation of the automatic knowledge extraction

After a critical analysis of the entire information extraction and modeling process,
the most significant difficulties arise from problems with the quality of automatically
extracted data.

The information extraction workflow was rationalized as much as possible. Given
a page of a PDF:

a. this is processed by an OCR;

b. analyzed by the NER to extract names, things, and cities and by the NEL to
disambiguate the extracted entities.

c. the entities and metadata related to the inserted document are mapped in
RDF on a proprietary KG.

d. the owner KG is connected to external KGs (such as Dbpedia).

The quality of the information extracted depends on these four phases.
Positive and negative feedback was collected during the three evaluations that tested



1.2 Research objectives and contributions 14

the quality of the information extracted in each of the four phases. The limitations
found, such as OCR errors and disambiguation errors of the extracted concepts,
are part of those problems that limit the system potential, which was attested
by the users during the evaluation. Consequently to the findings, a strategy for
improvement was evaluated founded on the following:

• improving improve as much as possible the OCR, NER, and NEL algorithms
[26, 27, 28, 29]

• inserting a human control (human in the loop) to validate the automatic
extractions.

At least at the moment, no algorithm can extrapolate information with optimal
quality, so the human expert needs to have the last word. For this reason, a proposed
solution inserts a layer of human control so that domain experts can validate the
automatically extracted results.

Goal 7

Collaboratively improve the quality of automatically extracted information.

Allowing domain experts to collaboratively validate information previously auto-
matically extracted from a digital library is an approach to support the incremental
data quality improvement that can be done specifically through the validation of
entity linking. Furthermore, rather than seeing just the results of the extraction
process, it can be helpful for the domain experts to trace the origin of where the AI
recognized a specific entity (i.e. a “snippet” of text or an image).

Contribution 7.1

Integrate into the system the functionality of collaboratively validating in
real-time the associations automatically extracted between concepts contained
in the books and the books themselves.
This contribution was the subject of [69]:

Bernasconi, E., Ceriani, M., Mecella, M., Morvillo, A. Auto-
matic Knowledge Extraction from a Digital Library and Collaborative
Validation. International Conference on Theory and Practice of Digital
Libraries Springer, Cham. pp. 480–484 Padua (September 2022)

1.2.5 Research projects

Followed are enlist some remarkable projects in which the candidate actively
participated during her research and that contributed positively to the development
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of her technical knowledge and non-technical attitudes as a researcher.

Arca project

The Arca (Academic Research Creativity Archives) project was born from the
cooperation between Sapienza University of Rome (operationally the Department
of Computer, Control, and Management Engineering Antonio Ruberti and the
Department of Sciences of Antiquity), the company Aton Informatica and the
historic publishing house L’Erma di Bretschneider. The project was launched in 2019
thanks to the Lazio Region’s funding “Creativity 2020”, as part of the Operational
Program co-financed by the FESR, and aims to develop an innovative digital solution
for advanced semantic and bibliographic searches.
The project has favored the development of a system placed in a single market area
and with few results produced so far (described in the related work of the paper
[76]), that is, it supports users in exploring topics and semantic connections of a
catalog of documents. Arca project led to the contribution 6.1 described in section
1.2.3.

Storybook project

Storybook is a research project in the field of digital humanities, which proposes
the knowledge extraction and management of information of a digital library to
create semi-automatically video trailers of books. Storybook has been originally
conceived to meet the needs of “L’Erma di Bretschneider” publishing house that deals
with topics related to ancient history and archaeology. From publishers’ point of
view, promotional trailers respond to a changing market with a high focus on digital
and visual media. The goal of a digital presentation of a book is nevertheless broader
than selling it and includes providing helpful information to the potential future
reader. A publishing house wants to disclose the contents of its digital library not
only to experts in the sector but also to interested people attracted by the contents
of their books shown on the Web in the form of searching tools or advertising such
as video trailers. Numerous researches show that a book trailer fosters the desire to
learn and the level of motivation to read [83, 84, 85, 86]. Storybook is a software
tool to support the creation of book trailers by collecting and organizing relevant
video content. The system users retain control on how to edit and compose the
content. The proposed technique aims at semi-automatically building digital trailers
that allow the viewers, generically interested in a specialized topic but not expert,
to appreciate better the topic, both for their own cultural/professional enrichment
and a possible purchase.
Storybook project led to the contribution 6.1 described in section 1.2.4.
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Notae project

The project Notae – Not A writtEn word but graphic symbols. An evidence-based
reconstruction of another written world in pragmatic literacy from Late Antiquity to
early medieval Europe –, which started in July 2018, represents the first attempt to
investigate the presence of graphic symbols in documentary records as a historical
phenomenon from Late Antiquity to early medieval Europe [79]. Notae uses the
knowledge graph as a tool to aid the researchers involved in the project and curious
users to identify historical and geographical implications.
Notae project led to the contribution 5.1 described in section 1.2.4.

Sciba project

The Sciba (Sistema Cartografico Informatizzato della Bibliografia Archeologica)
project envisages the development of an innovative bibliographic search system over
an archaeological and historical digital library, on a cartographic basis. The platform,
which could later be expanded on a national and international scale, will focus on the
Lazio region (Italy), with the support of the “L’Erma di Bretschneider” publishing
house, and will allow the visualization of the existing bibliography concerning some
selected topographical elements. It will also be possible to expand the search
to further related themes, automatically extracted from the system based on the
contents and metadata of the integrated bibliographic material. The aim is to
develop a search and comparative semantic analysis tool useful for research bodies,
museums, municipalities and subjects interested in knowledge and management of
the territory, and, at the same time, capable of generating an increase in volume
sales with direct employment effects of the publishing chain.
Sciba project led to the contribution 5.2 described in section 1.2.4.

1.3 Publications

1.3.1 Research activities

Parts of the aforementioned work have been published in the following papers:

• Ceriani, M., Bernasconi, E., Mecella, M. A streamlined pipeline to
enable the semantic exploration of a bookstore. Italian Research Conference on
Digital Libraries Springer, Cham. pp. 75-81 Bari (January 2020)

• Bernasconi, E., Ceriani, M., Mecella, M., Catarci, T., Capanna,
M. C., Di Fazio, C., Marcucci, M., Pender, E., Petriccione, F. M.
ARCA. semantic exploration of a bookstore. International Conference on
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Advanced Visual Interfaces Association for Computing Machinery. pp. 1-3
Ischia (September 2020)

• Bernasconi, E., Ceriani, M., Mecella, M. Academic Research Creativ-
ity Archive (ARCA). International Conference on Research Challenges in
Information Science. Springer, Cham. pp. 713-714 (May 2021)

• Bernasconi, E., Ceriani, M., Mecella, M. Exploring a Text Corpus via
a Knowledge Graph. 17th Italian Research Conference on Digital Libraries
Ceur-ws. pp. 91-102 Padua (February 2021)

• Bernasconi, E., Boccuzzi, M., Catarci, T., Ceriani, M., Ghignoli, A.,
Leotta, F., Ziran, Z. Exploring the Historical Context of Graphic Symbols:
the NOTAE Knowledge Graph and its Visual Interface. 17th Italian Research
Conference on Digital Libraries Ceur-ws. pp. 147-154 Padua (February 2021)

• Bernasconi, E., Ceriani, M., Mecella, M., Catarci, T. Design, realization
and user evaluation of the ARCA system for exploring a digital library. Journal.
International Journal on Digital Libraries Springer. ( 2022)

• Bernasconi, E., Boccuzzi, M., Briasco, L., Catarci, T., Ghignoli, A.,
Leotta, F., Ziran, Z. NOTAE: NOT A writtEn word but graphic symbols.
Workshop. International Conference on Research Challenges in Information
Science. Ceur-ws. Barcelona (May 2022)

• Bernasconi, E., Boccuccia, P., Fabbri, M., Francescangeli, A., Mar-
cucci, R., Mecella, M., Morvillo, A., Tondi, E. SCIBA-A Prototype
of the Computerized Cartographic System of an Archaeological Bibliography.
Workshop. International Conference on Research Challenges in Information
Science. Ceur-ws. Barcelona (May 2022)

• Bernasconi, E., Ceriani, M., Mecella, M., De Luzi, F., Sapio, F.
StoryBook. Automatic generation of book trailers. International Conference
on Advanced Visual Interfaces Association for Computing Machinery. pp. 1-3
Frascati (June 2022)

• Bernasconi, E., Ceriani, M., De Luzi, F., Sapio, F., Mecella, M.
Storybook: a tool for the semi-automatic creation of book trailers.Workshop.
International Conference on Research Challenges in Information Science. Ceur-
ws. Barcelona (May 2022)

• Bernasconi, E., Ceriani, M., De Luzi, F., Di Fazio, C., Marcucci, R.,
Mecella, M., Sapio, F. StoryBook-A Storytelling-based Platform for Digital
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Book Stores. Workshop. International Conference on Research Challenges in
Information Science. Ceur-ws. Barcelona (May 2022)

• Bernasconi, E., Ceriani, M., Mecella, M., Morvillo, A. Automatic
Knowledge Extraction from a Digital Library and Collaborative Validation.
International Conference on Theory and Practice of Digital Libraries Springer,
Cham. pp. 480–484 Padua (September 2022)

1.3.2 Other research activities

The results of research activities carried out in parallel with the leading research
are listed below:

• Bernasconi, E., Pugliese, F., Zardetto, D., Scannapieco, M. Satellite-
Net: Automatic Extraction of Land Cover Indicators from Satellite Imagery
by Deep Learning. ArXiv Preprint. arXiv:1907.09423 . (July 2019)

• Ziran, Z., Bernasconi, E., Ghignoli, A., Leotta, F., Mecella, M.
Accurate graphic symbol detection in ancient document digital reproductions.
International Conference on Document Analysis and Recognition Springer,
Cham. pp. 147-162 Lausanne (September 2021)

• Bernasconi, E., De Fausti, F., Pugliese, F., Scannapieco, M., Zardetto,
D. Automatic extraction of land cover statistics from satellite imagery by deep
learning. Journal. Preprint. Statistical Journal of the IAOS IOS Press. pp.
1-17 (March 2022)

• Amadori, F., Bardani, M., Bernasconi, E., Cappelletti, F., Catarci,
T., Drudi, G., Rossi, M. Electrospindle 4.0: Towards Zero Defect Man-
ufacturing of Spindles. Workshop. International Conference on Research
Challenges in Information Science. Ceur-ws. Barcelona (May 2022)

1.4 Thesis outline

Chapter 1 introduce the research problem addressed, its significance in the digi-
tal humanities field, and the proposed solution, driven by specific research questions.
This serves as the basis for positioning the performed work and summarizing the
author’s research activities.
Chapter 2 analyzes the background notions about digital humanities. Specifically,
it outlines the preliminaries on digital libraries and the research process of digital
humanists. Also described the research challenges in the usage of semantic web
technologies for digital humanities and presents the employed technique for integrate
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and enhance a digital library.
Chapter 3 reports on existent linked data browser tools.
Chapter 4 shows the technical steps enacted to develop the Arca approach as a
real implemented tool and presents the results of a multi-step evaluation performed
on Arca system.
Chapter 5 presents the extensions of the proposed system.
Chapter 6 concludes the thesis by discussing limitations and future developments.
Moreover, it shows results, impacts and benefits addressed by this thesis.
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Chapter 2

Background
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2.1 Digital humanities

Digital humanities are a crossover disciplines [22, 23] connecting the social
sciences like history, philosophy, archeology, anthropology, linguistic, literature with
computer science, media science, and design.

Digital humanities are a two-way approach:

• the systematic use of digital resources in humanities;

• the humanistic analysis of the application of digital resources.

Traditionally, humanities scholars researching specific or multiple literary works
are interested in analyzing related texts or text passages. Nevertheless, the digital
age has opened possibilities for scholars to enhance their traditional workflows.
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Enabled by digitization projects, humanities scholars can nowadays reach a large
number of digitized texts through web portals such as Google Books1.

This shift from reading a single book "on paper" to the possibility of browsing
many digital texts is one of the origins and principal pillars of the digital humanities
domain, which helps to develop solutions to handle vast amounts of cultural heritage
data. The text is the primary data type. Also, tag metadata and images can be
managed. In contrast to the traditional methods, the digital humanities pose new
research questions on cultural heritage datasets.

2.1.1 Humanities thinking

Computational methods reflect the kinds of research questions that people ask
in different disciplinary domains. Even the humanities, which are certainly not
monolithic, tend to ask questions that diverge from the sorts of questions prevalent
in many fields of the social sciences and the natural sciences.

Digital humanities add something to the conversation around the digital era that
is unique. Moreover, that is the attention to exceptions, anomalies, and long tail,
rather than the significant patterns that emerge with analytical methods on large
data sets. Much of the history of culture is the study of exceptions.
It is masterpieces that changed particular cultural practices, not the prevalent ones.
Thus, in the digital humanities fields, there is a split between two types of study
approach: a general approach focused on analyzing a vast amount of data versus
that tiny subset of data that changed the dominant patterns of the studied domain.
Furthermore, those are two very different sets of challenges, and they have substantial
social, ethical, and historiographical implications. Computer science can be used to
study both, but the methods in question will be different.

There is a straightforward pleasure in the recitation of poetry or the study
of a great painting. Furthermore, there is a similar pleasure that one can take in
mapping, and graphing, and modeling. Practicing digital humanities for a humanities
researcher is an innovative and engaging way of producing knowledge and interpreting
the human experience. Humanists can find data that excite them and think about
what questions they want that data to help them answer.

Digital methods have changed how people perceive the humanities; there is much
information about the humanities that we have yet to discover and uncover. The
future of digital humanities looks like a fantastic opportunity to transform how
humanists think about the world. In this context, the humanist’s role is fundamental,
engaging in the very construction of the technologies they will be using.

1https://books.google.it/

https://books.google.it/
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That is the key to the meaning of "digital humanities": The humanists have
to change their approach to research on an enormous catalog of documents, and
they have to contribute to building the same digital catalog understanding the data
formalism, the semantic web, and the under technologies. So, humanists have to
become digital humanists to be a part of this transformation process.

2.1.2 History of digital humanities

In 1980 a data entry machine was a room-sized device with a workstation that
reads, scans, and turns texts into a readable form. Talking about 1980 suggests that
what we now call digital humanities has a long history. That it is not just a product
of the digital revolution per se, but instead stretches back in time, not just in 1984,
but back to the end of World War II, to the late 1940s, when significant, sometimes
room-size systems were used in experimental form to explore humanity’s questions.

The earliest examples of what we now call digital humanities were placed under
computational humanities, computing and the humanities, humanities informatics.

Thus, the terms have evolved in many decades, but at the core is a conversation
between computational techniques, technologies, platforms, and the kinds of questions
that characterize the humanities disciplines.

From the late ’40s to the 1980s to the present, what we see is a growing portfolio
of practices, a growing set of experimental practices that characterize this conver-
gence, but also the collision between the humanities disciplines and computational
techniques and tools. So, digital humanities has become the defining label for this
field of experimental practice, really with the rise of two key factors. One is the
emergence of the internet as the defining public space of our era. Furthermore, the
second is the increasing importance of personal computation and personal smart
devices as they become not just desktop equipment in offices but fundamental
features of our everyday lives.

2.1.3 The library in the digital age

Many people think about the library as being a sort of fixed institution. Like it
is a building where people walk inside and get a book. However, digital methods
and approaches are straightly changing that.

For many people, the library is still a very physical manifestation of knowledge.
It is still a building. It is still a set of materials on a shelf. However, when we think
about digital humanities, the concept changes and pushes us towards the digital
library and the many ways those traditional library roles have evolved in a new way.

More and more books are published in a digital form or converted to a digital
form. Furthermore, that enables new ways to search and new methodologies.
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There are also new skill sets that are required within the library. Thus, anyone
pursuing library sciences or finds themselves working in libraries ends up with a
different set of skills or needs to pursue new skills regularly to keep up with that
evolution of digital.

Role of Librarians in the digital age

Librarians have the roles of the acquisition, the description, the curation, and
stewardship or preservation of content, whether that is text, book form, or digital
content, whether these are images or film or other kinds of formats. The content
can include the metadata that describes it, but there are plenty or an increasing
number of times when the metadata itself could be a multimedia corpus.

For example, the growth of geospatial data in digital forms and the ability to use
GIS, or Geographic Information Systems, to study maps and to study geography
and to use geography in other disciplines has become an affluent area for innovation
and allows a great exploration.

Other things might include multimedia creation, as that becomes part of the
increasing pedagogical shift for how to help students actively learn about their
discipline and how to produce information in new ways.

The combination of text and image and other forms such as video has skyrocketed
as an essential vehicle for communication.

Any form of human communication becomes an essential vehicle for scholarly
communication as well.

So, another area for librarians is visualization and visualization techniques and
digital preservation.

How do we store and preserve the integrity of digital objects, not just for current
use but for ongoing long-term storage? This question is another challenge where
there is an incredible amount of unknown and untested things over time.

2.1.4 Research journey

The research journey of a digital humanist can be built with three phases [24]:
materials, processing, and final presentation.

Research begins with materials like texts, images, maps, audio, and any other
media files. These materials are analyzed by digital tools to process and extract the
answer to research questions. Finally, the results can be presented or archived to
pursue other searches.

Behind each of these phases, researchers have much work finding what they
expect or discovering new things. If we want to consider it, the time spent in good
and exhaustive digital research is much more than the time spent in traditional
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research due to the vast amount of possibilities and information in the digital world.
However, at the same time, for a quick search for information that does not require
insights, the digital can instantly answer questions that traditional research cannot
do.

Materials

Materials have to be in digital formats to be computationally tractable. This
fact requires digital conversion processing if needed (with OCR techniques or digital
conversions), the integration of data with the metadata (automatically extracted or
not), and other decisions that will have implications for intellectual property, access,
sustainability, and use.

Processing

Data processing is the phase where data are modeling with artificial intelligence
techniques or digital analysis to build the base of the knowledge extraction from
data. This phase is often the black box of the digital humanist’s work since much
of it can be performed with off-the-shelf tools whose workings may be invisible or
incomprehensible to the user. However, contributing to data modeling and having
an understanding of these processes allows critical and building engagement. The
role of the domain expert, which is a digital humanist, in developing such data
modeling is the way to the best research results. Respect specific standards to data
modeling allow a project to gain information and data that are curated, updated,
and valuable without reinventing existing efforts or focusing on data collection and
creation areas peripheral to the investigation.

Presentation

The presentation of the research results often makes use of online platforms such
as blogs, WordPress sites, or those designed explicitly for humanists, like Omeka 2

or Scalar3. These platforms may be hard to customize and force a humanist research
project to conform to a particular argument structure. There is a lack of a tool
that allows the humanist to build the research process autonomously, starting from
the digitization of documents to the modeling of data in a semantic way, discover
new exciting things, visualize the results, and export them to other digital tools or
physical supports.

2https://www.omeka.net/
3https://scalar.me/anvc/

https://www.omeka.net/
https://scalar.me/anvc/
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2.2 Semantic web

In 2001 Berners-Lee proposed an extension to the web that would allow people
to use computers to process information more effectively.

He called the semantic web solution because this web would add an infrastructure
with a defined conceptual meaning - semantics - on top of the syntactic infrastructure
of HTML (HyperText Markup Language) for the automatic processing of documents
on the web [31, 32].

The semantic web established a new form of the web, in which machines could
process data; it was an evolution of the traditional web. The world wide web
Consortium’s research group on the semantic web defines a common framework
(a framework, an area) to share and reuse data, crossing the boundaries between
different applications, entities, and communities. The fundamental elements of
novelty were:

• links between data and not between documents;

• typed, qualified links.

The semantic web becomes a collaborative movement, led by the world wide
web Consortium, an international standardization body. W3C develops technologies
that ensure interoperability (specifications, guidelines, software, and applications)
to bring the world wide web to its full potential, acting as a forum for information,
communications, and shared activities.

The semantic web aims to convert the web characterized by unstructured and
semi-structured documents into a web of data, encouraging semantic content in web
pages. The semantic web idea can be approached as a linguistic phenomenon that
allows the coherent integration of different data. It presents itself as a language for
data, invented by humans to communicate fundamentally human information and
thoughts. According to well-defined algorithms, the semantic web is conceived to be
read and processed not by human readers or listeners but by the computer.

The semantic web, according to Berners-Lee, is “a web of things of the world,
described by the data on the web” [33]. The concept is generic, but contains some
crucial references:

• the network (graph);

• things (objects related in a meaningful way);

• data (no longer a record, but individual elements, nodes of a network).

Precisely due to the particularities of this type of web, the concept of the seman-
tic web is closely related to the concept of linked data as an effective method and
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technique for simplifying and homogenizing solutions to identity and interoperability
problems with the univocal identification of data in the dialogue between heteroge-
neous systems. Linked data is a set of techniques that, through shared vocabularies,
allows non-human agents to understand content published on the web. This testifies
to the progressive transformation of the network into an environment in which all
available resources are associated with metatextual information that specifies the
semantic context in an accessible format for automatic interpretation and use by
part of the search engines.

Therefore, linked data are technology and a set of best practices for publishing
data on the web in a readable, interpretable, and usable way by a machine, the
meaning of which is explicitly defined utilizing a string consisting of words and
markers. The set of corresponding data produces a network: the graph.

The semantic web has the following properties:

• it can contain any data;

• anyone can publish the data;

• the data is self-consistent. That is, it carries its description: if an application
encounters data described with an unknown vocabulary, it can dereference
the URI (Uniform Resource Identifier) that identifies each term of the vocab-
ulary and arrive at its definition: the self-description mechanism allows the
application to resolve the URI that identifies the unknown term to retrieve its
definition;

• the entities connected by RDF (Resource Description Framework) [34] links to
create a global graph that extends and incorporates different data sources and
allows applications to discover new information sources;

• those who publish data on the web are not obliged to use specific vocabularies
to represent their data;

• is open: applications can explore and discover new data by following the links
in the graph.

Some key concepts are implied in the list of properties of the semantic web:

• the formal and syntactic correctness of a sentence published on the web does not
imply equivalent semantic correctness: the statements can be formally correct
and, therefore, valid, but not necessarily true; for example, the statement
"Steve Jobs was Italian" is formally correct but not true;

• the concept of self-explanatory data, which refers to the concept of dereference-
able URI: the object identified with the URI carries with it a representation of
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itself and, therefore, becomes understandable to the agent who encounters it
on its exploration path;

• the exploration of the semantic web is unlikely to arise and die within the
same set of structured data (dataset): the data published in open mode
and connected with qualified relationships create a network that allows them
to be used in an unexpected way, not foreseen in the start of the research
experience, and allow those inferential processes that constitute the added
value of the semantic web: starting from an assertion it is possible to deduce
new information, without it being explicitly stated in the data.

2.2.1 Semantic challenges in digital libraries

Digital libraries offer access to large amounts of content in the form of digital
documents. Many of them have evolved from traditional libraries and concentrated
on making their information sources available to a broader audience, e.g. by scanning
journals and books, thereby only taking limited advantage of the benefits modern
computing technologies offer. To overcome this bottleneck, research and development
for digital libraries include processing, dissemination, storage, search and analysis of
all types of digital information. Semantic technologies applied to digital libraries
provide an enhancement that helps satisfy users’ information needs [35]. Semantic
technologies allow for the description of objects and repositories, i.e. the need to
establish typical schemes in the form of ontologies, e.g. for the naming of digital
objects. The main goal is to enable interoperability, i.e. the ability to consistently
and coherently access similar classes of digital objects and services distributed across
heterogeneous repositories.

Typical usage scenarios for semantic technologies in digital libraries include:

• user interfaces and human-computer interaction: displaying information, al-
lowing for visualization and navigation of extensive information collections

• user profiling: taking into account the overall information space;

• personalization: balancing between individual and community-based personal-
ization;

• user interaction.

Ontology editors

Ontology editors allow for creating and maintaining ontologies, typically graphi-
cally oriented. Familiar to most editors is the ability to create a hierarchy of concepts
(such as “Apple is a subconcept of Fruit”) and to model relationships between those
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concepts (such as “A person eats an apple”). Many available implementations exist,
each having its speciality and different functionalities.
OntoEdit is the most prominent commercial ontology editor4. Unlike most other
editors, OntoEdit comes with a strong inferencing backbone, Ontobroker, which
allows the modelling and use of powerful rules for applications. Numerous extensions,
so-called plug-ins, exist to adapt OntoEdit flexibly to different usage scenarios, such
as database mapping. Last but not least, full-fledged tool support is provided by
the Ontoprise team, which makes it attractive for companies.
Protege5 is the most well-known academic ontology editor with a long development
history. Similar to OntoEdit it is based on a flexible plug-in framework. Numerous
plug-ins have been provided, demonstrating possible extensions for typical ontology
editors.
KAON 6 is not only an ontology editor but rather an open-source ontology man-
agement infrastructure targeted at business applications. It includes a compre-
hensive tool suite allowing easy ontology creation and management and building
ontology-based applications. An essential focus of KAON is on integrating traditional
technologies for ontology management and application with those used in business
applications, such as relational databases. An example is a PROMPT plug-in, which
allows merging two given ontologies into one.

Inference engines
Inference engines allow for the processing of knowledge available on the semantic
web. Inference engines deduce new knowledge from already specified knowledge.
Two approaches are applicable here:

• general logic-based inference engines

• specialized algorithms (problem-solving methods).

Using the first approach, one can distinguish between different representation lan-
guages such as higher-order logic, complete first-order logic, description logic, datalog
and logic programming7. Inference engines are very flexible and adaptable to differ-
ent usage scenarios, such as information integration or intelligent advisors, to show
the bandwidth of possible scenarios.
Ontobroker8 is the most prominent and capable commercial inference engine. It is
based on frame logic, tightly integrated with the ontology engineering environment

4www.ontoprise.com
5http://protege.stanford.edu
6http://kaon.semanticweb.org
7http://semanticweb.org/inference.html
8http://www.ontoprise.com

www.ontoprise.com
http://protege.stanford.edu
http://kaon.semanticweb.org
http://semanticweb.org/inference.html
http://www.ontoprise.com
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OntoEdit and provides connectors to typical databases. It was already used in
numerous industrial and academic projects.
FaCT [36] (http://www.cs.man.ac.uk/horrocks/FaCT/) is one of the most promi-
nent Descriptions of Logics-based inference engines. FaCT (fast classification of
terminologies) is a description logic classifier that can also be used for modal logic
satisfiability testing. It is based on the tableaux calculus.
KAON2 9 is a new description logics-based inference engine for OWL-DL and OWL-
Lite reasoning. The reasoning is implemented with novel algorithms which reduce a
SHIQ(D) knowledge base to a disjunctive datalog program.

Data quality

The web is full of incomplete, out-of-date, misleading, biased, inaccurate, contra-
dictory, and otherwise incorrect information, which may arise indeliberately (e.g.,
due to poor-quality sources, human error, etc.), or deliberately (e.g., vandalism,
spam, misinformation, etc.). The web of data is no different, where data quality is
an important issue. For example, the Wikidata user "&beer&love" added a date of
death for Stan Lee on Wikidata, even though he was still alive (Wikidata revision
history for Stan Lee (Q181900), version id. 705733676).

Soon after that, Apple’s Siri and Google’s Knowledge Panel began reporting
Lee’s death prematurely before it was flagged and removed (Siri Thinks Stan Lee is
Dead - He Isn’t (Newsweek)10).

While this was likely a deliberate vandalism case, other data quality issues
may be more challenging to diagnose and resolve. Data quality can be understood
extrinsically in terms of how to fit data are for an external purpose: a dataset that
perfectly satisfies one use case might be worthless to another use case. However, data
are often published on the web without a principal purpose. It becomes necessary to
look at the intrinsic quality of data in terms of dimensions that limit the potential
purposes for which it can be used. For example, suppose the majority of a dataset’s
statements are false. In that case, this is a property of the dataset itself that limits
the purposes it can satisfy. Several works have then proposed and analyzed intrinsic
dimensions of data quality on the web of data, including:

• the accuracy of coreference (owl:sameAs) links [37, 38];

• conformance of published data to linked data principles [39, 40];

• representativeness [41];
9http://kaon2.semanticweb.org

10https://www.newsweek.com

http://kaon2.semanticweb.org
https://www.newsweek.com
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• completeness [42];

• etc.

The goal of data quality in the semantic web research field is to assess the quality
of available data and improve data published on the web based on assessments. [43]
is a survey for a comprehensive list of quality criteria and measures that can be
applied for RDF published as linked data.

Link discovery

Key to the success of the current web is the provision of links between relevant
documents that help humans and machines discover remote content of relevance
to a given search or task. Likewise, links are an essential ingredient of a web of
data. Along these lines, the RDF model supports IRIs that can serve both as
identifiers and links. At the same time, the linked data principles emphasize the
importance of generating links to (and thus receiving links from) remote datasets
on the web. Unlike on the current web, links in the context of the web of data
can be assigned specific (machine-readable) semantics, which can be very useful for
integrating datasets. For example, links using the “owl:sameAs” property can be
leveraged to denote coreferent resources in remote datasets. Such links facilitate the
discovery of related content elsewhere on the web and the automatic integration of
such content based on the semantics of the “owl:sameAs” property, which remarks
that the data for both resources can hereafter be merged[37, 38].

Accurately identifying links with specific semantics raises unique challenges like:
the quadratic pairwise possibilities for linking between (even just) two datasets
raise challenges concerning efficiency; the different ways comparable data can be
represented in two datasets present challenges regarding the precision of links
produced concerning the stated semantics. A variety of frameworks have been
proposed to help address such challenges[44] like:

• Silk [45] relies on handcrafted heuristics;

• LIMES [46] uses distance measures in metric spaces to identify candidates for
linking.

Read–write linked data

The web increasingly supports read-write capabilities whereby users can not only
read content on webpages but can also write or otherwise contribute content on
websites not under their control. These read-write privileges enable the collaborative
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authoring and curation of web content. Such principles underlie some of the most
prominent websites, including wikis, social networks, blogs, etc. The same principles
can be applied to the web of data, where read-write privileges can enable users to
collaborate on content [57]. Like on the current web, arbitrary users should not
have complete write access over data on remote websites, but rather policies, access
control, etc, should govern the types of contributions they make.

Also, on the current web, depending on the website, users may lose jurisdiction
over their content. Some problems are:

• users may not be able to control how their content is used;

• by whom the content is used;

• how long content remains available;

• user may lose the ability to export or adapt the content for their purposes.

Implementing read-write capabilities on the web of data furnishes an opportunity
to address such issues. Along these lines, Berners-Lee presented Read–Write linked
data11 as a way for remote users to collaboratively edit and curate data on the
web in a decentralized manner. The main crossroads towards this vision was the
standardization of the linked data Platform (LDP)12. It lays the foundations for
read-write linked data applications. Several LDP implementations are available
[58, 59, 60] for such applications. However, while the LDP specification outlines key
protocols, other practical details still need to be addressed regarding decentralized
authentication, access control, etc.

Annotation tools

Annotation tools13

allow for adding semantic markup to documents or, more generally, to resources.
The great challenge here is to automate the annotation task as much as possible to
reduce the burden of manual annotation for large-scale resources.
Annotea14 is a “Live Early Adoption and Demonstration” project enhancing the
W3C collaboration environment with shared annotations. By annotations, we mean
comments, notes, explanations, or other types of external remarks that can be
attached to any web document or a selected part of the document without actually

11T. Berners-Lee. Read-Write Linked Data. W3C Design Issues, Aug. 2009.https://www.w3.
org/DesignIssues/ReadWriteLinkedData.html.

12S. Speicher, J. Arwe, and A. Malhotra. linked data Platform 1.0. W3C Recom-mendation, Feb.
2015.https://www.w3.org/TR/ldp

13http://annotation.semanticweb.org
14http://www.w3.org/2001/Annotea

https://www.w3.org/DesignIssues/ReadWriteLinkedData.html.
https://www.w3.org/DesignIssues/ReadWriteLinkedData.html.
https://www.w3.org/TR/ldp
http://annotation.semanticweb.org
http://www.w3.org/2001/Annotea
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needing to touch the document. When the user gets the document, he or she can
also load the annotations attached to it from a selected annotation server or several
servers and see what his peer group thinks.
OntoMat-Annotizer15 is currently the most prominent annotation tool. It is based
on a full-fledged annotation framework which is already being extended to support
semi-automatic annotations of documents and databases.
KIM 16 provides a knowledge and information management infrastructure and ser-
vices for automatic semantic annotation, indexing, and retrieval of unstructured and
semi-structured content.

Query interfaces

SPARQL17 provides an expressive language for posing queries against the web of
data. The challenge is that relatively few web users are likely to be familiar with its
syntax. Hence, research on query interfaces usable by non-experts is crucial for the
web of data to reach a broader audience. Ideally, such user interfaces should not be
locked to a certain functionality but should instead allow users to generate queries
in an intuitive but general manner. That said, there tends to be a trade-off between
the expressiveness of a query interface and its usability: more complex interfaces
allow for generating more complex queries but are often more challenging to use.

Various works have explored this trade-off between expressivity and usability in
query interfaces. Classifying the query interfaces for the web of data into three main
categories:

1. The first category regards question-answering systems [47, 48]. These systems
accept a query in natural language and convert it to a structured query (e.g.,
SPARQL) or try to answer it directly over the available data. These systems
are easy to use but currently toil to answer more complex questions.

2. The second category is facetted search [49, 50, 51]. The user begins with a list
of results (e.g. given for a keyword search) and can then select facets upon
which to refine the results shown iteratively. Though intuitive, such systems
typically only allow for expressing a particular structure’s acyclic queries and
returning a list of entities as results.

3. The third category is query builders [53, 54, 55, 56]. These systems assist users
in constructing graph patterns that can be evaluated over the data, generally

15http://annotation.semanticweb.org/ontomat
16http://www.ontotext.com/kim
17https://www.w3.org/TR/rdf-sparql-query

http://annotation.semanticweb.org/ontomat
http://www.ontotext.com/kim
https://www.w3.org/TR/rdf-sparql-query
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using visualizations, auto-completion, etc. Although such systems allow users
to pose complex queries over a dataset, they are commonly more challenging
to use and require some knowledge of how the data are structured.

Additional advances regard:

• improving the accuracy of question-answering systems;

• the usability of query builders;

• the inclusion of reasoning capabilities into such interfaces [50].

Knowledge graphs

Knowledge graphs have been gaining more and more attention in industry and
academia alike, where they serve as a graph-structured substrate of knowledge within
a particular organization [61, 62]. It is possible to distinguish two types of knowledge
graphs:

• open knowledge graphs are published online for the public good (e.g., DBpedia
[63], Wikidata [57], etc.);

• enterprise knowledge graphs are typically internal to a company and used for
commercial use-cases (e.g., Google Knowledge Graph, etc. [62]).

Enterprise knowledge graphs often benefit from sources on the web of data,
pulling content from Wikidata [57], Schema.org [162], etc. In research, knowledge
graphs intersect several areas, particularly:

• graph databases;

• knowledge representation;

• logic;

• machine learning;

• information extraction;

• graph algorithms;

• etc [61].

This confluence of areas gives rise to novel research questions regarding:

• how to combine machine learning and knowledge representation;

• how to leverage graph algorithms for information extraction;
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• etc.

Currently, some of the main trends in this area are:

• knowledge graph embeddings, which aim to learn numeric representations of
knowledge graphs [64];

• knowledge graph refinement, which aims to assess and improve the quality of
knowledge graphs along various dimensions [64];

• exploring applications for knowledge graphs in domain-specific settings such
as to promote tourism [67]

• enhance cultural heritage [65]

• combat human trafficking [66]

• many others [61].

2.3 Knowledge graph

The knowledge graph is a visual representation of a given domain’s interlinked
entities (e.g., people, places, events), which captures the information about these
entities and forges connections between them. A knowledge graph is a suitable
method of representing entities published as Linked Open Data (LOD) resources. It
might give a more straightforward solution for tracing different entities’ connections.

As a data structure, they underpin a digital information system, support users in
information discovery and retrieval, and are helpful for navigation and visualization
purposes. Within the libraries and humanities domain, knowledge graphs are
generally embedded in knowledge organization systems, which have a century-old
convention and have experienced a digital transformation with the advent of the
web and linked data.

In recent years, knowledge graph technologies established a solid position in the
enterprise world, serving as a central element in the organizational data management
infrastructure. Knowledge graphs are becoming both the repository for organization-
wide master data (ontological schema and static reference knowledge) and the
integration hub for various legacy data sources: e.g., relational databases or data
streams.

Metadata and concept definitions are now constructing an interconnected and
decentralized global knowledge network that can be curated and increased by
community-driven editorial processes. In the future, knowledge graphs could be
conveyances for formalizing and linking findings and insights derived from the analysis
of possibly large-scale corpora in the libraries and digital humanities domain.
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2.3.1 Knowledge bases of humanities

The development and curation of domain-specific knowledge structures have
traditionally been an essential element of humanities disciplines. In many cases,
these structures emerge as an implied research output, e.g., when studying the
interrelation between actors and events in a specific historical background. In other
cases, developing a knowledge organization system as such or its components is the
research effort’s main objective, like developing domain taxonomies, gazetteers or
prosopographic (dictionaries of people or groups of people).

Initiatives such as the Tabula Imperii Romani18, the Tabula Imperii Byzantine,
the Prosopography of the Byzantine World19 or the Treasury of Lives20 have been
concerned exclusively, sometimes over a significant timespan, and long before the
digital transformation, with the curation of authoritative data on places or people
within their domain.
Other efforts have focused on translating existing information to digital: linked data.
For example:

Pleiades21 [97] contains data about geographical places (e.g., cities) relevant for
the study of ancient literature and history.
Papyri.info22 is a research engine integrating several different ancient document
databases.
MANTIS is the semantically enriched database of the American Numismatic Soci-
ety23, a research institute devoted to study coins from all periods and cultures.
Open Context24 collects, among other resources, archaeological reports.
Trismegistos [99] is a metadata platform25 for the study of texts from the Ancient
World. It contains data about ancient documents, people, and places.
EDH26 is a search tool for Latin epigraphic data.

Developing classification schemes and authority information in the humanities
requires structure, control, and a common vocabulary to facilitate collaboration.

Scholarly humanities research differs insofar as there is much more specificity to
particular or niche domains.

18https://tir-for.iec.cat/
19https://tib.oeaw.ac.at/
20https://treasuryoflives.org/
21see https://pleiades.stoa.org/
22see http://www.papyri.info/
23see http://numismatics.org/search
24see https://opencontext.org/
25see https://www.trismegistos.org/
26Epigraphic Database Heidelberg - see https://edh-www.adw.uni-heidelberg.de/

https://tir-for.iec.cat/
https://tib.oeaw.ac.at/
https://treasuryoflives.org/
https://pleiades.stoa.org/
http://www.papyri.info/
http://numismatics.org/search
https://opencontext.org/
https://www.trismegistos.org/
https://edh-www.adw.uni-heidelberg.de/
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A global knowledge graph of the humanities seems an unachievable goal because:
the heterogeneous nature of research results; the interpretative quality of humanities
research; often work is organized around the efforts of a single individual or small
group, financed via time-limited grants.

Nevertheless, the need to publish data under open licenses and build connections
between datasets based on shared value vocabularies and metadata element sets
is increasingly perceived in the community as key for: enabling re-use; for the
transparency of scholarly approaches; promoting results.

This trend is mirrored in the promotion of linked data as a theme at digital
humanities events, conferences, and curricula, as much as in the emergence of
community initiatives dedicated to establishing common interlinking standards and
approaches.

Such initiatives advocate the idea of cross-domain linkage employing shared
name authority files and recommendations on metadata element use. Crucial to this
effort is, on the one hand, generic knowledge graphs like DBpedia 27 and Wikidata28.

Linked datasets of libraries or museums have been gaining traction as an inter-
connecting spine through which community-specific datasets can build outbound
links to contribute to a global graph (e.g. the Virtual International Authority
File29; the Getty Thesaurus of Geographic Names30; the Getty Art and Architecture
Thesaurus31).

Most studies in the humanities and related disciplines have focused on relatively
small corpora. Data was manually curated and often bound to an institution or
the scope of an individual researcher’s project. In contrast, the constitution and
maintenance of institutional knowledge organization systems and related datasets in
libraries required years of work for a highly skilled and trained workforce. Large-scale
knowledge graphs in the libraries and digital humanities domain demonstrate how
the application of quantitative analysis to large-scale corpora opens up a spectrum
of possible new research questions that, up until now, were hard to answer with
existing methods.

Exploiting the opportunities of quantitative analysis methods poses many method-
ological and technical challenges:

• Novel serial analysis methods and tools are needed to support scholars in view-
ing, annotating, and systematically analyzing relevant parts of possibly large
digitized corpora. Scholars could express relevance by selecting corresponding
concept definitions in knowledge graphs.

27https://www.dbpedia.org
28https://www.wikidata.org
29https://viaf.org
30https://www.getty.edu/research/tools/vocabularies/tgn/
31https://www.getty.edu/research/tools/vocabularies/aat/

https://www.dbpedia.org
https://www.wikidata.org
https://viaf.org
https://www.getty.edu/research/tools/vocabularies/tgn/
https://www.getty.edu/research/tools/vocabularies/aat/
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• Scalable text-mining and machine-learning techniques are needed to systemat-
ically and efficiently analyze and compare the characteristics, contents, and
relationships of concepts expressed in knowledge graphs within and across
corpora.

• Algorithms are needed that support scholars in detecting, contextualizing, and
analyzing various forms of expressions and associated narrative techniques in
corpora spanning an extended period, in which the syntax and semantics may
have been subject to constant change.

For these reasons, the need arises to propose:

• the development of tools and scalable techniques for aligning large-scale, multi-
media corpora with concepts expressed in knowledge graph

• the investigation of text mining algorithms that can learn from scholars’
annotations and support them in investigating semantic relationships extracted
from large corpora;

• the investigation of novel reconciliation mechanisms that ensure that insti-
tutional and community-curated knowledge graphs produced in a different
context are genuinely inter-operable and do not lead to "competing" data offers;

• validation mechanisms ensure trust in data quality when humans curate data
with different levels of expertise and result from automatic processes.

There is a clear need for collaborative research among humanities, computer
science, and library information science researchers. This need also results in novel
mixed qualitative and quantitative methods for analyzing large-scale digitized corpora
relevant to the humanities and related disciplines.
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3.1 Introduction

In this chapter, relevant literature is surveyed for relevant works starting from
tools for semantic data management, to traditional systems for visual informa-
tion seeking, visualization/exploration of semantic data as KGs and collaborative
annotation, both in the general case and in the specific case of a corpus of books.

Figure 3.1 lists the characteristics and functionalities of tools that deal with the
management and representation of semantic data.
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The existing literature on interfaces and tools for linked data was analyzed
to select the tools, and the forty-four tools most representative of the identified
categories were chosen (as a practical example).

In figures 3.2 and 3.3 are listed the tools to which the categories they belong
have been assigned.

Figure 3.1. Classification categories

Some categories aim to identify the visualization and interaction paradigm used,
such as graph-based visualization and incremental visualization. In contrast, others
are concerned with background characteristics, such as semantic enrichment and
knowledge extraction.

3.2 Knowledge extraction

Knowledge Extraction aims to lift an unstructured or semi-structured corpus into
an output described using a knowledge representation formalism. Thus Knowledge
Extraction can be seen as Information Extraction but with a stronger focus on
using knowledge representation techniques to model outputs. Information extraction
from unstructured sources and semantic enrichment are crucial tasks for managing
semantic data. Some tools that manage these activities are described below.



3.2 Knowledge extraction 40

F
ig

ur
e

3.
2.

Se
m

an
tic

w
eb

to
ol

s
-fi

rs
t

pa
rt



3.2 Knowledge extraction 41

F
ig

ur
e

3.
3.

Se
m

an
tic

w
eb

to
ol

s
-s

ec
on

d
pa

rt



3.2 Knowledge extraction 42

AIDA [114] (fig. 3.4) is a framework and online tool for named entity recognition
and resolution. Given a natural-language text or a web table, it maps mentions of
ambiguous names onto canonical entities (e.g., individual people or places) registered
in the YAGO2 knowledge base, also used to provide sense tagging. AIDA can be
configured for the algorithm to be applied (prior probability, keyphrase similarity,
coherence). It is available as a demo web application or a Java RMI web service.

Figure 3.4. Aida

Apache Stanbol1 is an Open Source HTTP service meant to help Content
Management System developers semi-automatically enhance unstructured content
with semantic annotations to link documents with related entities and topics. Current
enhancers include RDF encoding results from multilingual named entity recognition
and resolution, sense tagging regarding DBpedia and GeoNames, text span grounding,
confidence, and related images. It is available as a demo web application, REST
service, or downloadable.

DBpedia Spotlight [113] (fig. 3.5) is a tool for automatically annotating
mentions of DBpedia resources in text. It is available as a demo web application,
REST service, or downloadable.

Open Calais [52] (fig. 3.4) is a KE tool that extracts named entities with sense
tags, facts and events. It is available as a web application and as a web service. It
has been used via the web application for homogeneity with the other tools. We
have also tried the Open Calais TopBraid Composer plugin, which produces an RDF
file automatically. The RDF schemata used by Open Calais have mixed semantics
and have to be refactored to be used as a standard output relevant to the domain
addressed by the text.

Semiosearch Wikifier [145] (fig. 3.7) resolves arbitrary named entities or terms
(i.e., individuals or concepts) on DBpedia entities by integrating several components:
a named entity recognizer, a semiotically informed index of Wikipedia pages, and

1https://stanbol.apache.org

https://stanbol.apache.org
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Figure 3.5. DBpedia Spotlight

Figure 3.6. Open Calais

matching and heuristic strategies. It is available as a demo web application.
There has been recently much research on how to attach semantics to unstructured

data [16, 87], through processes like NERL.
The GLOBDEF system [14, 88] works with pluggable enhancement modules,

which are dynamically activated to create on-the-fly pipelines for data enhancement.
Both tools provide interesting paradigms to build a flexible pipeline for semantic

enrichment.
In comparison with the system proposed in this thesis, they do not provide directly
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Figure 3.7. Semiosearch Wikifier

a front end to use the semantic information for information retrieval, which is crucial
for the stated purposes and scientific questions of the present work. Furthermore,
while GLOBDEF and Stanbol testify about the interest in this kind of solution,
neither of them is actively maintained, the former being stuck in prototype status
while the latter has been retired, and thus not practically usable to test the stated
hypotheses.

3.3 Digital humanities knowledge bases

The world of digital humanities offers several different digital services and
Web applications providing information about ancient documents, historical facts
and geographical entities, many of which are based and/or can be downloaded as
semantically enriched datasets following the LOD principles. The ones that can
potentially be of interest for the domain of this thesis are listed below.
Pleiades2 [97] contains data about geographical places (e.g., cities) relevant for the
study of ancient literature and history. Pleiades allows the download of their data
in JSON, CSV, and RDF/TTL format from a Github repository.
Papyri.info3 is a research engine integrating several different ancient document
databases. It models relationship between documents from different sources using
RDF triples.
MANTIS is the semantically enriched database of the American Numismatic

2see https://pleiades.stoa.org/
3see http://www.papyri.info/

https://pleiades.stoa.org/
http://www.papyri.info/
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Society4, a research institute devoted to study coins from all periods and cultures.
In MANTIS, each record can be exported as JSON-LD, Turtle RDF/XML, and
many others.
Open Context5 collects, among other resources, archaeological reports. The data
can be exported in tabular (CSV) or Geo-JSON form.
Trismegistos [99] is a metadata platform6 for the study of texts from the Ancient
World. It contains data about ancient documents, people, and places. Trismegistos
does not currently provide a data export feature, but it does share its data with
Papyri.info in the form of periodic database dumps.
EDH7 is a search tool for Latin epigraphic data. It provides a data dump including
RDF (inscriptions including prosopography) and GeoJSON formats.

All of them have embraced the LOD philosophy as a mean to connect their data
to the broader digital cultural heritage infrastructure. Unfortunately, all of these
efforts are jeopardized by the lack of a common vocabulary and the lack of integration.
In addition to these services, a wide set of websites is available, containing digital
reproductions of ancient original documents. Many of these websites are provided by
university departments, libraries and archives, and do not provide standard ways to
access data. An approach similar to ours, with a narrower target, has been proposed
in [98] for studying people (producing prosopography) who lived in Ptolemaic Egypt,
based on the Trismegistos data.

Finally, Pelagios [100] is an international consortium that uses the LOD approach
and the Pleiades gazetteer to join up a variety of online resources that refer to places
in the ancient world.

3.4 Traditional visual information seeking tools

There has been a large amount of work in the literature about visual information
seeking [18, 3, 10]. The first attempts to create a visual search interface, have been
done in the early 1990s [2], where some researchers had applied direct manipulation
principles to search interfaces, creating what they called dynamic queries [1].

These are visual query systems, often based on the query-by-example paradigm [20]:
search interfaces where users can manipulate sliders and other graphical controls to
change search parameters. The results of those changes are immediately displayed
to them in some visualization.

As an example relevant to our case, in the site of the publishing house
4see http://numismatics.org/search
5see https://opencontext.org/
6see https://www.trismegistos.org/
7Epigraphic Database Heidelberg - see https://edh-www.adw.uni-heidelberg.de/

http://numismatics.org/search
https://opencontext.org/
https://www.trismegistos.org/
https://edh-www.adw.uni-heidelberg.de/
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“L’Erma di Bretschneider”8 (fig. 3.8) there is a traditional book search system
that allows searching by keywords contained in book titles and by categories. For
conciseness we will call this search system Lerma.

Figure 3.8. L’Erma di Bretschneider

Torrossa9 (fig. 3.9) is the digital search platform of “Casalini Libri” to which
about 180 publishers, mainly Italian and Spanish ones, adhere with their contents.
Torrossa allows an advanced search by metadata and by words contained in the
books. A limit of these systems, for unstructured information like books, is that
exploring and filtering by basic metadata (i.e., author, title, etc.) can be useful, but
it is often insufficient.

Therefore, semantic entities assigned to documents extend the capabilities of
traditional keyword-based search by:

• proper semantic facetted browsing to filter search results;

• extension of the query string with related entities and keywords;

• recommendations of related documents and further search suggestions by
following cross-connections.

3.5 Visualization of semantic data

In Section 3.2 tools for visualization of semantic data have been surveyed.
8http://www.lerma.it/
9https://www.torrossa.com/
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Figure 3.9. Torrossa

The extracted semantics can be extremely useful for exploring a corpus of
documents, but they are not fixed and homogeneous like a set of predefined metadata.
Therefore, data models and visual user interfaces need to deal with these complex
and heterogeneous data. The semantic web [4] and linked data [6] efforts deal with
data modelling, integration, and interaction of this kind of data on the web. These
efforts lately contributed to the emergence of KGs to organize complex data-sets
integrating multiple sources [19, 9].

Many user interfaces for visualization and exploration of KGs exist, and new
ones are being developed every year, especially using semantic web and linked data
technologies [15, 8, 11, 5].

3.5.1 By interaction paradigm

Several tools have been developed offering basic interactive operations that allow
users to visually explore linked data graphs provided by either a data file or SPARQL
endpoint.

This subsection lists the tools for viewing linked data classification by interaction
paradigm. The interaction paradigm concerns using tools and processes to produce
a visual representation of the data that can be explored and analyzed directly within
the visualization. Different interaction paradigms support different data-driven
insights methodologies.

We have identified three types of interaction paradigms:
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• Tabular: In interfaces with a tabular interaction paradigm, information about
a single resource is shown in one visualization. Views focus on a table or
multiple tables, which show specific properties linked to the asset, such as
media files such as photos, descriptions, or links to other linked assets.

• Node-link: In the node-link paradigm, resources are represented by nodes or
boxes, while triples are represented by arcs that connect the resources. The
node-link view can be static or dynamic (the latter allowing interaction).

• Visual query composition: The visual query paradigm comprises user
interfaces that the user to perform advanced queries without necessarily having
technical knowledge about the RDF model and the SPARQL language.

Tabular visualization tools

DBpedia10 (fig. 3.10) is a project aiming to extract structured content from
the information created in the Wikipedia project. DBpedia is presented in tabular
format as a list of triples. The resource page allows users to view the list of all the
connections (all the triples in which the resource acts as a subject/object), including
inbound and outbound arcs. The user’s interaction with this interface provides that
all the predicates and objects, when they are resources, can be clicked. That is,
they are links (written in blue and underlined) that allow you to jump from one
page to another, all resources, therefore, have links that allow exploration of related
resources.

Node-Link visualization tools

Aemoo [117] (fig. 3.11) aims to provide additional information than the mere
content that can be found in a SPARQL endpoint, it provides exploratory search over
the Web. The tool receives information from the DBPedia endpoint and improves
that content with information gathered over Wikipedia, Google News, and Twitter.
Its primary focus is to provide information about the resource building a bridge
between the Semantic Web and the traditional Web. Aemoo uses Wikipedia as its
primary source of information. It collects all Wikilinks connected to that resource
and divides them into "set nodes". Each "set node" contains resources of the same
class. Finally, it explores Google News and Twitter searching for more information
connected to the subject. All the set nodes are displayed on a graph where the core
node is the resource of interest. Hovering an entity will show contextual information
about the relation between the subject and the hovered element; generally, that
information is a sentence found on Wikipedia. Aemoo approach is based on knowledge

10https://www.dbpedia.org

https://www.dbpedia.org
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Figure 3.10. DBpedia

patterns, which represent the core elements contributing to knowledge about specific
events.

Figure 3.11. Aemoo

LODmilla [124, 125] (fig. 3.12) provides a link-node navigation where users can
search and extract data associations that are hidden inside the linked data with the
help of nodes. LODmilla interface does not display the data that is underlying the
documents.

Tarsier [133](fig. 3.13) provides interactive 3D graph visualization of LD sources.
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Figure 3.12. LODmilla

This tool is based on the metaphor of semantic planes. A semantic plane consists
of elements that share a common concept (e.g. a semantic plane can hold all
elements belonging to the same class, all the elements with the same property). The
semantic planes can be created and split thanks to user interface commands. Users
(leveraging the 3D environment) can personalize the layout by moving elements
on different planes and get different perspectives by rotating the graph. The user
interface presents several boxes and features for manipulating the graph by adding or
removing elements. Boxes contain buttons for moving selected elements to different
semantic planes. Resources are drawn on the graph as spheres and are placed over
concentric circumferences. Generally, classes are placed over smaller circumferences,
while instances are placed over wider ones. Tarsier adopts a visual schema for
differentiating heterogeneous elements that are not labelled, so users must click
on nodes or edges to understand what they represent. This tool was created to
display graphs over different planes and accomplished that via creating a 3D-graph
visualization environment. The graphs can only be created after the insertion of a
SPARQL query. However, they are not expandable, and exploratory searches are
impossible.

Visual query composition

In a different context, some works study the problem of node-link visual query
composition. These tools allow users without prior knowledge of Semantic Web
technologies to express SPARQL queries using visual graph representations easily.

SPARQLFilterFlow [141] (fig. 3.14) is a Web tool based on a filter/flow model.
The tool allows users to formulate SPARQL queries using graphical elements in a
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Figure 3.13. Tarsier

tree-based visualization.

Figure 3.14. SPARQLFilterFlow

Similarly, in QueryVOWL [127, 128] (fig. 3.15) the user uses visual elements
based on VOWL graphical elements to construct graphs that are transformed into
SPARQL queries. This tool’s primary focus is query construction rather than data
exploration.

3.5.2 By type of information

This subsection lists tools classified by the type of information represented:

• Data Visualization. Tools made to visualize the actual data.
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Figure 3.15. QueryVOWL

• Model visualization. Tools that show data models (i.e., schemas and ontologies).

• Data to model visualization. Tools that, starting from the data, extract and
visualize the underlying data model.

The tools representing each category are described below.

Data visualization

Knowledge exploration tools form a particular category of seeking information
on many knowledge bases to reveal related information to the searcher and retrieve
what users are looking for. With this search category, the final targets of the search
are not known, and the goal itself is not defined. Therefore, a set of additional
activities, for instance, learning, exploration and evaluation, are accessible through
this category.

Discovery Hub [138] (fig. 3.16) is an advanced tool for knowledge presentation
and exploration. Although similar to QueryVOWL, Discovery Hub is limited to the
knowledge from DBpedia.

Model visualization

Ontodia [12] (fig. 3.17) is a Web-based ontology, and semantic data set vi-
sualization tool with additional functionality in sharing and distributing resulting
diagrams. Ontodia utilizes the 2D node-link visualization approach adopting a
UML-inspired way of displaying additional information about the node. In terms of
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Figure 3.16. Discovery Hub

layouts, the tool offers force-directed and grid layouts. It includes the hierarchical
relationships view that displays the parent-child relationships between classes in a
tree layout. Since the tool claims the ability to visualize semantic datasets, it also
enables drag-n-dropping instances on the diagram. The view of the diagram could
be freely adjusted by a user through drag-n-dropping additional items on the canvas,
rearranging them, removing nodes from the graph, and turning links between nodes
on and off. Ontodia supports data exploration capability so the user can sort out
the nodes related to the selected node. From the instance panel, he can drag-n-drop
one or several related nodes on canvas, thus expanding the graph and exploring the
ontology. The tool has unique diagram management features that allow users to
publish the fixed URL of the diagram on the Web, share it with others via the email
address or lock it to themselves. The tool introduces the data source entity, and
access to later can be managed similar to controlling access to a diagram. Searching
and filtering are fully available for classes, instances and links. Ontodia was designed
to simplify the visualization of ontologies and semantic data. For this reason, some
of the OWL constructs were omitted, and only the basic ones are kept on the graph.

TopBraid Composer11 (fig. 3.18), is designed mainly for ontology editing.
Its visualization, a side feature, is not particularly convenient for simple tasks for
several reasons. Composer’s full version is paid, while Ontodia is a free service,
which could be a decisive factor for researchers. Moreover, TopBraid exists in the
Eclipse environment, which is not comfortable for non-programmers, while Ontodia
is deliberately designed for non-programming users. Ontologies can be displayed in
the TopBraid Composer using a UML-inspired graph visualization method with a

11https://www.w3.org/wiki/TopBraid

https://www.w3.org/wiki/TopBraid
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Figure 3.17. Ontodia

horizontal or vertical tree layout backed up by a classic indented list view. Classes
and properties are depicted by nodes connected with oriented edges labelled with
the predicate name they represent. There is also a possibility of displaying class
data and annotation properties with their values inside the class node. The graph
visualization shows all types of entities as nodes and predicates as edges connecting
them. Datatype property values can be displayed inside the node of the class they are
describing. Restriction and complex anonymous classes are depicted with analogous
mathematical symbols. The visualization is done rather at the RDF level, similarly
to Graffoo or NavigOWL, so even owl:Class is shown as a separate node and every
class is connected to it through an rdf:type edge.

WebVOWL [129] (fig. 3.19) is a Web application for the user-oriented visu-
alization of ontologies. It implements the Visual Notation for OWL Ontologies
(VOWL) by providing graphical depictions for elements of OWL that are combined
to a force-directed graph layout representing the ontology (Lohmann et al., Refer-
ence Lohmann, Negru, Haag and Ertl2016). Interaction techniques allow users to
explore the ontology and customize the visualization. The VOWL visualizations
are automatically generated from JSON files into which the ontologies need to be
converted. A Java-based OWL2VOWL converter is provided along with WebVOWL.
The force-directed graph layout uses a physics simulation where the forces are itera-
tively applied, resulting in an animation that dynamically positions the graph nodes.
The energy of the forces cools down in each iteration, and the layout animation stops
automatically after some time to provide a stable graph visualization. WebVOWL
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Figure 3.18. TopBraid Composer

renders the graphical elements according to the VOWL specification.

Figure 3.19. WebVOWL

Data to model visualization (schema extraction)

Recently, the problem of data to model visualization, namely the schema extrac-
tion, has been examined in the context of LD. VizLOD [139] (fig. 3.20), LD-VOWL
[122] (fig. 3.21), and RDF2Graph [140] use SPARQL queries to process RDF
triples to infer schema information. The tools process the LD to infer the ontology
schema. The tools first identify and present the most representative concepts, using
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several methods and assumptions, e.g., consider the classes with a more significant
number of instances as representative. Then, the ontology schema is (progressively)
visualized as a graph, offering several interactive operations.

Figure 3.20. VizLOD

Figure 3.21. LD-VOWL

3.5.3 Complexity reduction strategies

Viewing a large number of data objects is a challenging task. Even in small
datasets, providing an overview of the dataset can be extremely difficult; in both
cases, information overload is a common problem. Consequently, visual scalability is
a fundamental requirement of modern systems, which must effectively support data
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reduction/abstraction on many data objects.
Two strategies have been identified for reducing the number of information

displayed:

• Navigational visualization. The visualization in many user interfaces is
focused around a specific data object, typically a resource. The user can see
the “neighborhood” of the current resource and can navigate to directly related
resources. This strategy is often used in the tabular interaction paradigm.

• Incremental visualization. The paradigm of incremental visualization
is often adopted in dynamic node-link user interfaces. The user controls a
workspace in which them can add or remove views of specific data objects from
the data set as needed. There are often shortcuts to visualize data objects
related to the objects already in view.

• Summarized Visualization. In order to offer an overview of a dataset, while
avoiding the problem of overplotting (related to visual information overloading)
in large graph visualizations, several tools use data reduction techniques to
provide graph summaries.

The tools representing each category are described below.

Navigational Visualization

Far from the paradigm of simple linear search results lists, new and more
expressive navigation features, such as node-link views, cluster maps, geographic
maps and timelines, support the user in the perception of information. Due to the
high diversity of relationships between entities, interfaces must be highly generic.
This requirement needs methods to structure information visually based on the user’s
interests. Therefore, it is necessary to assign specific relevance to related entities.

For example, there are more than 600 facts (RDF triples) to view information
about the DBpedia entity “Imperatore Augusto”. This amount of information
cannot be presented to the user at a glance. Furthermore, each user may have
different preferences. Heuristics based on the statistical and semantic analysis of
the underlying RDF graph structure are applied to classify related entities based on
their relevance. Therefore, relevance rankings need to be customized. User behavior
can be monitored by analyzing the log file. With the user’s preferences, it is possible
to generate a profile and map it to a LOD sub-chart, representing the user’s interests.
This allows:

• subjective relevance ranking

• personalized search recommendations.
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Incremental visualization

Fenfire [137] (fig. 3.22), LodLive [123] (fig. 3.23), and LodView12 are Web
exploratory tools that allow users to browse LD using interactive graphs. The user
can explore LD by following the links starting from a given URI or a SPARQL
endpoint.

Figure 3.22. Fenfire

LodLive is a linked data visualization tool that allows the user to explore a
dataset starting from a single resource and then to widen the research by expanding
the properties of the elements displayed on the screen. LodLive can retrieve informa-
tion from several endpoints after providing the URI of a resource. It also provides an
autocompletion feature to the users for choosing the URI of the resource of interest.
Resources are drawn on the screen through circles that contain the value of the
property rdfs:label; then, other smaller circles are drawn concentrically. Every circle
represents an object connected to the central resource. If two objects are connected
through different properties, the link connecting them will report all labels related to
those properties. Smaller circles can be further expanded too. Adding new resources
via keyword or URI is impossible without deleting the complete graph. LodLive
emphasizes inverse properties, owl:sameAs relations, images, and geographic data.
For each of them, LodLive provides the special treatment. Inverse properties and
owl:sameAs are represented through particular smaller circles, images are collected
and shown in a reserved panel while geographic data are geolocalized on a map. A
helpful feature is to collect information from different endpoints about resources
referring to the same thing (connected through owl:sameAs property).

Summarized Visualization

H-BOLD [121] (fig. 3.24), the acronym for High-level visualization over Big
Linked Open Data, is the successor of LODeX. It aims to help the general user,

12https://lodview.it

https://lodview.it
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Figure 3.23. LodLive

without any knowledge about SPARQL and the content of a dataset, to explore
significant sources of linked open data. It offers incremental multilevel exploration,
using a community detection algorithm to construct the abstract levels effectively.
The visual interpretability of a dataset strongly depends on the amount of information
shown on the screen. For this reason, H-BOLD proposes an abstract visualization
of the dataset where classes have been aggregated into clusters. Users can further
incrementally explore classes. For summarized representation and exploration, H-
BOLD collects information (number of triples, class list, property list, and class
relations) about datasets in a data store and uses that information for generating a
“Schema Summary”. If the number of classes is high, a community detection algorithm
is executed to shrink the graph into the “Cluster Schema”. Cluster and Schema
summaries can be expanded on-the-fly for detailed visualization of the dataset. The
tool can create a fast and compact overview of the content of a SPARQL endpoint.

In the same context, RDF4U [130] (fig. 3.25) offers graph visualization over
summarized graphs. Researchers noticed that graphs are potent instruments for en-
hancing human comprehension due to their readability and synthesis, but this is true
when graphs display only relevant information. The RDF4U visualization approach
is based on combining graph simplification, triple ranking, and property selection.
The tool automatically analyzes data collected after querying and searches for re-
dundant information during graph simplification. Generally, redundant information
came from equivalent (e.g. owl:sameAs), transitive (e.g. skos:broaderTransitive) and
hierarchical classification (e.g. rdf:type, owl:subClassOf ) relations. Some endpoints
are equipped with reasoning functionality and return inferred triples. One common
action performed in this step is merging owl:sameAs nodes in a unique node. The
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Figure 3.24. H-BOLD

tool aimed to show information at different times, common information at first and
then show topic-specific information as the user wishes. The initial graph contains
only “Common Information” properties, but “Topic-Specification” ones can be added
to the graph through a simple button or by adjusting a range bar above the graph.
The user interface is minimal, helping users to focus on the graph. It is possible to
start research both by the URI of a resource or by a SPARQL query over a selected
SPARQL endpoint. This tool resulted in being adaptive for different kinds of users.
Both non-technical users and domain experts can visualize the information they
need. General users can hide domain-specific information by focusing on general
ones, while domain experts can directly visualize more specific information by hiding
the general ones.

The Graphless [118] (fig. 3.26) visualization tool generates summaries based
on statistical data, e.g., nodes’ connectivity degree and property frequency.

3.5.4 Advanced functionalities

For advanced functionalities, we want to indicate specific features that go beyond
those commonly offered by a specific interaction paradigm (such as view manipulation,
display properties, etc.).

Paths discovery

Some tools focus on analyzing the associations between LD entities. In this
context, associations (i.e., relationships) are considered the paths connecting the
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Figure 3.25. RDF4U

Figure 3.26. Graphless

entities in the LD graph.
RelFinder [132] (fig. 3.27) is a Web-based tool that offers interactive discovery

and visualization of relationships between selected LD resources. The main idea
behind RelFinder is that even domain experts do not know everything about their
research fields. RelFinder is a way to avoid missing essential relations in the Semantic
Web. RelFinder implements the incremental reduction strategy: filters can be applied
to increase or reduce the number of relationships that are shown in the graph and
to focus on certain aspects of interest
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Another critical aspect regards the visualization of extracted relations. The
higher the number of relations between different objects is, the easier it is to overlook
some of them. RelFinder includes four sequential steps:

• Object Mapping: in this step, requested resources must be mapped in semantic
elements. Where this is not possible at first, it must be considered to help
users via an auto-completion feature so that they can manually disambiguate
the elements he is looking for.

• Relationship Search: after the resources have been selected, the relationship
search starts over the selected dataset. Datasets are crawled to find the highest
number of relations since each could be important in certain situations.

• Visualization: in this step, relationships are presented to the user. The spatial
limitation is one of the most significant issues in enhancing human cognition.
The visualization layout should help the user understand what has been
extracted in the previous step. Valuable features that help human cognition
could include statistical information about the extracted relationship and some
aggregated visualization.

• Interactive Exploration: Highlighting interesting relations or interactive visu-
alization like fish-eye zooming could boost understanding of relationships.

RelFinder interface presents a window where the user can select the resources of
interest; he can also select more than two resources. The tool allows querying
different endpoints by adding new URLs in the setting menu.

Figure 3.27. RelFinder
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RelClus [135] (fig. 3.28) uses class/property hierarchies to generate hierarchies
of paths.

Figure 3.28. RelClus

WiSP [134] (Weighted Shortest Paths for RDF Graphs) (fig. 3.29) uses weighted
shortest path algorithms to identify and present the most relevant paths between two
resources. The weights are computed based on several metrics, e.g., PageRank and
node degree. The researchers’ main goal behind WISP is to investigate weighting
schemas for RDF graphs such that the weighted shortest paths are more interesting
than simple shortest paths. To help users select the resources of interest, WiSP
provides an autocompletion feature. The web application allows users to find
relations only in the Wikidata triplestore.

Figure 3.29. WiSP

The LODVader [136] (LOD Visualization, Analytics and DiscovERy) system
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visualizes linked datasets, following the graph layout used in the LOD cloud visu-
alization, where the nodes represent the datasets and the edges the links between
them. The system is built on top with an index structure and a database system,
which allow efficient link analysis and extraction techniques between the different
datasets and similarity computations.

3.6 Semantic annotations

Semantic annotations tools aim to annotate documents with entities, classes,
topics or facts, typically based on an existing ontology/KB. Some works on Semantic
Annotation include extraction and linking of entities and/or concepts (though not
typically relations).

Methods to semantically enrich unstructured content can be classified in three
main approaches [93] :

• manual;

• automatic;

• semi-automatic.

3.6.1 Manual

In the manual approach humans are fully in charge with the semantic annotation
of content.

Omeka S13 (fig. 3.30), for example, is a platform to connect digital cultural
heritage collections with other online resources, and SenTag [96], which enables
tagging a corpus of documents through an intuitive and easy-to-use user interface.
In manual systems, quality errors are reduced to human input errors, but the
throughput of the process is limited by the amount time knowledgeable people can
contribute to the process. Furthermore, the possible divergence in the criteria used
for classification by different users’ needs also be taken into account.

AKTiveMedia [142] (fig. 3.31) is a user-centric system for annotating docu-
ments with the support of text, images and HTML documents (containing both
text and images) with ontology-based and free-text annotations. Both author and
reader can perform annotations allowing the utilization of different ontologies. The
annotations are not stored in the document but separately with authorship allowing
users to share comments and annotations with other community members using a
centralized server. Most annotations are done manually, but various techniques are
available to reduce the effort of annotating.

13https://omeka.org

https://omeka.org
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Figure 3.30. Omeka S

Figure 3.31. AKTiveMedia

KIM [115] (Knowledge and Information Management) (fig. 3.32) platform
contains an ontology, a knowledge base, an automatic Semantic Annotation, indexing,
and a retrieval server. Like SemTag, KIM focuses on assigning to the entities in the
corpus links to their semantic descriptions, provided by the KIMO ontology that,
apart from containing named entity classes and their properties, is pre-populated
with a large number of instances. Created annotations are linked to the entity type
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and the exact individual in the knowledge base. KIM offers an infrastructure capable
of scalable and customizable information extraction, annotation, and document
management, based on GATE (the General Architecture for Text Engineering).
In order to provide a basic level of performance and allow easy bootstrapping of
applications, KIM is equipped with an upper-level ontology and a knowledge base
providing extensive coverage of entities of general importance. From a technical
point of view, the platform allows KIM-based applications to use it for automatic
Semantic Annotation, content retrieval based on semantic restrictions, and querying
and modifying the underlying ontologies and knowledge bases.

Figure 3.32. KIM

Thresher [143] (fig. 3.33) allows end-users, instead of content providers, to
unwrap the semantic structures nested inside Web pages. Thresher presents a web
interface allowing non-technical users to mark up examples of a particular class
quickly. By analogy, thresher learns from these examples, so it can induce wrappers
automatically that can be applied to the same page or "similar" web pages. Thresher
is aimed at Web pages with similar content (same type of object). Usually, web pages
are fed relational data through a template and, by analogy, extract the corresponding
information.

3.6.2 Automatic

Automatic methods use a variety of techniques (including machine learning
algorithms and natural language processing) in order to allow a machine to derive
semantic information from the unstructured content, with minimal user intervention.
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Figure 3.33. Thresher

AnnoTag [94] (fig. 3.34), for example, provides concise content annotations
by employing entity-level analytics in order to derive semantic descriptions in the
form of tags. The Arca [76] (fig. 4.1) system, thanks to the automatic association
of unstructured content with concepts in a knowledge graph (KG), allow complex
queries on data and visualization of semantic associations connecting concepts and
documents.

Figure 3.34. AnnoTag

OpenCalais14 (fig. 3.6) is a web service which automatically creates rich
14http://viewer.opencalais.com

http://viewer.opencalais.com
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semantic metadata from an unstructured text source. OpenCalais performs natural
language processing and uses machine-learning techniques to define entities in text.
Entities are divided into named entities, facts, and events. Constructing maps (or
graphs or networks) linking documents to people, companies, places, and other
entities is possible. OpenCalais is offered for free but with a daily limit of requests.

3.6.3 Semi-automatic

Semi-automatic approaches as the one presented here aim to get the best of both
worlds, by providing some form of collaboration between the machine, providing
automatic annotation, and the human experts, who are still able to control the final
result of the process.

An example is the one of tagtog15 [95](fig. 3.35), which is a collaborative tool
to annotate texts. It allows searching for documents and entities, but lacks the
capability of visualising relationships between entities.

Figure 3.35. tagtog

Recogito16 is an open source annotation tool [112] (fig. 3.36) with the aim to
facilitate linkages between online resources documenting the past. It allows users to
annotate text and images (i.e., ancient maps, images in digital books).

GoNTogle [144] (fig. 3.37) offers a framework for Semantic ontology-based
Annotations. It is possible to annotate different document formats and allows the
annotation of whole documents or fragments. Annotations are stored in a centralized
ontology server, maintaining them separate from the document. This framework

15https://tagtog.net
16https://recogito.pelagios.org

https://tagtog.net
https://recogito.pelagios.org
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Figure 3.36. Recogito

supports manual and automatic annotation, where the automatic annotation is
proposed with a learning method that explores past annotations made by the user
and textual information to make annotation suggestions automatically. GoNTogle
provides advanced searching facilities by utilizing a flexible combination of keyword-
based and semantic-based searches over the different document formats.

Figure 3.37. GoNTogle
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3.7 Exploration of a digital library

Many tools face the challenge of exploring the contents of a digital library, but
two in particular go in the same direction of this work.

Yewno Discover [7] (fig. 3.38) is an integrated system that offers classification
and visual exploration of academic materials to help scholars in their research,
but is not adaptable and flexible to different contexts of use, except with ad hoc
adjustments. Furthermore, in respect to the proposed system, it makes limited use
of the KG structure for exploration, which is at the core of the research questions
posed here.

Figure 3.38. Yewno Discover

Sampo-UI [89] (fig. 3.39) is a framework that provides a set of reusable and
extensible components, application state management, and a read-only API for
SPARQL queries, which can be used to create a user interface for a semantic portal.
Sampo uses different search paradigms: free-text search, faceted search, geospatial
search, and temporal search. It provides the users with different views of the search
results in tables, lists, geospatial, or temporal visualizations. Differently from Sampo
UI, the system proposed in this thesis, offer also a knowledge extractor service from
unstructured data and a semantic enrichment service.

Another tool used for explore a digital library is Talk to Books. Talk to Books17

is a tool by Google to explore ideas and discover books by getting quotes that respond
to user’s queries. It aims at helping users to find relevant books that may not be
directly identified through keyword search, but does not provide a way for the user
to autonomously explore the underlying knowledge base.

17https://books.google.com/talktobooks/

https://books.google.com/talktobooks/
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Figure 3.39. Sampo-UI
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Chapter 4

A visual searching tool for
cultural digital artifacts

Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.1.1 Comparison with the SOTA . . . . . . . . . . . . . . . . . 73
4.2 System requirements . . . . . . . . . . . . . . . . . . . . . 74

4.2.1 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.2 Research questions . . . . . . . . . . . . . . . . . . . . . . 76
4.2.3 Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3 Technical background . . . . . . . . . . . . . . . . . . . . . 77
4.4 The system . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4.1 Software modules . . . . . . . . . . . . . . . . . . . . . . . 79
4.4.2 The data model . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4.3 The user interface . . . . . . . . . . . . . . . . . . . . . . 85
4.4.4 Implementation . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.5 Choices and motivations . . . . . . . . . . . . . . . . . . . 89

4.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.5.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.1 Introduction

In this work, it was analyzed the applicability and usefulness of a corpus search
and exploration paradigm based on the transparent use of knowledge graphs. To
this purpose, a tool called Arca has been developed. It includes a pipeline for
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semantic enrichment of textual content and a user interface that enables search and
exploration of the corpus through visual navigation of a knowledge graph of topics.

The extracted semantics and user interface is supporting different general search
behaviors, which were deemed useful in the specific use case. The main general
supported search behaviors are the following:

• find documents relevant to a specific topic;

• expand or specialize searches by moving through related topics;

• have visibility of available related resources, which could potentially be of
interest;

• visually organize the resources found by considering their relationships and
properties;

• find topics and documents at the crossing of multiple topics, possibly of different
kinds (places, people, time periods, etc.).

4.1.1 Comparison with the SOTA

The analysis of tools (chapter 3) for the management and visualization of semantic
data, tagged by characteristics, functionality and paradigms of visualization and
interaction (fig. 3.2, 3.3), leads to the presentation of the tool proposed in this thesis:
Arca, the acronym of Academic Research Creativity Archives (fig 4.1).

Figure 4.1. Arca tool
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Like the L’Erma and Torrossa tools, Arca was created to search and view a
digital library’s contents. Unlike the latter, Arca is a modular tool (like Apache
Stanbol) that includes a knowledge extraction and semantic enrichment engine and
an interface for searching and exploring data. The graph-based visualization has
been selected as a paradigm with a multi-level representation of information. The
books and their associated contents are highlighted at the centre of everything.
The mode of interaction is incremental concerning the information sought: we pass
from the particular to arrive at the general. Interaction supports serendipity, a
concept according to which unexpected information can be reached by exploring
and navigating the graph. Arca allows the creation of visual queries through the
component “trace path” integrated. Trace path allows the achievement of information
common to two selected concepts, such as books containing two concepts or concepts
common to two books. Furthermore, Arca integrates an association validation
system to support a collaborative improvement of data quality.

An in-depth analysis of the tool proposed in this thesis is presented in the next
chapter 4.

In conclusion, we can summarize the research contribution that the development
of the Arca tool (protagonist of this thesis) has brought concerning the state of art.

Research contribution

Compared to the tools analyzed so far, Arca allows the incremental exploration
of knowledge graph information (supporting the principle of serendipity) with
the novelty of application to the exploration context of a digital library. Arca
aims to facilitate the search, viewing and exploration of books or documents
that deal with the information sought. Among the tools analyzed, no sys-
tem focuses on exploring a catalogue of books that exploits the interaction
paradigm adopted by Arca.

The remaining sections are organized as it follows. Section 4.2 reports the
design process starting from identifying user requirements to the final interface’s
development and implementation. Section 4.3 introduces some technical background
needed for appreciating the proposed system, which is then detailed in Section 4.4.
Section 4.5 reports the evaluation process and analyzes the findings.

4.2 System requirements

The publishing house’s specific use case offered the opportunity to adopt a
user-centered design approach to identify and refine the system requirements. From
informal interviews with publishing house representatives and a team of researchers
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in the same domain an initial set of requirements has been identified:

• the user should be able to search entities textually;

• for an entity, the user should be able to see the relevant books;

• the user should be able to navigate among entities, following semantic rela-
tionships between them;

• for a document, the user should be able to access the basic information and
be informed on how to obtain it (buy it from a bookstore, borrow it from a
library, etc.);

• any user should be able to perform operations without being taught how to,
by following established interaction patterns and metaphors.

A series of intermediate evaluations were carried on, including the following
methods:

• evaluation of extracted data quality by expert analysis;

• tests and discussion with low fidelity prototypes (as an example, the reader
can see the mockup in Figure 4.2, which was one of the initial proposal, and
can compare with the interface shown in Figure 4.7);

• tests and discussion with high fidelity prototypes (progressively closer to the
final system).

During these iterations, the following additional requirements were identified:

• entities which appear more frequently in a document (main topics) should be
distinguished from less relevant entities;

• users need to check the textual context in which an entity was found in a
document.

4.2.1 Approach

Arca is the software system designed to enable the KG-based exploration of a
given text corpus and test the listed hypotheses.

The system is organized according to the following main functions:

• extraction of entities from a given text corpus;

• integration between available metadata, extracted entities present in the text,
and data from external knowledge bases;
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Figure 4.2. The mockup of the user interface.

• consolidation of the local data in a KG stored in a triple store;

• search and exploration of the corpus through the navigation of the KG in a
composite user interface.

In order to ensure the whole solution is useful for potential users, it has been
implemented and evaluated within a specific case study: exploring the book catalog
of a medium-sized publishing house specializing in ancient history. The concrete
case study offered the context for fruitful exchange among the stakeholders that are
often involved in scenarios of information retrieval and library search:

• who maintain the corpus (the publisher);

• who need to search the corpus (researchers of the field and interested individu-
als);

• who develop the software solution (in this case the authors of the present
study).

4.2.2 Research questions

For the sake of the analytic approach, it was framed the experimentation effort
through a set of research questions. The questions elicited below are relevant to the
application of KG-based approaches for the exploration of text corpora.
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Q1 Would users exploring a corpus of text profit from the semantic navigation of
the associated KG of topics?

Q2 What kind of user interface would effectively support such a navigation?

Q3 What kind of users, scenarios, and tasks would benefit from this interaction
paradigm?

Q4 Does building and maintaining a semantic enrichment and KG creation pipeline
necessarily involve high upfront costs and highly skilled developers?

4.2.3 Hypotheses

To reply to the questions above, the presented study it was designed to test the
following main hypotheses.

H1 (relevant to Q1 and Q2). Users will be able to effectively explore a text
corpus through a KG-based user interface, which offers the following main functions:
a. finding concepts through text search (among the ones pertinent to the specific
domain), b. visually navigating the concepts and their relationships, and c. showing
documents relevant to the selected concept.

H2 (relevant to Q3). The method, given a corpus of texts in a specific do-
main, will benefit both users with little knowledge of the domain (by supporting
semantically-relevant discovery) and domain experts (by enabling a topic-oriented
visual organization of the documents).

H3 (relevant to Q4). It is feasible to build a ready-to-use complete system,
including both semantic enrichment pipeline and web-based front end, which is able,
with only some configuration, to be applied to any specific corpus to enable the
KG-based exploration.

While the first two research questions and related hypotheses are relevant for
investigating the benefits of the proposed approach for the end users, the last research
question and hypothesis investigate the usefulness and portability of such a system
to different contexts of use.

4.3 Technical background

This section describes the technologies underlying the proposed system briefly.
Semantic technologies enable the transformation of unstructured information, like
those present in the textual PDF documents, to structured data.

The semantic web [31, 32], according to Berners-Lee, is “a web of things of the
world, described by the data on the web” [33]. The concept is generic, but contains
some crucial references:
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• the network (graph);

• things (objects related in a meaningful way);

• data (no longer records, but connections among nodes of a network).

The concept of the semantic web is closely related to the concept of linked data
as an effective method and technique for simplifying and homogenizing solutions to
identity and interoperability problems, promoting the univocal identification of data
in the dialogue between heterogeneous systems.

Linked data [146] is based on a set of techniques that, through shared vocabularies,
allows non-human agents to understand content published on the web. The linked
data initiative includes both technology and a set of best practices for publishing
data on the web in a readable, interpretable, and usable way by a machine.

A knowledge graph [147] (section 2.3) is a set of graph-structured data where
nodes represent entities of interest and edges represent relationships between them.
A part from the data model, what distinguishes a knowledge graph from a typical
database is that it is not tied to a specific application. A knowledge graph is
meant to hold information that is of interest for a company, a community, a domain
of knowledge, or even include data from multiple domains. This graph is often
enriched with various forms of schemata, rules, ontologies, and more, to help validate,
structure, and define the semantics of the underlying graph. When considered at
web scale, the idea of knowledge graphs overlaps with the concept of linked data.

Making data understandable to machines implies the sharing of a typical data
structure. The RDF (Resource Description Framework) [34] is the language proposed
by the W3C for achieving a standard data structure as a graph, in the context
of linked data. In RDF data are organized around resources. Relations between
resources are represented through triples, i.e. subject-predicate-object associations.
Subject and object are a pair of related resources. The predicate is another resource
which specify the meaning of the relation. Resources used in the predicate role are
called properties. Furthermore, the object of a triple can also be a literal, i.e. a simple
value conforming to some basic datatype as string, integer, date, etc. Resources
have types too, which are specific resources called classes. A resource may have
multiple types. An RDF graph is defined as a set of triples.

SPARQL [151] is one of the key technologies of the semantic web, and it is used
to retrieve and manipulate RDF data from the knowledge graphs available on the
web. The SPARQL endpoints allow clients to issue SPARQL queries over a dataset,
receiving direct results from the server.
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4.4 The system

The software system has been implemented and tested in the specific use case,
but it is designed for general use. The aim is to offer a ready-to-use package to
explore any corpus of texts through a specialized KG visually. In this section, the
software is described starting from its modular organization. Then an overview of
the data model and structure of the integrated KG is presented. Later the user
interface is described. Finally, the implementation details are given.

4.4.1 Software modules

Figure 4.3 shows informally the system’s main software modules, the different
user categories, and the data flow among them. For clarity, modules and flows
are organized in the main functional areas (numbered from 1 to 4). The system is
composed of a pipeline to build the KG and a web-based front end to search the
corpus using the KG.

The pipeline can be seen as composed of three steps, roughly corresponding to
the functional areas 1, 2, and 3 of the diagram in Figure 4.3: in the first step, newly
added documents of the corpus enter the pipeline; in the second step, semantic
enrichment services extract information from the documents; in the third step, the
generated data is consolidated locally to be also integrated with additional data
provided by external services.

RDF is used to represent all the data items in the pipeline, employing existing
vocabularies and ontologies whenever possible and creating new terms if needed.

In the first step, the documents’ content (e.g., PDFs) is stored in the system,
along with the relevant metadata. In the current version, the documents are loaded
by copying them in a directory, but it will be generalized with a repository that
supports the linked data container API. The repository will then be maintained by
the catalog maintainers (e.g., editors or librarians) through a dedicated front-end
application. It will also be possible to connect it directly with existing databases or
systems for automatic content insertion or update.

In the second step, the documents analyzed by a set of semantic enrichment
services give as output the knowledge extracted from the content expressed using
existing models and KGs. Currently, a service providing entity extraction (Dandelion
Api1) is called. The result is a set of the recognized entities (identified as DBpedia2

resources) alongside the document’s point in which the entity was found. An adapter
converts this information to RDF to be later integrated with existing metadata and
the DBpedia KG.

1Dandelion API - https://dandelion.eu/
2https://wiki.dbpedia.org/

https://dandelion.eu/
https://wiki.dbpedia.org/
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Figure 4.3. Diagram describing the flow of data in the system.

In the third step, both the metadata coming from the linked data container
and the knowledge extracted in the previous step are stored in a triple store as an
integrated KG. Due to the distributed nature of linked data, relevant additional
external data may be either added to the triple store in this step or kept separated
and accessed on demand when needed.

Finally the “Information Retrieval” functional area (number 4 in Figure 4.3)



4.4 The system 81

refers to the actual usage of the KG to search and explore the corpus by generic users
as well as domain experts. Users can use a web-based front end offering the visual
user interface described in Section 4.4.3. The front end is able to integrate on the
fly data from the local triple store and other linked data sources. In the specific use
case, the data from DBpedia is integrated on demand, so that the explored KG is a
virtual graph obtained by merging the local KG with the DBpedia KG. Furthermore,
the local data being in a triple store, direct access through a SPARQL endpoint can
be enabled, thus providing expert users with a means to perform advanced queries
and further integration.

4.4.2 The data model

The data gathered in the process described in Section 4.4.1 is stored as a
knowledge graph, which will be referred to as Arca Knowledge Graph.

The Arca KG is an RDF graph that describes:

• information extracted automatically during the knowledge extraction process
from books;

• existing metadata associated with books.

The Arca KG makes use of multiple vocabularies, providing a set of classes and
properties to describe the given domain.

Tables 5.1 and 5.2 list respectively classes and properties employed to define
Arca KG. Listing 4.4 shows a fragment of RDF describing some of the information
associated with a book.

The data model incorporates a new vocabulary, described below, as well as the
following existing vocabularies.
SKOS 3 is a common data model for knowledge organization systems such as
thesauri, classification schemes, subject heading systems, and taxonomies. The
property skos:broader is adopted to define hierarchical relations among concepts. See
lines 54 and 58–61 of Listing 4.4.
FOAF4 provides terms for describing people and organizations, documents associated
with them, and social connections between people. The property foaf:depiction is
used to associate the books with their cover image. See line 23 of Listing 4.4.
SCHEMA5 provides to mark up website content with metadata about itself.
Properties from SCHEMA are used to connect the authors and the ISBN codes to
the books. See lines 7 and 9 of Listing 4.4.

3see https://www.w3.org/TR/swbp-skos-core-spec/
4Friend Of A Friend - see http://xmlns.com/foaf/0.1/
5Schema.org - see https://schema.org/

https://www.w3.org/TR/swbp-skos-core-spec/
http://xmlns.com/foaf/0.1/
https://schema.org/
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Table 4.1. Arca KG Classes

name description

FROM ARCA NAMESPACE

arca:Book A "Book" is a PDF document analyzed and inserted into the Arca system.
The use case included books on ancient Roman history, but the ontological
skeleton described here is applicable to any subject area.

arca:Snippet A "Snippet" is a text fragment which represents the textual contexts of the
document in which a concept has been found

FROM OTHER NAMESPACES

dbo:Person A person (alive, dead, undead, or fictional).

madsrdf:Temporal Describes a resource whose label represents a time-based notion.

madsrdf:Topic Describes a resource whose label represents a topic.

madsrdf:GenreForm Describes a resource whose label is a genre or form term. For example, biogra-
phies, catechisms, essays, hymns, or reviews, daybooks, diaries, directories,
journals, memoranda, questionnaires.

MADS/RDF (Metadata Authority Description Schema in RDF)6 is a data
model for authority and vocabulary data used within the library and information
science (LIS) community, which is inclusive of museums, archives, and other cultural
institutions. Here classes from MADS/RDF have been adopted to identify different
classifications of books present in meta-data. See lines 44, 47, and 50 of Listing 4.4.
DC (Dublin Core)7 is a metadata vocabulary used by many libraries. Properties
from DC are used to connect the books’ title, date of publication, language and
abstract to the books. See lines 3–6 of Listing 4.4.
DBO (DBpedia Ontology)8 is the ontology used within DBpedia. Here Person
class from DBO has been adopted to define books’ authors. See lines 35, 38, and 41
of Listing 4.4.

Documents are defined by the Arca class arca:Book (cfr. Table 5.1; line 1 of
Listing 4.4). The metadata concern:

• the title, language, publication date, and abstract of each book (lines 2–6);

• the authors (see schema:author lines 10–12, 35, 38, and 41);

• the topic of the book (see dc:subject lines 15 and 44–45);

• the type of book (see dcterms:type lines 18 and 47–48);
6MADS/RDF - https://id.loc.gov/ontologies/madsrdf/v1.html
7Dublin Core - see https://dublincore.org/
8DBpedia Ontology - see https://www.dbpedia.org/resources/ontology/

https://id.loc.gov/ontologies/madsrdf/v1.html
https://dublincore.org/
https://www.dbpedia.org/resources/ontology/
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Table 4.2. Arca KG Classes Properties

name description domain range cardinality

FROM ARCA NAMESPACES

arca:concept Represents the concept of a doc-
ument

arca:Book owl:Thing multiple

arca:top_concept Represents the top concept of
a document

arca:Book owl:Thing max(10)

arca:containEntity Refers to the snippet for the
extracted concept

arca:Snippet owl:Thing funcitonal

arca:intoBook Refers to the document in
which the snippet appears

arca:Snippet arca:Book functional

FROM OTHER NAMESPACES

rdfs:label Represents the human-readable
name of a given resource

rdfs:Resource rdfs:Literal functional

dc:date A point or period of time associ-
ated with the publication date
of the document

rdfs:Resource rdfs:Literal functional

dc:language A language of the document rdfs:Resource dbo:Language functional

dc:title The title of a document rdfs:Resource rdfs:Literal functional

dc:about further specifications on the
document

rdfs:Resource rdfs:Literal functional

dc:subject A topic of the document arca:Book madsrdf:Topic functional

dc:description The description used to specify
the content of a Snippet

arca:Snippet xsd:string functional

dcterms:type The genre of the document arca:Book madsrdf:GenreForm functional

schema:ISBN The ISBN of the book rdfs:Resource xsd:string functional

schema:author The author of the document arca:Book dbo:Person multiple

dcterms:temporal Temporal characteristics of the
document

arca:Book madsrdf:Temporal functional

foaf:depiction Represents the cover image of
a book

arca:Book foaf:Image functional

skos:broader Explicit expression of the rela-
tionships between and among
concepts

arca:Book owl:Thing multiple

• the era of which the book narrates (see dcterms:temporal lines 21 and 50);

• the cover of the book (see foaf:depiction line 23);
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Figure 4.4. RDF Fragment.

The information extracted automatically concerns all the concepts contained in
each book (see arca:concept line 25) and the main ten concepts that describe a book
(see arca:top_concept line 30) together with the position of the character of beginning



4.4 The system 85

and end in the text where the concepts were extracted. This last information is used
to generate snippet resources (lines 64–70), having type arca:Snippet and associated
to a text context (dc:description line 66) of the extracted concept (arca:containEntity

line 67) from a specific book (arca:intoBook line 69).
Four dedicated namespaces have been defined to build unique IRIs from categories

in the existing metadata. In the Listing 4.4 they are associated with the following
prefixes:

• author: for authors;

• metadata_subject: for topic;

• metadata_type: for book genres;

• metadata_age: for historical time periods.

Figure 4.5 shows some of the properties described in the RDF fragment, as part
of the user interface described later. Figure 4.6 is another view of the user interface,
in which part of the RDF graph described in the fragment is represented visually.
The arca:Snippet class, described in Table 5.1, is illustrated in Figure 4.8.

4.4.3 The user interface

The visual user interface9 is composed of two main components (see Figure 4.7).
The first component contains the visualization and search of the entities (part 1
fig. 4.7) contained in the KG. It is a customized version of the Ontodia workspace
(briefly described in Section 3.5). The second component shows the list of documents
associated with the selected entity (part 2 fig. 4.7), offering further interaction.

Exploration of the knowledge graph

The knowledge exploration component (see part 1 of Figure 4.7) has the following
features.
Searching graph entities. The left panel enables search for entities in the
knowledge graph, corresponding in the use case mainly with entities from DBpedia.
For example, typing “Rome” the user gets all the entities containing that string in
their label. One or more of the returned entities (e.g., the one corresponding to
Rome’s city) may be loaded to the graph navigation panel through drag-and-drop.
Knowledge graph navigation. The central panel allows the user to navigate
the KG. Starting from any shown entity, its connections, i.e. RDF triples in which
the given entity is subject or object, can be expanded (hence adding the connected

9http://arca.diag.uniroma1.it:5000

http://arca.diag.uniroma1.it:5000
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Figure 4.5. Visual exploration of a resource properties 4.4

entities to the graph). Rather then expanding all the connections the user may select
specific RDF properties (e.g., birthplace). Figure 4.5 shows the box with expanded
information about a book along with the box to chose connections by RDF property.
Furthermore, the connections among shown entities are shown by default, as they
may be of interest. The navigation panel is coordinated with the document list panel
(described below and shown in part 2 of Figure 4.7) so that the latter shows the list
of documents which include as topic the entity currently selected in the former.
Documents as entities. Apart from being shown in the document list panel,
documents can also be explored as entities themselves in the KG exploration.
They are linked to their topics by two types of semantic connections: concept for
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Figure 4.6. Visual exploration of the RDF fragment in Listing 4.4

any entity found in the text, top concept for the ones recognized as main topics for
that text. This choice enables further ways to interact with the system:

• starting from a document, to explore its topics and then possibly other docu-
ments from them (e.g., in Figure 4.7, from the book The Tale of Cupid and
Psyche to the topic Rome and then to the book Scutulata Pavimenta);

• from shown entities, to visualize which documents are about two or more of
them (e.g., in Figure 4.7, the book The Tale of Cupid and Psyche is both
about Rome and, specifically, about Castel Sant’Angelo).

Kinds of entities. Different colors are used as an aid to distinguish three broad
sets of entities:

• DBpedia entities not found in the corpus are in blue;

• DBpedia entities found at least once in the corpus are in green;

• documents are in red.

Document list

The document list panel (part 2 of Figure 4.7), which can be shown or hidden as
needed, shows the list of documents associated with the entity currently selected in
graph exploration panel, i.e. the documents whose extracted entities include that
one. The documents may be shown ordered by year of publication or by relevance
(if for that document it is a main topic or just a topic). By clicking on the info
button of a book, a modal window with further information on the document is
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Figure 4.7. The user interface.

opened (see Figure 4.8). The information includes the list of snippets, i.e., all the
textual contexts of the document in which the selected concept has been found.

Trace path

The tool shows the connections between two selected entities. Thanks to the
complex queries that can be processed on the knowledge graph, this tool identifies
all the books connected to the first selected entity (in the case of Figure 4.9 “Ancient
Rome”) and all the books connected to the second selected entity (“Monument”)
and makes an intersection on the two sets, showing only the books and links in
common.

4.4.4 Implementation

For the triple store at the core of the system, it is Blazegraph10, while the pipeline
which builds the KG is developed in Python.

The web front end is developed using the React framework11 for modularity. It
includes customized components from Ontodia as well as components built from
scratch. The code is maintained in a public repository on GitHub12.

In the publishing house use case, some books do not exist natively in electronic
format, for which the scanned pages go through the OCR of the software ABBYY

10https://www.blazegraph.com/
11https://reactjs.org/
12https://github.com/EleonoraAI/ARCA-frontend

https://www.blazegraph.com/
https://reactjs.org/
https://github.com/EleonoraAI/ARCA-frontend
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Figure 4.8. Sentences.

FineReader Pro 1513. For semantic enrichment, it was used the external entity
extraction (NERL) web service offered by the Dandelion API14which offers several
text analysis services for many languages: entity extraction, text similarity, text
classification, language detection and sentiment analysis. Dandelion relates segments
of the input text to resources in Wikipedia, along with a confidence value. Neverthe-
less, given the flexibility of the Arca service integration mechanism, the system is
not tied to this specific service.

4.4.5 Choices and motivations

In Section 4.4, the sub-elements of the system have been described in detail. In
this final subsection, were deepen the purposes that led to the design and development
of each system element.

13https://www.abbyy.com/en-eu/finereader/
14https://dandelion.eu/

https://www.abbyy.com/en-eu/finereader/
https://dandelion.eu/
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Figure 4.9. Trace path.

Following, are listed the choices adopted in the development of the system and
its sub-elements that support the motivations and the requirements described in
Section 4.2.

• the system’s modular design (cf. Section 4.4.1 Software Modules), which
allows easy management and maintenance of a ready-to-use system. Thanks
to the modularity, each module independently manages the different phases of
knowledge extraction, semantic enrichment, entity linking, connection to other
knowledge bases and complex queries called up through intuitive and usable
interface components.

• the search bar (cf. Section 4.4.3 Searching graph entities), which allows to
search for a topic and to:

– find concepts consistent with what is being researched and extrapolated
directly from the documents of the corpus of texts inserted in Arca;

– find documents whose title is semantically consistent with what is sought
(cf. Section 4.4.3 Documents as entities);

– find other semantically coherent resources deriving from the knowledge
graphs integrated into the search system (cf. Section 4.4.3 Kinds of
entities);
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• the graph navigation mode (cf. Section 4.4.3 Knowledge graph navigation),
which supports the user in accessing connected resources and discovering new
information following the philosophy of serendipity.

• direct access to the list of documents (belonging to the digital library included
in Arca) in which the topic of interest is discussed.

• the possibility of finding topics in common with different resources (cf. Section
4.4.3 Trace path).

4.5 Evaluation

The system has been tested in the context of a specific use case: exploration of
the book catalog of medium-size publishing house, specialized in classical antiquity.
The anticipated final users of the tool can be roughly classified in two categories:

• domain experts who may adopt a new approach to search and discover resources
in the context of their research;

• curious people who want to explore new topics.

Arca’s evaluation process lasted two years and was characterised by three phases:

• an evaluation of the extracted data, from the point of view of quality and
usefulness, with the help of domain experts;

• a small-scale qualitative user-based evaluation of the tool with a some re-
searchers of the field;

• a larger and richer user-based evaluation of the tool, both on its own and in
comparison with other existing solution, which involved both students and
researchers of the field.

In the first two evaluation phases, discussed in previous work [82], the focus was
on analyzing the limits and margins for improvement of Arca with the involvement of
researchers experts in the relevant domain, who had also participated in the design
process. It was possible to identify problems in the extraction of topics from the
books and get feedback to improve the whole system.

The third evaluation phase involved thirty users and included both a comparative
evaluation with other three tools offering similar functionality (Lerma, Torrossa, and
Yewno) and a specific evaluation of Arca on its own. Both parts of the evaluation are
task-based and contain questions designed to evaluate multiple factors of the user
experience and elicit perceived strengths and limitations of the tool. The following
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subsections describe in detail this experiment: the setup, the obtained results, and
their discussion. The raw data gathered from the test are also publicly available
online on Zenodo [152].

4.5.1 Setup

As anticipated, the third phase of evaluation has been a user test involving
thirty users, who were students and researchers in the field of classical antiquity.
Participants had different levels of academic education: nine secondary school
qualification, five bachelor’s degree, seven master’s degree, seven PhD15.

Choosing students and researchers of the specific field considered in the use case
was crucial to the experiment: it allowed to assume at least some level of interest for
the considered topics and provided a way to partially predict the level of relevant
background knowledge based on the reached academic qualification 16. Albeit all the
involved users study the field at an academic level, their diverse level of academic
education partially covers the requirement of H2 to test the tool with users of varying
levels of knowledge of the domain.

In order to carry on a comparative evaluation, a task-oriented setup planned.
This task enabled the users to access four different tools on equal grounds, in random
order, and remaining unaware of the fact that one of the tools (Arca) is developed
by us. The comparative evaluation included two tools providing simple text-based
search (Lerma and Torrossa) and two tools providing search enhanced by semantics
(Yewno and Arca).

The task-oriented comparative evaluation was compounded by a part of the
evaluation focusing on specific aspects of Arca. This part was scheduled in the end,
to preserve the fairness of the comparative evaluation.

Just when was planed the last phase of evaluation, the COVID-19 pandemic
broke out and it was not possible to carry out the third phase of the evaluation in
presence. For this reason, the process was re-designed to make users autonomous
and able to perform the required activities and answer questions while using the
system from home.

Given the richness and complexity of the evaluation, the goal of comparing
multiple tools, and the necessity for the users to be able to perform the whole process
autonomously, a lot of effort was put in a carefully designed user interface that

15Two replied other.
16We are aware the relationship between education and level of knowledge of a field is far from

straightforward, but other measures have also limits (self-reporting is highly subjective and directly
testing the knowledge with limited available time would also be very problematic). Furthermore,
we use the academic level mainly as a way to ensure some diversity among the users, rather than
an exact proxy of knowledge of the domain.
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was able to guide the users step by step through each required activity and each
question.

Based of existing literature of the evaluation of search tools [153], multiple
measures belonging to the two following categories was identified:

• subjective self-reported measures given by users, like quantitative answers on
Likert scales or qualitative answers to open questions;

• objective measures, such as the log of the events from the user interface, the
time to complete a task, and the words searched.

For the organization of the questions and the activities to be carried out by users
during the test, the scheme proposed by Kelly [154] was followed. Kelly proposes
to organize the questionnaires to evaluate interactive information retrieval systems
(IIR) in five parts: demographic (e.g., gender, age), pre-task (e.g., prior knowledge of
the system or topic), post-task (e.g., task satisfaction), post-system (e.g., the overall
experience of interacting with an information system), and exit (e.g., cross-system
comparisons of ease of use or preference). Below are the categories of questions used
in this work.
User info:

• demographic (gender, age, level of education);

• pre-task (prior knowledge of relevant topics).

System evaluation (phases repeated for each of the four compared systems):

• task (the user is asked to navigate the system in order to retrieve a piece of
information);

• post-task (quantitative evaluation of efficiency, effectiveness, and satisfaction
to measure the usability).

Arca system in-depth evaluation:

• task (the user is asked to navigate the system in order to retrieve a piece of
information);

• post-task (quantitative evaluation of efficiency, effectiveness, and satisfaction
to measure the usability);

• post-system (the overall experience of interacting with Arca system).

To ensure the evaluation results’ reliability, the following criteria was established:
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• the whole process was executed through a self-administered web questionnaire,
which ensured a level of distance between researcher and participant;

• users started directly with the comparative evaluation of the search systems
without ever discussing Arca or its characteristics before;

• the four compared systems were presented in the same way and in a different
order for each user group, asking them at the end of each navigation for
feedback on their usefulness, satisfaction and ease of use.

To ensure the validity of each evaluation request’s results, a clear objective on
what to evaluate and with which metrics to do it best was established. For example,
to measure usability, efficiency, effectiveness/usefulness and satisfaction with Likert
scales with a rating of one to five was measured.
Key Factors. During the test, the proposed activities and subsequent questions
were aimed at investigating the user interaction experience with the interface. In
particular, the questions asked at the end of the activity tried to extrapolate an
assessment of the key factors listed below.

• Satisfaction. Namely, investigate how good is the system for the research
objective, intended as the discovery and retrieval of information in a digital
library.

• Effectiveness. How effective is the system in showing users the information.

• Support. How much the system supports the user during the searches and
exploration of a digital library.

• Usefulness. It directly impacts the usage of any system [163]. Therefore,
usefulness can be considered a critical usability factor.

• Learnability. Analyze the way users adopt and get familiarized with the
systems.

Use case. Inside Arca 112 books have been inserted concerning the history of
Roman archaeology.
Users. Fifty-two people were selected for the test, including students and researchers
from the domain of books contained within Arca.
Communication. All communications between the Arca team and the evaluating
users took place by email.
The first email sent gave each user their login credentials and asked them to perform
the three phases of the test:

• comparison of the four platforms proposed for searching books;
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• in-depth evaluation of a single search platform (Arca);

• reply to a set of open questions on the whole process.

4.5.2 Results

The test, started in December 2020 and lasted for a month, is composed of four
parts that were performed in this order:

1. the collection of personal data and self-assessment on knowledge background;

2. the comparison test of four book search platforms: Arca, Yewno, Lerma,
Torrossa;

3. the evaluation test of Arca;

4. the test with open questions to express final evaluations.

This compilation order was chosen to respect the impartiality of judgment during
the tests’ execution: to not put Arca in a more favored position than the other
search systems.

Regarding the number of participants who have completed each test part, there
are:

• twenty-five users who completed all four parts;

• one user who has completed the first three test parts;

• four users who completed the first two parts.

On average, users completed the three parts of the test for more than an hour.
The event log, traced during the evaluation, revealed that most of the interactions

with the interface. All interaction actions with the user interface are considered,
excluding those that do not significantly affect the flow of the interaction (such
as clicking on the buttons with the tutorials and consulting the search history).
The 33.25% of user interactions concerned the search for terms (see Figure 4.10);
29.36% involved adding concepts to the whiteboard; 24.16% concerned the selection
of elements; 6.38% concerned the elimination of concepts from the dashboard; 5.03%
(“connections:loadLinks” and “connections:loadElements”) concerned the exploration
of the selected concepts; finally, 1.82% concerned modifying the searched keyword in
the search bar.

The first part of the evaluation contains personal data and general information
about the user’s background on information visualization, knowledge graph and
visual interfaces for querying and interacting with data. Figure 4.11 shows, with a
Likert scale, that general knowledge on the required topics is very low.
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Figure 4.10. Percentage of event by type of action

Figure 4.11. User background

Users who participated are mostly students and researchers in the humanities
field. They are aged between twenty and forty-four, in particular 55% are between
twenty and twenty-nine, 41% are between thirty and thirty-nine, 4% are over forty.
Regarding the gender 49% are men and 51% women. Regarding education, 37%
have a diploma, 40% have a degree, and 23% a Ph.D.

Comparative evaluation

After assigning the user the first search platform to test (randomly between Arca,
Yewno, Lerma and Torrossa) and introducing him to its use, the task was to search
for two books about two Roman hills. In Figure 4.12, the task one, associated with
each search platform, indicate the search of the first book which talk about two
Roman hills, while two indicates the search of the second book.

This task was created to encourage the user to follow multiple search paths
without forcing him to a linear, and a sequential path to better evaluate the search
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Figure 4.12. Completion of the comparative evaluation tasks

platform’s usefulness, as explained in the research carried out by Liu et al. [155].
Not all users were able to complete the task, that is, to find the two required

books. The positive results were checked to verify that the books’ titles, indicated
by users, actually contained two Roman hills. The return is that all users, who
managed to complete the task, correctly indicated the books’ titles.

After completing the task, the user was asked five quantitative questions with
a Likert scale. The numerical score chosen for the likert scale is from one to
five which represents the corresponding qualitative evaluation from “None” to
“Very Much”. Figures 4.13 and 4.14 show the distribution of the qualitative scores
given to each research platform used: Lerma, Torrossa, Arca and Yewno. For the
statistical analysis of the results, a one-way ANOVA was conducted to determine
any statistically significant differences between the means of given scores to evaluate
the key factors of satisfaction, effectiveness, support, usefulness and learnability for
the four interfaces. Since the result of analysis of variance (F -value) is significant,
it is necessary to use a Post-Hoc test [156], to identify which samples are different
because the ANOVA test shows only that there is a difference between the means
but does not indicate which means are different. The t-test is the selected Post-Hoc
in this work. p < 0.05 was selected as the significance threshold.
Learnability
§The learnability factor was evaluated with the following post-task question: “How
easy was it to complete the task?”. The one-way ANOVA revealed that there was a
statistically significant difference in mean value of ease in completing the research
activity between at least four groups (F(4.60, 1.09) = [4.20], p = 0.01).
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Figure 4.13. Comparative evaluation: distributions and averages - part 1
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T-Test for multiple comparisons found that the mean value was significantly different
between:

• Arca and Yewno (p = 0.01, statistics = 2.86)

• Lerma and Torrossa (p = 0.03, statistics = -2.29)

• Torrossa and Yewno (p = 8.32 × 10−4, statistics = 3.73)

At the same time, there was no statistically significant difference between:

• Arca and Lerma (p = 0.17, statistics = 1.39)

• Arca and Torrossa (p = 0.33 , statistics = -1)

• Lerma and Yewno (p = 0.06 statistics = 1.93)

The results show no statistical significance between the ease of use of Arca compared
to that of Lerma and Torrossa. This result underlines that although Arca is based
on a graph information visualization system, which the user is less accustomed to,
it is considered as easy as Lerma and Torrossa, systems based on schematic and
tabular navigation. Furthermore, Arca is significantly better in learnability than
Yewno, although both are based on displaying the results via a graph. However,
Yewno does not allow the interactive exploration of the graph nodes, and maybe
this is the reason for its lower ease of use compared to that of Arca.
Support
The support factor was evaluated with the following post-task question: “How
supported do you feel?”. The one-way ANOVA revealed that there was a statistically
significant difference in mean value of support in conducting the research activity
between at least four groups (F(10.14, 0.83) = [12.20], p = 10−6).
T-Test for multiple comparisons found that the mean value was significantly different
between:

• Arca and Lerma (p = 1.54, statistics = 6.01)

• Arca and Torrossa (p = 0.02, statistics = 2.40)

• Arca and Yewno (p = 8.32 × 10−4, statistics = 3.72)

• Lerma and Torrossa (p = 10−3, statistics = -3.63)

• Lerma and Yewno (p = 0.02, statistics = -2.45)

At the same time, there was no statistically significant difference between:

• Torrossa and Yewno (p = 0.07 statistics = 1.88)
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The tests show that users felt more supported by the Arca platform, with a significant
statistical difference compared to the other three platforms tested. This could derive
from the users’ need (detected and satisfied) for more significant support because
Arca has distinctive features compared to other tools for searching for information
in a digital library. For example, the trace path allows users to find information
common to several concepts; the snippets show the part of the text that deals with
the concept explored; the graph exploration allows users to trace search paths and
view connections directly on the dashboard.
Effectiveness
The effectiveness factor was evaluated with the following post-task question: “How
satisfied are you with the results you have found?”. The one-way ANOVA revealed
that there was a statistically significant difference in mean value of the results shown
during the research activity between at least four groups (F(8.28, 1.09) = [7.55], p
= 1.17 × 10−4).
T-Test for multiple comparisons found that the mean value was significantly different
between:

• Arca and Lerma (p = 2.56 × 10−4, statistics = 4.16)

• Arca and Yewno (p = 10−3, statistics = 3.66)

• Lerma and Torrossa (p = 4.15 × 10−3, statistics = -3.11)

• Torrossa and Yewno (p = 0.01 statistics = 2.94)

At the same time, there was no statistically significant difference between:

• Arca and Torrossa (p = 0.32, statistics = 1.02)

• Lerma and Yewno (p = 0.42, statistics = -0.81)

User Satisfaction
The satisfaction factor was evaluated with the following post-task question: “Is
the information you viewed satisfactory for you?”. The one-way ANOVA revealed
that there was a statistically significant difference in mean value of the satisfaction
perceived by the resulting information during the research process between at least
four groups (F(7.83, 1.06) = [7.40], p = 1.41 × 10−4).
T-Test for multiple comparisons found that the mean value was significantly different
between:

• Arca and Lerma (p = 3.52, statistics = 4.88)

• Arca and Yewno (p = 2.61 × 10−4, statistics = 4.16)

• Lerma and Torrossa (p = 2.94 × 10−3, statistics = -3.25)
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Figure 4.14. Comparative evaluation: distributions and averages - part 2

• Torrossa and Yewno (p = 0.01 statistics = 2.97)

At the same time, there was no statistically significant difference between:

• Arca and Torrossa (p = 0.27, statistics = 1.13)

• Lerma and Yewno (p = 0.68, statistics = -0.42)

As for the analysis of the satisfaction of the information shown (user satisfaction)
and the results found (effectiveness), the user feels satisfied both with the use of
Arca and Torrossa. On the contrary, the search results shown by Yewno and Lerma
are considered less satisfactory by the user than the other two systems. It is possible
to detect from the tests that although Yewno is based on the same technologies as
Arca, this does not enhance it compared to Torrossa, which is still considered better
in the information displayed and the search results. Maybe that Arca and Yewno,
based on Knowledge Graph, semantic search and visualization of information on a
graph, allow reaching more information and links than those Lerma and Torrossa,
based on key-text search and visualization of tabular results. Despite the hypothesis,
the results just commented support this for Arca, but not for Yewno. As already
noted, this may be due to the explorability of the resources allowed by Arca.
Usefulness
The usefulness factor was evaluated with the following post-task question: “How
useful was what you found?”. The one-way ANOVA revealed that there was a
statistically significant difference in mean value of perceived usefulness by the
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resulting information during the research process between at least four groups
(F(6.28, 0.81) = [7.73], p = 9.4 × 10−5).
T-Test for multiple comparisons found that the mean value was significantly different
between:

• Arca and Lerma (p = 2.47 × 10−4, statistics = 4.18)

• Arca and Yewno (p = 2.47 × 10−4, statistics = 4.18)

• Lerma and Torrossa (p = 2.9 × 10−3, statistics = -3.25)

• Torrossa and Yewno (p = 2.34 × 10−3 statistics = 3.34)

At the same time, there was no statistically significant difference between:

• Arca and Torrossa (p = 0.39, statistics = 0.87)

• Lerma and Yewno (p = 1.0, statistics = 0.0)

The usefulness of the searches carried out with the Lerma, and Yewno tools are
significantly lower than that carried out with the Torrossa and Arca tools. Torrossa
and Arca are not significantly different. It is possible to deduce that in this case,
the Knowledge Graph and semantic research have generated informative content as
useful as Torrossa’s manual metadata.

On average, it took users 26 minutes to complete the comparative evaluation. In
particular, they sailed on average:

• 9.4 minutes Arca;

• 6.6 minutes Torrossa;

• 5.8 minutes Yewno;

• 4.3 minutes Lerma.

Referring to Figures 4.13 and 4.14, from the average of the scores assigned to
each search platform, a list of the preference was derived. In order, users preferred
the system (with a score from one [None] to five [Very much]):

• Arca with a score of 3.46;

• Torrossa with a score of 3.3;

• Yewno with a score of 2.6;

• Lerma with a score of 2.5.

The evaluation of Arca revealed that the system has good potential in:
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Figure 4.15. Serendipity evaluation

• in producing satisfactory results;

• in supporting the user in searches;

• in being useful to the user for his research;

• in producing satisfactory results for the user.

As for ease of use, users preferred the Torrossa search platform more.

Arca evaluation

For the evaluation of Arca, was set up research tasks with the aim of making users
perform full navigation of Arca, exploring every component and every functionality
offered by the system to make the most of its potential in order to reach the required
research goal. Users perform guided navigation of the system to make them able
to know all the functions and possibilities of search and navigation, and then was
asked them for tasks and questions related to the research task just carried out.

Here are the three required tasks:

• Search and explore books about Rome in medieval times.

• Search and explore books about ancient Greek jewels.

• Research and explore books to deepen a topic, which is covered among the
texts contained within Arca.

The tasks have been chosen to leave the user the freedom to explore the system
according to their creativity. To evaluate this aspect and serendipity, was asked to
users how favored they were at finding unexpected things (Figure 4.15).

Free navigation of the system resulted in neutral utility and neutral general
satisfaction level. By analyzing the next section, will be explained the ideas for
improving the system.

Final questions

The previous tasks have been chosen to leave the user the freedom to explore the
system according to their creativity. To evaluate this aspect and serendipity, was
asked to users how favored they were at finding unexpected things. Finally, three
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general questions were asked, shown below, along with an outline of user responses.
What are the most useful features of Arca?

• the possibility of observing the connections between books by finding arguments
in common;

• the practicality that facilitates bibliographic research;

• the transversal approach to the topics;

• the visual search;

• semantic connections;

• wide-ranging exploration (bibliographic and conceptual);

• navigation of texts and concepts;

• the direct link to the catalogue of books for finding the resources of interest;

• the amplification of the results;

• the type of result display that facilitates complex searches;

• the simplicity of use;

• the graphic environment, although it can be improved, has good potential;

• the interdisciplinary research of contents;

• the ability to find books on more than one subject at a time, and the fact that
the search is not limited to titles;

• the possibility to organize diagrams with all the connections from basic research
to peripheral publications;

• being able to find texts with a common topic and above all with more topics
in common.

What are Arca’s weaknesses?

• difficult to use without having seen the tutorials;

• research does not always lead to what is sought;

• few results when searching for something specific;

• some links are non-existent;
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• the lack of filters on searches.

Are there any features that could improve the attractiveness and useful-
ness of Arca?

• the introduction of components that allow more complex queries, such as the
search for links in common to more than two resources;

• the inclusion of a more extensive catalogue of books to expand the number of
links and information;

• investing in the graphics to make system navigation more comfortable and
more intuitive;

• the increase of the tutorials and guides to allow the user to exploit the full
potential of the system.
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system

Contents
5.1 Same interaction paradigm / different domain . . . . . . 106

5.1.1 A catalog of ancient manuscript . . . . . . . . . . . . . . . 107

5.1.2 A catalog of ancient maps . . . . . . . . . . . . . . . . . . 111

5.2 Knowledge extraction from images . . . . . . . . . . . . . 114
5.2.1 Semi-automatic video-trailer creation . . . . . . . . . . . . 114

5.3 Validation of the automatic knowledge extraction . . . . 118
5.3.1 An approach to improve data quality . . . . . . . . . . . . 118

After the proposed system was positively evaluated (chapter 4), it was decided
to proceed by developing some applications of potential interest for the domain
of digital humanities and digital libraries as extensions of the primary system. In
particular, the same interaction paradigm was applied to two different domains
concerning the humanities (ancient symbols and ancient places). New functionality
has been added downstream of the system that processes the images present in
the digital library, recognizing the objects represented, which are inserted into the
explorable knowledge domain. Also presented is the extension that allows domain
experts to validate the quality of automatically extracted reports.

5.1 Same interaction paradigm / different domain

The availability of a tool such as the one proposed in this thesis would foster
collaboration among the researchers in the area, and could attract curious [90],
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Figure 5.1. Examples of graphic symbols

casual, users by easing the diffusion of niche topics like those regarding ancient
documentary texts.

5.1.1 A catalog of ancient manuscript

With the gradual introduction of subscription and the increasing use of papyrus
the presence of graphic symbols became widespread in late Roman legal practice
as it already was for some time in other expressions of the so-called “pragmatic
literacy”; it continued in Post-Roman kingdoms as part of the same historical process
of reception of the late antique documentary practice. A graphic symbol is meant as
a graphic device composed by graphic signs (included alphabetical ones) drawn as a
visual unit in a written text and representing something other or something more
than a word of that text. The message it carries on is to be discovered, not only
by definition, because there is no intrinsic prior relationship between the message-
bearing graphic entity and the information it conveys, but also in historical terms:
a huge quantity of graphic symbols of different forms (in appearance strange or
common, unique or recurring, original or archetypal) was drawn by a huge quantity
of persons, both literates of any degree (professional scribes, bureaucrats, economic
élites) and illiterates, in different typologies of documents, with different functions
and expectations, in different places, different social, cultural and economic contexts.
Examples of graphic symbols are shown in Fig. 5.1: Left) graphic symbol in complex
structure at the end of the subscription written by a Greek notary (Hermoupolis,
Egypt, 561 AD). Right) symbol (Greek cross and diagonal cross crossing each other
within a circle) drawn by an illiterate seller in his own hand on the sale contract
(Ravenna, Italy, 572 AD).

For illiterates, for example, both in the Greek-Latin graphic and linguistic koinè
of the late Roman state and in the Post-Roman kingdoms as long as Latin functioned
as language of vertical communication, performing graphic symbols in their own
hand certainly meant a way of taking an active part in the writing process: in other
words, this phenomenon can be seen as the “other side” of the written world and
considered as a matter of literacy in a wider sense. Not only for this reason the
project Notae represents the first attempt to investigate this material from a novel
perspective, as indicated in [157].
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Notae system is the information system that let human experts involved in
Notae to insert, update and query the research insights gathered during the project
activities. In particular, by manual inspection of ancient documentary sources,
researchers maintain a database of documents, physical supports (papyrus, wooden
tablet, slate, parchment) containing texts and graphic symbols, if any, together
with a wide range of related information. Part of this activity could be improved
in future by the employment of automatic machine learning and image processing
methods [158].

One of the foreseen outcomes for the project, is to discover geographical and
historical implications of the employment of graphic symbols. During the implemen-
tation a particular attention was made on the Notae knowledge graph (KG).

Building the Notae KG is a way to:

• (i) introducing a common vocabulary for researchers in the area;

• (ii) sharing a common understanding of how concepts are related;

• (iii) enabling the reuse of domain knowledge;

• (iv) making domain assumptions explicit. In addition, to build a proper KG
for the Notae project, a graphical user interface which allows researchers is
also proposed:

– (i) to explore the Notae KG;

– (ii) to search and explore relations and connections between resources;

– (iii) to make historical-geographical implications;

– (iv) to discover new facts about the research field.

The Arca extension in the Notae context is a tool that can be employed in the
broad field of digital humanities, conveying information not only from the Notae
project but also from the vast set of related repositories and services available on the
Internet. The challenge here is to enhance all of these resources, turning them into
a semantically enriched ecosystem to ease information accessibility and knowledge
discovery. Even though some of the available services allow to download data as
Linked Open Data (LOD), none of them provides an integrated view of the research
field nor allow to draw historical implications and explore data in a simple and
intuitive manner. The availability of a tool such as the one proposed in this thesis
would foster collaboration among the researchers in the area, and could attract
curious, casual, users by easing the diffusion of niche topics like those regarding
ancient documentary texts on which Notae project focuses.
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The Notae knowledge graph

The Notae KG is built on top of the Notae Database, which consists of data
manually inserted by domain experts as a result of their research activity in the
context of the project. As the Notae Database is a relational database, an ETL
process is executed daily to synchronize it with the KG.

The Notae KG makes use of multiple vocabularies, providing a set of classes and
properties to describe the given domain. Vocabularies, expressed using the RDFS
and OWL standards, make data integration easier by reducing diversity in describing
things. The data model is defined incorporates our own vocabulary, described below,
as well as the standard vocabularies listed below.
Schema.org1 was born in 2011 by a collaboration of Google, Microsoft, Yahoo!,
and Yandex to mark up website content with metadata about the website itself.
Here the schema.org class “Place” is used.
DBpedia is one of the principal Linked Open Datasets2, automatically extracted
from multiple language versions of Wikipedia pages. The class “Language” is used
from the DBpedia ontology.
FOAF3 provides terms for describing people and organizations, documents associated
with them, and social connections between people. Properties from FOAF are used
to connect images of symbols to the Symbol class.
geo4 provides terms for specifying geographical coordinates. Geo is used to define
latitude and longitude of the instances of the class “Place”.

An RDF schema is composed of properties and classes. Tables 5.1 and 5.2 list
respectively classes and properties employed to define Notae KG.

The data contained in the knowledge graph are stored in a Blazegraph triple-
storeand made available through a SPARQL endpoint5. For what concerns the
visualization and the exploration of the Notae KG6 (see Fig. 5.3), it is adapted the
tool developed in the context of the ARCA project (see section:1.2.5).

Let’s now see an example of how we can deduce historical implications from the
data in the knowledge graph. Starting from two terms of interest (see Fig. 5.3), such
as the symbol with ID 218 and Aphrodito, we can find all the entities that bind the
two. In this case, the “Receipt" document. The same method can be applied to any
class or instance of the graph. From this example, emerge how easy it is to find
all documents that contain a symbol or to visually trace (by looking at the links

1see http://schema.org/
2see http://dbpedia.org/ontology/ and http://dbpedia.org/resource/
3Friend Of A Friend - see http://xmlns.com/foaf/0.1/
4see http://www.w3.org/2003/01/geo/
5see http://notae-system.diag.uniroma1.it:9999/blazegraph/#query
6see http://notae-system.diag.uniroma1.it:8888. For reviewing purposes please use the

following credentials, i.e., login: IRCDL2021@notae.it and password: ircdl2021.

http://schema.org/
http://dbpedia.org/ontology/
http://dbpedia.org/resource/
http://xmlns.com/foaf/0.1/
http://www.w3.org/2003/01/geo/
http://notae-system.diag.uniroma1.it:9999/blazegraph/#query
http://notae-system.diag.uniroma1.it:8888
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Table 5.1. Notae KG Classes

name description

FROM NOTAE NAMESPACE

Document A “document” is a written text generated for pragmatic purposes. Main focus
of our research is the documentary records (such as contracts, lists, petitions,
official and private letters, et cetera) dating from the 4th to the 8th centuries
and written in Greek or Latin, on hard materials (such as slate fragments and
wooden tablets) or on soft ones (papyrus, parchment).

Symbol Graphic symbols are meant as graphic entities composed of graphic signs
(included alphabetical ones) drawn as a visual unit within a written text but
communicating something other or something more than a word of that text.

Category “Category” defines the ideal geometric shape that a symbol designs or which
can be inscribed in, for example, square, circle, and cross.

Shape “Shape” is a way of defining a symbol based on its apparent structure. It can
be simple, in the case of a single and easily recognizable symbol, or complex,
in symbols with interconnected shapes or groups of symbols.

Element An “element” is what a symbol is made of. It can be alphabetical, if the
symbol is made of letters, tachygraphic, in case of stenography, and simple
strokes for geometrical purposes.

Position “Position” indicates the place in the doc. where a symbol is drawn: it specifies
both the side and the exact line(s) of the doc. on which the symbol appears.

FROM OTHER NAMESPACES

schema:Place Indicates entities that have a somewhat fixed, physical extension.

dbo:Language Represents the language of an object.

Figure 5.2. Notae KG exploration example.
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Table 5.2. Notae KG Properties

name description domain range cardinality

FROM NOTAE NAMESPACES

symbols Connects a doc. to its symbols Document Symbol multiple

provenance Represents the provenance, i.e.,
the finding place of a document

Document schema:Place functional

shape Represents the shape of a sym-
bol

Symbol Shape functional

position Represents the position of a
symbol with respect to the doc-
ument

Symbol Position functional

category Is the category of a symbol Symbol Category functional

element Represents the graphical ele-
ments contained in a symbol

Symbol Element max(3)

certain_origin Represents the certain origin of
a document, i.e., its creation
place

Document schema:Place functional

uncertain_origin Is the uncertain origin of a doc. Document schema:Place functional

undefined_origin Is the undefined origin of a doc. Document schema:Place functional

FROM OTHER NAMESPACES

rdfs:label Represents the human-readable
name of a given resource

rdfs:Resource rdfs:Literal functional

dc:date A point or period of time as-
sociated with the estimation of
the document production

rdfs:Resource rdfs:Literal max(2)

dc:language A language of the document rdfs:Resource dbo:Language functional

dc:description An account of the document rdfs:Resource rdfs:Resource functional

foaf:depiction Represents the image of a sym-
bol

owl:Thing dbo:Image functional

geo:lat The latitude of a SpatialThing geo:SpatialThing xmlns:basednear functional

geo:lon The longitude of a SpatialThing geo:SpatialThing xmlns:basednear functional

that appear on the whiteboard) to the fact that a searched symbol is in a searched
document.

5.1.2 A catalog of ancient maps

Another extension arises from the researchers’ need to explore knowledge bases
in a cartographic context. This is done by searching for links between the different
topics related to a place or a key term, in such a way as to reveal unexpected
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connections during the exploration of contents and, thus, generating new ideas.
The Sciba platform, which can then be expanded on a national and international

scale, will focus on the Lazio region (Italy), with the support of the “L’Erma di
Bretschneider” publishing house, and will allow the visualization of the existing
bibliography concerning some selected topographical elements. It will also be possible
to expand the search to further related themes, automatically extracted from the
system based on the contents and metadata of the integrated bibliographic material.
The aim is to develop a search and comparative semantic analysis tool of great utility
for research bodies, museums, municipalities and subjects interested in knowledge
and management of the territory, and, at the same time, capable of generating an
increase in volume sales with direct employment effects of the publishing chain.

The project:

• contributes to enriching and improving the technologies for the use of editorial
material of historical and historical-artistic interest for the region;

• helps to facilitate the recognition of regional cultural heritage by the interna-
tional public;

• contributes to the use of the Places of Culture of the Lazio Region;

• combines storytelling with academic research needs and the usability of cultural
heritage;

• generates an increase in profitability for the industrial partners involved and
concrete employment effects.

In summary, the Sciba platform offers a variety of results to ensure fruition,
broaden access and encourage the discovery of cultural heritage. The project’s success
rests on the network of academic institutions, places of culture and representatives
of scientific publishing who find themselves on common objectives: the need for
the application of new technologies for the use and enhancement of the Cultural
Heritage. The possibility of implementing the contents and the availability of the
same on a comprehensive platform ensures the increase in the visibility and impact
of the project, which is configured as a pilot project at a national level and which
will constitute a reference point for many researchers and institutions (academic
companies, university press, independent publishing houses, commercial enterprises
and all kinds of cultural institutions).

The Sciba platform, based on the Arca platform, arises from the researchers’
need to explore knowledge bases in a cartographic context. This is done by searching
for links between the different topics related to a place or a key term, in such a way
as to reveal unexpected connections during the exploration of contents and, thus,
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generating new ideas. These connections between concepts are visually represented
by means of a graph that the user can arrange on her own, a solution already used in
other projects, such as NOTAE (see section 5.1.1), a tool to investigate the graphic
symbols in order to capture all the possible historical implications [73], which uses a
similar visual-search system to navigate a Knowledge Graph.

The content search will be based on semantics and cartographic visualization.
Unlike the classic search, where the search engine or application, based on keywords,
proposes the texts, documents and metadata in which those words are present as a
list of results, the semantic search has the aim of expanding the results and improve
their accuracy by eliminating unnecessary results such as in the case of homographs
or by including conceptually relevant results. To carry out semantic searches, it is
necessary that metadata and texts are “annotated”, that is, that unique identification
codes (actually IRI, Internationalized Resource Identifier) are assigned to words
contained in the texts, regardless of gender/number or, in the case of verbs, the
inflected form and, in some cases, regardless of language. The actual search, then,
will not be carried out on the single words but on the combination of semantic fields
(the word, in all the genres and numbers in which it can be declined, synonyms,
derivatives and the other words of the same semantic field).

Finally, by applying semantic search on a base cartography, it is possible to use
a place name as a search key for a given theme. This is obtained by associating
the cartography geometric and geographical information with the concept of “place”
(i.e. a region or a point of interest), obtained from the reference texts with the use
of an external AI. This AI will extract all the entities, represented by words from
the texts, that will then linked by the platform to an external Knowledge Graph,
specifically DBpedia, in such a way as to acquire the main information contained,
included those concerning places. Geographical information of the places of interest
are instead contained in the source maps files (i.e. GeoJSON file format7).

Once internal data (entities extracted from PDFs and maps, provided by a
manager-role user) and the external information (DBpedia, linked by the platform)
have been obtained, these two will be conveyed by the platform, with the use of
a triple store, into a specifically created Knowledge Graph: the “Sciba knowledge
graph” which can be explored in all its branches.

While the extraction of entities from the data, which is time-consuming, will have
to be in batches, i.e., upstream of the whole process, every time the data sources
(PDFs and maps) increase or undergo changes, the content search will be performed
in real time and will have three different modes:

• Location search: search by area indicated on a map, displaying all concepts
7https://geojson.org/

https://geojson.org/
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related to it;

• Entity search: search for a word or a person within the database and extracts
all the relationships that branch off from the main entity being searched;

• Road map: plots the links between the relations of two searched entities
(origin and destination), allowing to ‘navigate’ in the topic of interest for
subsequent approximations and reach other contents and documents on further
potentially interesting topics.

The user of the Sciba platform, having tracked down all the contents of her
interest, will be able to organize them according to her own needs and interests by
querying the search engine, interacting with the expansion and multiplication of the
information returned and exploring the virtual library and the graph.

5.2 Knowledge extraction from images

Another extension of the primary system involved the addition of the automatic
extraction of the contents of the images present in a digital library. This extension has
allowed the reuse of this information to generate new applications, for example, the
semi-automatic creation of book trailers to support storytelling for digital libraries.

5.2.1 Semi-automatic video-trailer creation

StoryBook is a research project in the field of digital humanities, which proposes
the knowledge extraction and management of information of a digital library to
create semi-automatically video trailers of books. StoryBook has been originally
conceived to meet the needs of “L’Erma di Bretschneider” publishing house that deals
with topics related to ancient history and archaeology. From publishers’ point of
view, promotional trailers respond to a changing market with a high focus on digital
and visual media. The goal of a digital presentation of a book is nevertheless broader
than selling it and includes providing helpful information to the potential future
reader. A publishing house wants to disclose the contents of its digital library not
only to experts in the sector but also to interested people attracted by the contents
of their books shown on the Web in the form of searching tools or advertising such
as video trailers. Numerous researches show that a book trailer fosters the desire to
learn and the level of motivation to read [83, 84, 85, 86]. StoryBook is a software
tool to support the creation of book trailers by collecting and organizing relevant
video content. The system users retain control on how to edit and compose the
content. The proposed technique aims at semi-automatically building digital trailers
that allow the viewers, generically interested in a specialized topic but not expert,
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Figure 5.3. Storybook pipeline

to appreciate better the topic, both for their own cultural/professional enrichment
and a possible purchase.

Querying a knowledge graph about the content of a digital library can semi-
automatically generate a book’s trailer based on this information, and can favor
the diffusion of the contents of a digital library and enhance the cultural heritage
contained in those digital libraries.

StoryBook potential is based on technologies such as:

• Linked Data to allow disambiguation of concepts and the connection of the
information with the Web;

• Named entity recognition (NER) to identify people, cities, organizations and
things in unstructured text like that of books;

• Knowledge graphs to organize information around concepts with their relations;

• Computer Vision to detect objects in the images of books allowing their
searchability.

In Figure 5.3, there is the whole process that leads to the semi-automatic book
trailer creation. The process starts from point 1 with a digital library (a collection
of books in PDF format). Through the Arca platform, are extracted the concepts
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and the most relevant concepts of a book with Natural Language Processing (NLP)
techniques. These concepts are linked with the DBpedia Knowledge Graph8, and all
this information are sent along with the relevant metadata to a linked data container
(point 3 fig. 5.3).

In the system pipeline mages are extracted from books (point 2.b.1 fig. 5.3).
The process is designed to work on books with meaningful visual content in images
extracted from the PDF. We selected the “k” best images of the book. After trying
different methods, the easiest one that yielded good results was sorting the images by
their dimensions to detect the best images. It is observed that book publishers tend
to let essential images take up more space on the page (thus being more significant
in size once extracted).

In point 2.b.2 (fig. 5.3), there is object detection. In order to speed up the
development, instead of implementing a custom image classification, is using an
external service, Google Vision AI9. Up to “o” labels are retrieved for each image,
along with their confidence level. The concepts and top “l” concepts associated with
a book and its metadata coming from point 2.a (fig. 5.3), and the “o” labels, point
2.b.2 (fig. 5.3) associated with images of the book point 2.b.1 were sent as linked
data to the linked data container (point 3 fig. 5.3).

At point 4 (fig. 5.3), now we can query different information from a book:

• all the concepts;

• the most relevant concepts;

• the metadata (like title, author, topics, etc.);

• the objects contained in the book’s images.

Some parameters are introduced to allow users who are curators of a publishing
house to filter the video search. The parameters are:

• the video duration;

• the type of video licence;

• a white list containing words relevant for curators;

• a black list containing the words that mustn’t be in the search;
8https://dbpedia.org/
9https://cloud.google.com/

https://dbpedia.org/
https://cloud.google.com/
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• the book’s metadata.

This information are used to Web crawl looking for relevant videos. After exper-
imenting with different sources of video content, it was decided to focus on a single
source, YouTube10. YouTube is currently the most extensive database of videos in
the world. The query run on to YouTube filtered with all the elicited parameters.

The next step (point 5 fig. 5.3) of the process consists of filtering the “k” videos
resulting from the previous step, and organising them in a draft of the final trailer.
The algorithm assigns each video a multidimensional score (one dimension for each
image). The score increases when there is a match between the image’s labels and
the video’s metadata, such as the description. The confidence of the image-keywords
association gives a score’s weight (as assigned during the classification step). Once
each video has a score, the algorithm matches the highest score per single image,
associates that video with the specific image, and discards all the others. Afterwards,
the trailer is generated by interleaving the extracted images, and their correspondent
retrieved videos.

This trailer draft is generated (point 6 fig. 5.3) for compatibility reasons as an
annotated PowerPoint presentation, thus allowing the curator to manipulate the
content as s/he think fitting before the actual video creation. Furthermore, all the
data generated along the pipeline is packaged inside a JSON file that the curator
can access to check the intermediates results and other details of the process.

Preliminary evaluation with a domain expert was carried on. Satisfactory results
were obtained by choosing:

• “l” number of top concepts = “k” number of books’ images = “o” number of
objects detected in one image = 10

• “m” number of resulted video’s query = 12

Furthermore, the domain expert gave some general feedback on the system
paradigm. She identified several perceived strengths and potentialities of the system:

• the transformation of the images of books into information nodes;

• the control of the automatic creation process of a book trailer, through acces-
sible configuration parameters;

• the free access and management of the information output generated by
StoryBook.

10https://www.youtube.com/

https://www.youtube.com/
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She also expressed some concerns for the perceived weaknesses:

• the scarce availability of videos of niche topics on the Web;

• the prolonged extraction process duration for searches involving longer crawler
queries.

5.3 Validation of the automatic knowledge extraction

The validation extension is an Arca component that, in addition to semantically
extracting the concepts contained in a digital library (DL), allows the experts of the
domain treated in the library to validate the information extracted. The automatic
extraction thus represents a solid basis from which to intervene collaboratively by
optimizing the quality of the associations between documents and their respective
contents. Numerous researches [159, 160, 161] show that automatic extractions are
insufficient to meet an acceptable quality level by communities of domain experts.
At the same time, it would be too expensive in terms of time and cost to semantically
annotate information manually. In this validation approach, the User Interface
shows the semantic search result, the trace of the origin from where the information
has been automatically extracted, and the history of user validation activities to
facilitate the domain experts to validate the consistency of the relationships between
automatically extracted concepts and a DL documents. For further information on
the review of semantic annotations tools see section 3.6.

5.3.1 An approach to improve data quality

Improving the quality of data in a system that manages books, metadata,
concepts, and images requires considering each of these entities and their associations.

The process of validation start with validating the associations between concepts
and books by showing users in what terms the considered concept is described in the
considered document, so a large percentage of errors due to completely automatic
extractions can be eliminated in a short time.

This validation will be stored in the KG and the cloud, allowing immediate
collaborative work. Validations could improve the search and display of results, and
the system keeps track of the history of validations so the user can choose which
information he prefers to view.

Figure 5.4 shows the semantic enrichment extraction and information validation
processes pipeline: Users can validate or deny the relations between a corpus of texts
and their relative concepts in the Knowledge extracted from a digital library. Once
the artificial intelligence service has extracted the concepts from the text (named
entity recognition) and from the images (object detection), the semantic enrichment
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Figure 5.4. Collaborative validation pipeline.

engine connects the identified concepts with the DBpedia knowledge base11. This
mechanism allows visualizing the semantic associations between concepts. The
validation process creates new associations between the ID of the user logged into the
platform and the validated concept/book pair. These new associations are sent to
the KG, which manages the validation versions from the different users of the system.
With each new validation, the system updates the relationships, improving the
results of the searches and the related visualization of the associations, establishing
a process that aims to achieve the optimal quality for domain experts.

Figure 5.6 represents the tool’s screenshot showing the books associated with the
selected concept: “Middle Ages”. Here the user can observe the book/concept rela-
tionships validated (green tick), those eliminated (red tick), and those automatically
extracted (without ticks). With the edit symbol, the user can edit the relationship.
Figure 5.5 represents the tool’s screenshot showing the concepts associated with the
selected book: “Città e architettura nella Roma imperiale”.

Figure 5.6 represents the tool’s screenshot showing the books associated with
the selected concept: “Middle Ages”. There is a tick associated with each book,
which can be green for validated concept/book relationships and red for deleted
relationships. Using the info button, the user can access the component (fig. 5.7)
for editing the report and exploring the snippets, i.e. the phrases from the books
containing the Middle Ages concept.

Figure 5.7 represents the tool’s screenshot showing the snippets associated with
the concept/book couple: “Middle Ages/Mura di Roma”. Through this window, the
user can establish whether the Rome concept is consistent with the theme dealt with
in the book. To be guided in the decision, the user sees the book’s text snippets (in
this case, the sentences) from where the concept was automatically detected.

11https://www.dbpedia.org/

https://www.dbpedia.org/
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Figure 5.5. Collaborative validation UI - part 1

Automatic semantic extraction includes the disambiguation of concepts, i.e. the
choice of the best meaning based on the context of the sentence. For this reason,
showing the text snippets to the user allows it to have all the information available
to decide whether or not to validate the association.
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Figure 5.6. Collaborative validation UI - part 2

Figure 5.7. Collaborative validation UI - part 3
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Chapter 6

Concluding remarks

Implementing an exploratory semantic search system requires various issues,
including mapping text to semantic entities, detecting and cleaning inconsistencies
in available linked open data, ranking algorithms for semantic data and heuristics for
recommendations, and appropriate visualizations of complex semantic relationships.

This research has identified open challenges in the digital humanities research
field related to:

• the user support in viewing, searching and exploring a digital library multimedia
content

• the scalability of systems for extracting and exploring a book corpus;

• the difficulty of approaching these tools for users who are not experts in
information technology;

• the quality of knowledge extraction;

• the difficulty in maintaining systems based on semantic technologies.

The research competence was demonstrated by studying user interaction with a
designed and developed system based on automatic knowledge extraction, semantic
technologies and visual search based on the serendipity effect to discover unexpected
things. This system is proposed as a possible solution to the open problems identified
in the research field of digital humanities.

6.1 Discussions and limitations

The system described in this thesis obtained a more than satisfactory performance
in recommending relevant editorial products and received a high score in terms of
usability; simplicity of use; user satisfaction with the results shown; consistency of
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the contents with the books domain of the publishing house; attractiveness of the
system. Nonetheless some users identified as an issue the relatively small amount of
information contained in the internal KG (built with the concepts of 112 books and
the related metadata). It is expected that when the catalog of books is numerically
more significant, the chance of discovering new information and connections while
browsing the KG will increase.

Furthermore, based on initial observations, it has been seen that using the system
at first glance can be difficult without viewing the video tutorials. In fact, concerning
the comparative assessment, users, to solve the tasks, took longer to navigate on
Arca than other tools. This fact may indicate a greater navigation complexity, but
simultaneously, merged with positive feedback about usability, a greater exploratory
interest. To reduce initial exploration difficulties, as a lighter alternative to video
tutorials, a help component could be implemented to accompany the user in the
first searches and thus make her independent in exploiting all the possibilities of
exploration that the system offers.

Below the analysis of the test results will be discussed to support or re-evaluate
the hypotheses elaborated in Section 4.2.3 and recalled in schema below.

Recalled hyphoteses 4.2.3

H1. Users will be able to effectively explore a text corpus through a KG-based
user interface, which offers the following main functions: a. finding concepts
through text search (among the ones pertinent to the specific domain), b.
visually navigating the concepts and their relationships, and c. showing
documents relevant to the selected concept.
H2. The method, given a corpus of texts in a specific domain, will benefit
both users with little knowledge of the domain (by supporting semantically-
relevant discovery) and domain experts (by enabling a topic-oriented visual
organization of the documents).
H3. It is feasible to build a ready-to-use complete system, including both
semantic enrichment pipeline and web-based front end, which is able, with
only some configuration, to be applied to any specific corpus to enable the
KG-based exploration.

The current findings appear to validate the H1 hypothesis. The users have
evaluated multiple aspects of their experience more positively than other tools.
Users stated that they had obtained useful results for their searches and could
explore and search within a texts corpus. Crucially, the tool was rated as easy
to use as text-based search tools, which employ a paradigm that is certainly far
more familiar to the users. In the open questions section, many users have stated
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that they appreciate the opportunity to explore the resources and the possibility
of observing the connections between concepts. So semantic technologies enable
the user to achieve search objectives and produce and show more interconnected
results than search engines that do not show semantic connections and relationships.
Albeit the results relating to H1 are very promising, in a user study with limited
available time is hard to evaluate advanced usage of semantic search for complex
research scenarios and in-depth visual exploration of the knowledge graph. For that
purpose, an in-use evaluation with a longer time span may be designed in future.
The availability of public tools for semantic-based information retrieval will allow to
collect data and user feedback on how they are used and in turn enable the design
of better paradigms and tools.

Regarding hypothesis H2, as anticipated when describing the setup of the user
study in Section 4.5.1, the academic level has been considered as a partial indicator
of the level of knowledge of the field. In that sense, if the hypothesis holds we expect
that usage of Arca to be satisfactory across different levels of academic qualification.
As already described, the users rated positively the experience with Arca in respect to
other tools. In none of the key factors the level of education correlates significatively
with the perceived quality of the experience. The tracing of the logs shows that
users with a higher education level (master’s degree, doctorate) have dedicated on
average 11.50% of total interactions to deepen concepts, while users with a lower
level of education (diploma, three-year degree) devoted an average of 5.44%. This
split of behavior hints at two different approaches to navigation:

• find specific resources;

• explore connections related to found resources.

It is possible that the approach to research of individual users determine this attitude
in searching and exploring concepts.

Regarding hypothesis H3, the generality of the implemented prototype goes in
the direction of proving the generalizability of the pipeline. Furthermore, part of
the same pipeline is being applied to other different use cases, as described in 5.1.
In conclusion, more work is required to fully evaluate the applicability of the tool in
multiple contexts, but the results so far seem promising.

6.2 Future work

This thesis described an innovative system based on the visual semantic search
and exploration of a text corpus. Through a knowledge graph-based navigation,
the user can start from any relevant entity and reach other entities related to it,
discovering in which books or articles each entity is present and evaluating which
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of these results are useful for their research. The user studies conducted so far
confirm the amenability of the proposed system to domain experts which were able
to perform non-trivial tasks of search and exploration, tasks that would be more
cumbersome to execute with the search tools they are used to. Feedback gathered
from users suggest that the proposed exploration mechanism tends to amplify the
user experience by also offering opportunities for further study and discovery of
sources, themes, and materials, which have the potential of enriching the research
process with new ideas. In a comparative task-based evaluation with other tools
for information retrieval on the same corpus, the users rated favorably multiple
key factors of the experience with the system. Specifically, they rated it as easy to
use as text-based search tools, notwithstanding the inherent complexity of the user
interface due to richer functionality and novelty of the paradigm, and easier to use
than another more static semantic-based visual tool presented to them.

More work is needed to better evaluate one of the stated hypotheses and aims of
the tool, i.e. if the tool can be easily applied to other use cases and what is needed to
improve its generality. Furthermore, as a potential future direction of research and
development, the scope of the semantic enrichment process could be broadened to
other document elements, such as images and captions, enriching KG exploration.
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