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1

Introduction

Quantum Mechanics is one of the most consolidated and used theories, enabling a
reliable description of the behavior of the microscopic world. Its predictions, verified
with great accuracy experimentally, changed our comprehension of nature. Even
if there is still an ongoing discussion about the interpretation of its foundations,
Quantum Mechanics furnishes a powerful recipe for describing reality. In particular,
quantum phenomena such as the Heisenberg uncertainty principle and quantum
entanglement are incompatible with a classical representation of the world. For-
mulated in the early years of the 20th century, during the last decades, Quantum
Mechanics has experienced a growing interest in the application of its phenomena to
the field of information, inspiring the birth of a research area called Quantum Infor-
mation [1–3]. Here, quantum resources are exploited to improve the performances
achievable with the classical ones, for example by producing algorithms that present
a time speed-up for solving a specific task [4–6] or giving an intrinsically secure
communication procedure [7]. Within this framework, quantum states are used
to store and transmit information. In particular, ideally, every two-level quantum
system can be used to encode the Quantum Information unit known as qubit, which
represents the quantum counterpart of the classical bit. In general, qubits can be in
a generic superposition of the two logical states associated with the quantum levels,
so having an increased information content with respect to the classical bit they
enable more powerful parallel processes. These advantages become extreme when we
move to work in a higher d-dimensional Hilbert space, encoding the so-called qudits.
These, not only enhance the information capacity of single physical carriers, but also
make quantum encryption protocols more secure [8–11]. They also find extensive
applications ranging from quantum computation, communication, metrology, and
simulation [12–20].

For implementing Quantum Information protocols, photons are one of the most
used physical systems [21]. Light has always had a central role in Quantum Mechanics,
starting from its formulation, triggered by the study of the black body radiation
[22], to the experimental validation of the theory, such as the observation of the
entanglement between two photons through the first Bell’s inequality violation [23].
For what concerns their application inside Quantum Information, photons represent
an appealing resource. They have low decoherence with respect to other systems,
due to their low interaction with the environment, and propagate fast, making them
the ideal candidate for carrying information in quantum communication procedures.
Moreover, photons can be detected and manipulated relatively easily and at room
temperature, without the need to work at a cryogenic one, enabling for simple
information processing schemes. Finally, photons present several degrees of freedom
that can be used to codify and store information, such as spatial and temporal
modes, polarization and Orbital Angular Momentum (OAM). For all these reasons,
in the last years, suitable devices and platforms performing photon-based protocols
have been investigated and developed [21].
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Among the photons degrees of freedom, the OAM has gained a growing interest
due to its several applications both in classical and quantum regimes. The OAM
together with the Spin Angular Momentum (SAM) compose the total angular
momentum of photons. While the SAM is associate with their polarization, the
OAM is instead related to the helical spatial structure of their field [24, 25]. Notably,
the OAM lives in an unbounded Hilbert space and it is therefore suitable to encode
high dimensional quantum states in single photons. For this reason, it has been used
for quantum communication, sensing, simulation and metrology [26–41]. Classically,
instead, laser beams carrying OAM have been extensively employed for particle
trapping, microscopy, sensing and communication [26, 42–48]. Due to this wide range
of applications, great effort was put into the development of reliable platforms and
methods to engineer and reconstruct high dimensional OAM states. In experimental
scenarios, the first one was mostly investigated by acting on probabilistic generated
single photons with bulk optics devices capable of modulating their wavefront such
as spatial light modulators [49, 50] and q-plates [51–53], or directly exploiting
Spontaneous Parametric Down Conversion (SPDC) sources [54–57]. On the other
hand, the most common detection approach is based on projective measurement and
consist on performing a full-state tomography, which gives complete information
about the state under analysis. The drawback of this method is that it is not flexible,
scaling quadratically with the dimension of the state under analysis [58]. Therefore,
in this context, highly demanded features are the realization of effective sources
capable of producing on demand OAM modes, and the implementation of resource
efficient measurement schemes apt to retrieve the information codified in the high
dimensional states.

The aim of this Ph.D. thesis is to investigate the OAM degree of freedom
analyzing first of all its generation and measurement, by proposing and demonstrating
innovative approaches to address the main problems arising in this framework, and
then using it for Quantum Information protocols.

We started by analyzing the properties of the widely employed SPDC process.
In photonic implementations, the latter is mostly used to generate single photons
through the conversion of one pump photon into a pair of emitted photons called idler
and signal, with a procedure that preserves energy and momentum. In particular,
the pump OAM is conserved during the process and the emitted photons present
intrinsically a high dimensional entanglement in this degree of freedom [54–57].
Moreover, the wavefunction of the two produced photons strongly depends on the
spatial structure of the pump, which can be then used to shape the biphoton state
and generate the wanted state on which to perform Quantum Information protocols.
Therefore, we investigated the generation of OAM high dimensional entangled states
via the SPDC process by entering a nonlinear crystal with a spatially structured
laser. In particular, we proposed and demonstrated a fast and effective holographic
method, that, making use of the source properties, allowed us to obtain a high
quality reconstruction of the biphoton state, while requiring fewer resources than
commonly used tomographic approaches [59].

Although capable of easily generating entangled states, SPDC sources are proba-
bilistic and suffer from detrimental effects such as the production of multiphoton
states that undermine their employment in quantum cryptography schemes [60,
61]. Moreover, there is also a trade-off between the purity of the single photon
states produced and the brightness of the source. Hence, we decided to study the
application of novel Quantum Dots (QDs) sources to produce OAM modes. QDs
are nearly deterministic emitters that excited with pulsed lasers behave as artificial
atoms, emitting almost on-demand pure and indistinguishable single photons. We
used a commercial QD, assessing his performance and manipulating the photon
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spatial structure through q-plates, which we used to build a probabilistic entangling
gate in the OAM Hilbert space [62].

Besides generating single photons, a central task in Quantum Information is
the engineering of target states and proper measurement of them. The capacity to
produce a specific state is usually linked to the specific experimental setup, so the
development of platform-independent engineering protocols is of great importance.
One option is then represented by the Quantum Walk (QW) [63], the quantum
counterpart of the random walk, which has been proven an efficient technique in
building classical algorithms. The QW dynamics describes the evolution of a walker
state conditioned to the internal state of a coin one, and it has been theoretically
proven how properly acting on the coin state, after the right number of steps, it
is possible to create the target high dimensional state in the walker space without
assumption on an experimental implementation [64]. Among the various photonic
realizations, a suitable platform for its compactness and scalability, it is the one that
performs a QW on a line exploiting the polarization and OAM degrees of freedom to
encode respectively the coin and walker states. Experimentally, this configuration has
been proven capable of generating arbitrary qudits in the OAM space [65]. Within
this framework, we refined this protocol accounting for experimental imperfections
and noises using a fully black-box approach [66]. The latter automatically accounts
for them since it modifies the coin operators by relying only on the fidelity between
the produced state and the target one, without needing a description of the apparatus.
We demonstrated the benefits of this method by studying different target states and
observing higher fidelity values when comparing its results with those obtained by
directly applying the algorithm proposed in [64] to the experimental setup.

On the other side, to address the practical issues of quantum state tomography
in high dimensional Hilbert spaces, various OAM demultiplexing procedures were
proposed [67–69], where the number of measurements is reduced by employing
interferometers, holograms, and diffractive elements. However, besides effectively
recognizing the OAM contents of the states, these approaches introduced detrimental
noises and signal losses in the experiments. To overcome these limitations, we studied
the implementation of innovative Machine Learning (ML) techniques in the OAM
measurement procedure [70, 71]. Following a supervised approach, we recorded
images of the OAM modes produced by our setup and cast the measurement problem
as an image recognition one by performing both classification [70] and regression
[71] tasks. Moreover, to increase the performance of the algorithm with simulated
data, we developed a refined model of the beam propagation inside the setup. We
also applied it to the standard holographic projective technique, enhancing by about
three times the signal coupled to a single mode fiber [70].

Finally, after investigating the principal aspects at the basis of every OAM-based
platform, we made use of the OAM and the powerful QW dynamics implementing
information processing protocols. First of all, leveraging the benefits produced by
applying ML, we decided to utilize the QW apparatus to implement a quantum
machine learning setup. A fruitful interconnection between Quantum Information
and the field of ML has been established and consolidated through several works,
both on the theoretical and experimental side [72–74]. In this context, both ML
techniques are employed to obtain a deeper comprehension of quantum phenomena,
and quantum protocols are used to optimize the performance of ML paradigms,
especially when high dimensional quantum states are used [75, 76]. Following this
trend, we realized a quantum extreme learning machine (QELM). The latter works
by processing the input data after the evolution through a quantum channel, called
reservoir and identified with the QW platform. The training is made on the measured
occupancy probabilities of the OAM space at the output of the setup, and we used
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the QELM to perform a quantum state tomography of input qubits encoded in
the polarization degree of freedom of single photons [77]. Since the reservoir is
completely random, in this approach we don’t need a precise characterization of
the setup and it represents a promising route for resource-efficient quantum state
reconstruction when considering high dimensional or multiphoton input states.

Secondly, we investigate the QW applications as a quantum simulation platform.
In particular, we implemented a Dirac Quantum Cellular Automaton (DQCA) [78–
81], a special case of the more general quantum cellular automaton [82–86]. This
consists of a regular grid of cells made up of finite-dimensional quantum systems
that interact locally and it has garnered significant attention because of its potential
applications in quantum computation [87–89]. In particular, by relating the time
evolution produced by the one-dimensional Dirac Hamiltonian and the discrete-time
quantum walk dynamics, one obtains a DQCA [90, 91], which is particularly suitable
for the simulation of relativistic effects. By identifying the particle position with the
OAM carried by single photons and setting properly the experimental parameters
of the implemented QW, we were able to simulate for the first time in a photonic
platform the Zitterbewegung effect, i.e. the trembling motion that occurs during the
free evolution of relativistic particles [92].

The thesis is structured as follows:

• Part I: In this part, we introduce the basic concepts needed to understand
the working environment and the following experimental implementations.
We start in Chapter 1 with the basic notions about Quantum Mechanics and
Quantum Information. Then, in Chapter 2 we proceed to describe the photonic
technologies and resources employed, from OAM theoretical description to
sources of single photons and their manipulation. Finally, in Chapter 3 we
give a glance at machine learning basic concepts focusing on the paradigms
utilized throughout the thesis.

• Part II: This part collects the results obtained in studying the engineering and
detection of OAM states. We start with the sources of OAM states, analyzing
the spatial entanglement in probabilistic SPDC ones and the generation of
entangled states with photons generated in a nearly deterministic fashion
by a QD (Chapter 4). Then, we focused also on the study of a QW-based
engineering platform capable of producing arbitrary qudits, enanching its
performance with a black-box approach (Chapter 5). Finally, we analyze the
detection of OAM modes, proposing innovative approaches based on machine
learning and improving well-known ones (Chapter 6).

• Part III: The last part contains the exploitation of the study on OAM gener-
ation and measurement for Quantum Information processing. In particular,
the QW apparatus is used to perform both quantum machine learning, imple-
menting a QELM paradigm (Chapter 7), and quantum simulation procedure,
realizing a DQCA that reproduces relativistic particle evolutions (Chapter 8).
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Schematic representation of the thesis. The discussion starts by analyzing the various
sources of single photons and how to exploit their properties to generate OAM states.
Then we describe manipulation techniques of photons spatial structure and paradigms
for engineering and measurement of OAM modes. Finally, we use the expertise acquired
and perform information processing protocols.
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Part I

Theoretical Background
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Chapter 1

Quantum Mechanics and
Quantum Information

At the end of the 19th century, the widespread belief that physics was capable
of providing a complete description of the world was undermined by the emergence
of two new theories: Relativity, in its special and general formulation, and Quantum
Mechanics. Both of them were developed to explain experimental observations that
cannot be understood using the means of classical physics, concerning respectively
systems at large and small scales.

The trigger for the development of a quantum theory can be made to coincide
with Plank’s study and explanation of the radiative behavior of a black body [22], i.e.
about the resolution of the so-called ultraviolet catastrophe. From its formulation,
Quantum Mechanics changed our comprehension of Nature by giving a recipe of rules,
collected in the theory postulates, that accurately predicts experimental results,
allowing us to describe effects that are not included in the classical formulation.
Among these, the most peculiar one is for sure the quantum entanglement. The
latter is strictly related to the foundational concept of local causality, and was widely
debated during the formulation of the new Quantum Theory.

Besides being of fundamental importance for the study of Quantum Mechanics
foundations, quantum features, such as the entanglement and superposition principle,
find several applications in the field of Quantum Information [1–3]. Born from the
union of quantum and information theories, the latter is a research area that exploits
quantum resources to enhance the information processing performances obtainable
using the classical ones, trying to reach the so-called quantum advantage [93]. In
this context, quantum systems are used to store and carry information, encoding
the elementary computational unit: the quantum bit or qubit. In recent years, there
has been an increasing interest in Quantum Information due to the benefits it offers
across several fields, such as quantum communication [21, 94], quantum computation
[2, 95, 96], quantum metrology [30, 97] and quantum cryptography [33, 98, 99].

In this chapter, we introduce the structural formalism and notation that will be
employed throughout the thesis. In Section 1.1, we start by presenting the basics of
Quantum Mechanics and its postulates, giving the tools to describe quantum states,
their evolution and measurement. Then, in Section 1.2, we expose their implementa-
tion in information theory describing the foundation of Quantum Information, from
the encoding of the elementary unit to the retrieval of the computation results.
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1.1 Basics of Quantum Mechanics
In this Section, we start by giving the basics of Quantum Mechanics [1–3],

describing the postulates that compose the quantum recipe. Then we introduce the
density matrix formalism and talk about quantum observables and measurements.
Finally, we focus on quantum entanglement.

1.1.1 Quantum Mechanics Postulates
Quantum Mechanics is based on a mathematical framework composed of 5 pos-

tulates [1, 2], which are the basic rules for applying Quantum Mechanics in nature
description.

Postulate I: The state of a physical system is completely described by a unit
vector |ψ⟩, which is called the state vector, or wavefunction, and resides in the Hilbert
space Hs, i.e. a complex vector space with an inner product, associated with the
system.

It is worth noting that Quantum Mechanics doesn’t give any specification about
the state vector and the Hilbert space in which it lives. Finding them for a specific
system is a complex task that follows intricate rules to apply case by case to give a
complete description of the observable physical properties of a system.

Postulate II: Any physical observable O is associated with a Hermitian operator
acting in Hs. The only possible outcome of a measurement of the observable O is
one of its eigenvalues.

Analyzing a quantum system, its state can be expanded in the basis {|o⟩} com-
posed by the eigenvectors of the observable O, for which O |o⟩ = λo |o⟩, and we have
then:

|ψ⟩ =
∑
o

co |o⟩ (1.1)

Where
∑
o |co|2 = 1 due to the normalization of the unit vector. The expectation

value of the physical observable O over the state is computed as:

⟨O⟩ = ⟨ψ|O |ψ⟩ (1.2)
The standard deviation associated with this is given as:

∆O =
√

⟨O2⟩ − ⟨O⟩2 (1.3)
If we consider two observables O1, O2, they are called compatible if they commute,

i.e. if holds that [O1, O2] = O1O2 − O2O1 = 0. In this case, they have a common
basis of eigenstates and can be simultaneously measured with arbitrary precision.
Otherwise, the two operators are called incompatible and there is a limit over the
accuracy on which it is possible to simultaneously measure their expectation values.
In particular, the Heisenberg uncertainty principle [100] provides a lower bound for
their variance:

∆O1∆O2 ≥ 1
2 |⟨[O1, O2]⟩| (1.4)
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that explains how increasing the precision over one of the two incompatible
observables decreases the precision over the other.

Postulate III: The evolution of a closed quantum system is described by a
unitary evolution. The state of a system |ψ⟩ at time t0 is linked to the state |ψ′⟩ at
time t1 by a unitary operator U that depends upon only on the times t0 and t1.∣∣ψ′〉 = U(t1, t0) |ψ⟩ (1.5)

In the continuous-time framework, this reduces to the famous Schrödinger equation:

ih̄
d

dt
|ψ(t)⟩ = H |ψ(t)⟩ (1.6)

Where H is the fixed hermitian operator known as the Hamiltonian of the system
and h̄ is a physical constant known as reduced Plank constant.

If the Hamiltonian is time-independent the solution to the Schrödinger equation
can be written as:

|ψ(t1)⟩ = e− i
h̄
H(t1−t0) |ψ(t0)⟩ −→ U(t1, t0) = exp

[
− i

h̄
H(t1 − t0)

]
(1.7)

This gives us a rule to describe the free evolution of an isolated system. However,
whenever an experimentalist wants to investigate the properties of a quantum system,
he needs to interact in some way with it by performing a measurement. Hence, the
system is not closed anymore, we have to introduce a postulate that describes the
effect of measurements.

Postulate IV: Took a quantum system |ψ⟩, quantum measurements are described
as a collection {Mm} of measurement operators living in the Hilbert space associated
with the system. The indices m are associated with the various possible measurement
outcomes. The state of the system after the measurement is:

Mm |ψ⟩√
⟨ψ|M †

mMm |ψ⟩
(1.8)

and the probability of obtaining such an outcome is:

p(m) = ⟨ψ|M †
mMm |ψ⟩ (1.9)

where we indicate with † the transpose and complex conjugate operation.

Since probabilities sum to one, the measurement operators have to respect the
completeness equation:

1 =
∑
m

p(m) =
∑
m

⟨ψ|M †
mMm |ψ⟩ −→

∑
m

M †
mMm = 1 (1.10)

Where 1 is the Hilbert space identity operator.
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The state of Postulate IV is intriguing, it introduces probabilities inside the
theory and defines the action of measurements without accounting that the mea-
surement apparatus is a quantum system itself. How to interpret this statement
and its consequences that are linked with the way we observe reality, such as the
wave-function collapse, are still debated [101–103]. For our interests, we can consider
Postulate IV as a rule to follow and apply when computing the outcomes probabilities
of a measurement, as a tool in our quantum recipe.

Finally, we have to deal with the possibility of having a quantum system com-
posed of several subsystems and how to describe it. That is important when we
consider interactions between different quantum systems.

Postulate V: A composite quantum system lives in a Hilbert space obtained as
the tensor product of the state spaces of the physical subsystems composing it. Hence,
take the systems A living in the Hilbert space HA and B living in HB, the system
composed by A and B then lives in HA ⊗ HB.

This formulation will be useful when we introduce the concept of separable and
entangled quantum states.

Exploiting the superposition principle, which asserts that if |ψ⟩ and |ϕ⟩ are
possible states of a quantum system also a state of the form a |ψ⟩ + b |ϕ⟩ with
|a|2 + |b|2 = 1 is an allowed description of it. We have that the more general state of
the composite system A,B can be written as:

|ψ⟩AB =
∑
a,b

ca,b |a⟩A ⊗ |b⟩B (1.11)

where ca,b ∈ C with
∑
a,b |ca,b|2 = 1 and we explicitly indicated in which space

each system lives.
Without going deeper into the meaning of the postulates and their implications,

we have now the rules to apply the quantum recipe to each case in which we are
interested.

1.1.2 Density Matrix Representation
The postulates we introduced in the previous Section consider that the system we

are analyzing is perfectly determined. Hence, we can represent it as a unit complex
vector |ψ⟩ which contains all the information on the system. In this case, we say
that our quantum state is pure.

In practice, the state of a physical system is often not completely known. For
example, we can think to know only that our system is in a state taken from the
ensemble of pure states {|ψ1⟩ , ...., |ψn⟩} with probabilities {p1, ...., pn} and

∑
i pi = 1.

The state of the system is then in a statistical mixture of that states or in a mixed
state. To describe this situation we can introduce the density matrix [1, 3]:

ρ =
∑
i

pi |ψi⟩⟨ψi| (1.12)

The latter contains information on both the classical probabilities pi, resulting
from our lack of knowledge over the system initial state, and the quantum probabili-
ties, emerging when we perform a measurement over the state |ψi⟩ (Postulate IV).
Moreover, Eq. 1.12 contains also the pure case, for which the system is in the state
|ψ⟩ with probability equal to 1, and so ρpure = |ψ⟩⟨ψ|.



1.1 Basics of Quantum Mechanics 11

The diagonal elements of ρ are called population terms and contain the occupation
probability of the states of the ensemble, while the off-diagonal on are related to
the interference between states and are called coherence terms. The density matrix
presents the following properties:

• ρ is Hermitian −→ ρ† = ρ

• ρ has unit trace −→ Tr[ρ] = 1

• ρ is non-negative −→ ⟨ϕ| ρ |ϕ⟩ ≥ 0 for any |ϕ⟩ in the Hilbert space H

Furthermore, a simple criterion to distinguish between pure and mixed states is
to analyze the value of Tr[ρ2], which is why it is called purity of ρ. In particular,
the density matrix of a pure state presents only one eigenvalue λpure = 1 and so
Tr[ρ2] = 1, while for a mixed state Tr[ρ2] < 1.

The density matrix formalism is particularly useful when we want to describe
a quantum system that is not known and when we are analyzing subsystems of a
composite quantum state, All the postulates enunciated in the previous Section can
be easily rewritten in this formalism. For instance, if the evolution of the closed
system is described by the unitary evolution U and its initial state is |ψi⟩ with
probability pi, the final state will be U |ψi⟩ with the same probability. Hence, we
have that:

ρt1 = U(t0, t1)ρt0U(t0, t1)† (1.13)
Moreover, in this formalism, following the definition of Eq. 1.2 we can introduce

the expectation value of an observable as follows:

⟨O⟩ρ =
∑
i

pi ⟨ψi|O |ψi⟩ = Tr(Oρ) (1.14)

Throughout the thesis, we will use both the state vector and the density matrix
description depending on the case under study.

1.1.3 Quantum Measurements
As we saw, the measurement procedure is one of the postulates of Quantum

Mechanics, describing what happens when we perturb the unitary evolution of a
closed quantum system to get information on it. Without going into details about
the debated measurement problem [101–103], here we briefly give the standard
description of the kinds of measurements and procedures.

Projective Measurements
This is a special case of Postulate IV, for which we ask that in addition to

respecting the completeness relation, the operators {Mm} have to be Hermitian and
orthogonal:

M †
m = Mm (1.15)

MiMj = δijMj (1.16)
From the outcome of the projective measurements the state of the system is known,
and if the initial state is pure, the final one, after the measurement, is pure as well.
In particular, applying a projector Pm, the quantum state immediately after the
measurement is [1–3]:
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|ψ⟩m = Pm |ψ⟩√
⟨ψ|Pm |ψ⟩

(1.17)

The projective measurements present a peculiar property called repeatability.
Indeed, if we obtain m as the outcome after the measurement and we repeat the
measurement procedure we will obtain again m while the quantum state will remain
the same since Pm |ψ⟩m = |ψ⟩m.

Positive Operator Valued Measurements
Positive Operator Valued Measurements (POVMs) are especially suited for

describing measurement situations in which one is not interested in the state after
the measure, for instance when the measured system is destroyed as in the photon
detection, but only in the probabilities of the various outcomes. In this case, we can
define the measurement operators as:

Fk = M †
kMk (1.18)

In this way, Fk is a positive operator such that
∑
k Fk = 1 and ⟨Fk⟩ = ⟨ψ|Fk |ψ⟩ =

pk ≥ 0. These operators are sufficient to describe the different measurement out-
comes, while the outcome state is not determined by Fk making them a more general
approach to describe measurement apparatus.
Projective measurements are included inside the POVM description, in this case
Fk = P †

kPk = Pk and it is the only instance in which all POVM elements are the
same as the measurement operators. In particular, it is possible to show that any
POVM can be mapped in a projective measurement scenario in which the measure
is performed in an enlarged Hilbert space, obtained by adding ancillary quantum
systems to the one of interest [1, 2].

Quantum State Tomography
The objective of the measurement procedure is to obtain information about

the properties of a quantum system, a specific case is when we want to completely
reconstruct the state or its density matrix from the measurement outcomes. In this
case, we talk about quantum state tomography [1–3].

Widely used inside the Quantum Information field, quantum state tomography
is a method that exploits several copies of a quantum system to retrieve the density
matrix entries by estimating suitable observables. For instance, when analyzing
bi-dimensional quantum systems the choice is represented by the Pauli matrices
(see Section 1.2 for more details), since they represent a basis for the space of 2 × 2
Hermitian matrices. In particular, a technique exploited in this approach to perform
the density matrix reconstruction from the measurement outcomes is the maximum
likelihood estimator [104, 105]. A procedure that finds the density matrix ρ̂ that
maximizes the likelihood function L(x|ρ̂), that is the conditional probability of
obtaining the outcomes {x} if the density matrix is ρ̂. For instance, given a set of
POVM measurements {Fν} and assuming a Gaussian noise in the measured data,
the likelihood reads:

L(x|ρ) =
∑
ν

(
⟨Fν⟩ρ − xν

)2

2 ⟨Fν⟩ρ
(1.19)

Therefore, from Eq. 1.19, we can retrieve the density matrix that better describes
the experimental observations. Moreover, with respect to other approaches that



1.1 Basics of Quantum Mechanics 13

directly retrieve the density matrix entries from the measured statistics, the maximum
likelihood method ensures to have as a result a meaningful physical state, by properly
constraining the solution space. Indeed, we can constrain the reconstruction to give
as results only the density matrices that respect the properties reported in Section
1.1.2

1.1.4 Separable and Entangled states
One of the most peculiar manifestations of Quantum Mechanics is for sure

the counter-intuitive concept of entanglement. In Section 1.1.1 we introduced the
Postulate V, which gives us an indication of how to describe the state of a composite
system, where the general quantum state of a bipartite system is described by Eq.
1.11. In this framework, we can introduce the concept of entangled states.

If the quantum state of a system can be reduced to the tensor product of a state
|ξ⟩A ∈ HA with a state |ϕ⟩B ∈ HB, i.e. one has that:

|ψ⟩AB = |ξ⟩A ⊗ |ϕ⟩B (1.20)
we say that the state is separable and we can describe each subsystem independently
from the other. Otherwise, it cannot be decomposed and is called entangled. The
same concept can be given also using the density matrix formalism, for which we
have that the total system is described by:

ρAB = |ψ⟩AB ⟨ψ| =
∑
i,j

∑
α,β

ρiα,jβ |i⟩A |α⟩B ⟨j|A ⟨β|B (1.21)

where ρiα,jβ = ⟨i|A ⟨α|B ρAB |j⟩A |β⟩B. The density matrix of a separable system is
defined, similarly to Eq. 1.20, as:

ρAB =
∑
i

pi ρA,i ⊗ ρB,i (1.22)

for some set of states {ρA,i, ρB,i} belonging respectively to the Hilbert spaces HA

and HB, and with
∑
i pi = 1. Also in this formalism, if the decomposition of Eq.

1.22 does not hold, the subsystems are entangled. Furthermore, an entangled state
is said to be maximally entangled if the reduced matrix of each subsystem, obtained
after the partial trace of the other, is proportional to the identity matrix, i.e. the
completely mixed state.

An important class of maximally entangled bipartite states is represented by the
Bell states:

∣∣Φ±〉 = 1√
2

(|↑↑⟩ ± |↓↓⟩)

∣∣Ψ±〉 = 1√
2

(|↑↓⟩ ± |↓↑⟩)
(1.23)

which constitute an orthonormal basis for the total Hilbert space HA ⊗ HB. The
states name derives historically form the violation of Bell’s inequality [106], which
was deduced during the seminal debates about the completeness of the Quantum
Theory and was used to rule out the concept of local causality proposed by Einstein,
Podolsky and Rosen (EPR) [107]. In particular, the inequality provides a classical
limit on the correlation of a measurement outcomes which can be proven to be
exceeded by quantum entangled systems (more details can be found in Appendix
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A). Therefore, Bell’s inequality can be used as a witness of entanglement since every
state that violates the inequality is nonlocal and entangled. However, even if for
pure bipartite state the entanglement and nonlocality are equivalent concepts, that
is not the case when we work with mixed ones. In this case, Bell’s inequality is not
a necessary condition and it is possible to have entangled states that do not violate
it [108, 109].

1.2 Quantum Information
In this Section, we give the rudiments of Quantum Information [1–3]. Making use

of the properties already introduced in the previous one, such as the superposition
principle and the entanglement, Quantum Information connects the two broad
branches of quantum and information theories proposing a procedure to overcome
the performance obtainable with classical resources. Exploiting quantum features
brought benefits to several areas ranging from computation to communication [4–7],
producing a speed-up and furnishing more powerful algorithms.

Quantum Information processing is intrinsically probabilistic and quantum al-
gorithms have to be repeated several times to obtain the correct solution with
probability as close to one as possible. A generic quantum computation procedure
can be divided into three steps:

• Preparation of the initial quantum state

• Implementation of the desired unitary evolution

• Measurement of the output state to obtain the results

We will focus on all of them in the following Sections.

1.2.1 Qubits and qudits
The qubit is the elementary unit of Quantum Information. Being the quantum

counterpart of the classical bit, the qubit lives in a bi-dimensional Hilbert space.
There, taking two orthogonal unit vectors we can define the computational basis
{|0⟩ , |1⟩} and from the superposition principle the generic state of a qubit is:

|ψ⟩ = α |0⟩ + β |1⟩ (1.24)

where α, β are complex numbers with |α|2 + |β|2 = 1, since |ψ⟩ has to be normalized.
Knowing that a quantum state is always defined up to a global phase, since it

doesn’t play a role when estimating expectation values and probabilities, we can
move to polar coordinates using two real parameters instead of α, β. The Eq. 1.24
can be rewritten as:

|ψ⟩ = cos θ2 |0⟩ + eiϕ sin θ2 |1⟩ (1.25)

Where θ ∈ [0, π] and ϕ ∈ [0, 2π]. Hence, while the classical bit can assume only
values equal to 0 and 1, being parametrized by continuous variables the quantum bit
can assume a continuum of states enlarging the possibilities of computation. The
polar coordinates formulation is interesting because using that a quantum state can
be represented as a point on a unitary sphere called the Bloch sphere (reported in
Fig. 1.1), and all the transformations applied to the states can be seen as a change
of its position inside the sphere.
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Figure 1.1. Bloch Sphere. Quantum states are represented as geometrical points inside
the unitary Bloch sphere. Every pure state is on the surface of the sphere, with the
computation state basis {|0⟩ , |1⟩} placed respectively at the north and south poles.
Mixed states instead are contained inside the sphere.

Moreover, the density matrix for a qubit can be expressed using the Hermitian
matrices basis composed of the three Pauli matrices:

σx =
(

0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
(1.26)

ρ = 1
2(1+ xσx + yσy + zσz) (1.27)

where the real numbers {x, y, z} are the expectation values of the three operators
⟨σi⟩ρ = Tr (σiρ) = i with i = {x, y, z}, and represent the Cartesian coordinates in
the Bloch sphere description. So from 1.27, when performing the quantum state
tomography of a qubit the suitable choice of operators to measure is represented
by the Pauli matrices.Moreover, defining r ≡ (x, y, z) it is possible to show that
detρ = 1

4(1 −
∣∣r2∣∣), and recovering the properties of a density matrix we have that

detρ ≥ 0 if and only if 0 ≤ |r| ≤ 1 for a physical state. Therefore, we can distinguish
between pure and mixed states depending on the |r| value. If |r| = 1 the state is
pure, otherwise the state is mixed.

Finally, we can extend the concept of the qubit to d-dimensional Hilbert spaces
introducing the qudit:

|Ψ⟩ =
d∑
i=1

ci |i⟩ (1.28)

where ci are complex numbers satisfying the normalization condition
∑d
i=1 |ci|2 = 1

and {|i⟩} are the d vectors composing the canonical basis of the Hilbert space.



1.2 Quantum Information 16

The interest in employing these states, going beyond the qubits, is that they can
enhance the performance in quantum communication and cryptography [8, 10, 27]
by respectively increasing the information transmitted with a single carrier and the
security of the protocols against eavesdroppers.

1.2.2 Circuit model of quantum computation: Quantum gates
A classical computer can be described efficiently by using a n bits register on

which we act changing their values in a controlled way. Elementary operations,
such as AND and NOT, can be applied to single bits or couples of them and can
be combined to produce complex functions. This classical circuit model can be
expanded to the case of quantum computation, where, neglecting the interaction
between the quantum systems and the environment, unitary operators implementing
quantum gates are applied to a quantum register of n qubits. Compared to the
classical case, here the superposition principle opens the way for parallel computing
with an exponential number of inputs. In any case, for exploiting this power it is
necessary to have an architecture that permits to efficiently extract the information
stored in the output quantum state.

It is possible to show how every single qubit operation can be decomposed in
just two fundamental gates: The Hadamard gate H and the phase gate Rz.

H = 1√
2

(
1 1
1 −1

)
, Rz(δ) =

(1 0
0 eiδ

)
(1.29)

where the first one makes the change of basis:

{|0⟩ , |1⟩} −→
{

|+⟩ = 1√
2

(|0⟩ + |1⟩), |−⟩ = 1√
2

(|0⟩ − |1⟩)
}

(1.30)

and the second one is a rotation along the z axis of the Bloch sphere (See Fig.
1.1). Employing these two gates it is possible to make arbitrary operations on
single-qubit states, for instance starting from |0⟩ we can generate any other state
with the following combination of gates:

Rz(π/2 + ϕ) H Rz(2θ) H |0⟩ = eiθ(cos θ2 |0⟩ + eiϕ sin θ2 |1⟩) (1.31)

The two qubits logical gates are instead represented by 22 × 22 matrices. The
most interesting ones are the controlled gates, which don’t act independently over
the two qubits but condition the action over a target one depending on the other.
Applying these gates it is possible for example to generate entangled states.

Defining the computational basis on the two-qubit Hilbert space as:

|00⟩ =


1
0
0
0

, |01⟩ =


0
1
0
0

, |10⟩ =


0
0
1
0

, |11⟩ =


0
0
0
1

 (1.32)

The general definition of a controlled logical gate is:

CU =
(
1 0
0 U

)
=


1 0 0 0
0 1 0 0
0 0 u11 u12
0 0 u21 u22

 (1.33)

with action:
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CU |ia⟩ |it⟩ = |ia⟩U ia |it⟩ (1.34)
So while the state of the ancillary qubit remains unchanged, depending on its

initial value, U is applied or not to the target one. Interesting examples are the
CNOT and CPHASE for which:

UCNOT =
(

0 1
1 0

)
, UCPHASE(ϕ) =

(1 0
0 eiϕ

)
(1.35)

In particular, CNOT is interesting since it allows us to generate entangled qubits.
In fact, by applying an Hadamard gate to the ancillary qubit and a CNOT on both,
it is possible to generate the Bell states from the computation basis states:

|00⟩ −→
∣∣∣Φ+

〉
, |01⟩ −→

∣∣∣Ψ+
〉
, |10⟩ −→

∣∣Φ−〉 , |11⟩ −→
∣∣Ψ−〉 (1.36)

The reverse of this evolution allows us to measure the Bell states.
Moreover, the CNOT together with the single qubit gates form an universal gate

set, that is a set composed of gates with which we can decompose any arbitrary
operation [1, 3].

1.2.3 Quantum Algorithms and Quantum Walk
Several quantum algorithms have been developed during the years to exploit the

potential of quantum resources over the classical ones. In particular, the studies have
been focused on both creating powerful algorithms to speed up the computation and
designing clever ways to retrieve the information stored in the final quantum state
produced by the calculation. The second one is of particular interest in order to get
full access to the power brought by quantum computation. The quantum algorithms
can be divided into three classes [1]:

• Algorithms based upon Fourier transform. These algorithms follow the
classical computation trend of using the discrete Fourier transform to develop
an efficient computational model. Using the quantum Fourier transform, these
algorithms provide exponential speed-ups, such as in the case of the Shor’s
algorithm for finding the prime factors of an integer [4].

• Searching Algorithms. These algorithms solve the problem of finding a
specific element, satisfying a wanted characteristic, inside a non-structured
database. The most famous one is the Grover algorithm which produces a
quadratically speed-up with respect to the classical algorithms [5].

• Quantum Simulation. These algorithms were formulated to address the
classical limit in simulating large quantum systems. Indeed, the number of
parameters needed for the description increases exponentially when adding
qubits to the system. Therefore, quantum computers have been proposed to
effectively perform these protocols and solve the task at hand, since they can
automatically account for such limitations. In this context, the main difficulty
is then in the retrieval of the information after the computation. Therefore, a
lot of effort is put into the study of how efficiently extract it and obtain the
desired results.
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In this context, an interesting computational paradigm on which to implement
quantum algorithms is represented by the quantum walk [63, 110]. This is the
quantum counterpart of the classical random walk, which is a powerful classical
paradigm widely applied for solving different problems in biology, statistics, and
finance [111]. Then it is not surprising that the same model was restated in the
quantum domain, looking for a computational speed-up. One of the most interesting
result in this ambience is the fact that quantum walks have been proven to be a
universal model for quantum computation [112, 113]. In particular, it has been
shown that the Grover searching algorithm can be performed with a quantum
walk implementation [114, 115]. Moreover, quantum walks find several applications
ranging from simulation [116–118] and cryptography [119, 120] to state engineering
[65, 66, 121].

Quantum walks are typically divided into two classes: discrete-time quantum
walk (DTQW) and continuos-time quantum walk (CTQW). In the first case, the
bipartite system composed of a coin and a walker evolves per discrete steps, while
in the second one, the evolution is described by a unitary operator that acts contin-
uously in time. In this thesis, we will focus only on DTQW and in particular on its
one-dimensional case.

Discrete time quantum walks
The one-dimensional DTQW describes the conditional evolution of a quantum

state called the walker over a lattice of length d, which has an additional internal
degree of freedom called the coin. At each time step, the walker moves on the lattice
depending on the state of the coin, creating a rich dynamics that has been exploited
to implement many Quantum Information tasks [122].

The walker lives in a d-dimensional Hilbert space Hw, where d = 2N + 1 with
N the number of steps of the evolution. The coin instead lives in a bi-dimensional
Hilbert space Hc spanned by the basis {|↑⟩ , |↓⟩}, here the coin can take all the
possible states while in the classical implementation it can have only values equal to
↑ or ↓. Such fundamental difference between the dynamics produces a very distinct
behavior in the output distribution as we will dettailed below. The total system
then lives in the Hilbert space given by the tensor product Hw ⊗ Hc.

The walker displacement on the lattice is governed by the shift operator, which
increases or decreases the walker position depending on the coin state:

S =
k=N∑
k=−N

|k + 1⟩w ⟨k| ⊗ |↑⟩c ⟨↑| + |k − 1⟩w ⟨k| ⊗ |↓⟩c ⟨↓| (1.37)

Hence, opportunely acting on the coin state at each step is possible to control
the evolution of the walker and implement the desired protocol. At each step then
also the state of the coin is changed, and a generic coin toss is represented by the
following unitary operator acting in the bi-dimensional space [123]:

C(ξ, ζ, θ) =
(

eiξ cos θ eiζ sin θ
−e−iζ sin θ e−iξ cos θ

)
, (1.38)

where ξ, ζ ∈ [0, 2π] and θ ∈ [0, π]. The total evolution after N steps is described as
the unitary operator:

UQW =
N∏
i

Ui =
N∏
i

S · (Ci ⊗ 1w) (1.39)
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Therefore, given the initial state |ψ(0)⟩ after N steps we have:

|ψ(N)⟩ = UQW |ψ(0)⟩ =
N∑

k=−N

∑
s=↓,↑

uk,s |k⟩w |s⟩c (1.40)

The final state is a superposition of several walker positions, associated with one
of the two possible coin states, and both the coin and walker states can be measured
on a suitable basis. In particular, it is possible to act in two ways on the system to
extract information upon the output of the quantum walk dynamics implemented:
i) analyzing the walker distribution for a specific coin state, or ii) studying the
walker position for any coin configuration. The first case consists of projecting the
state in Eq. 1.40 over a specific coin state, for instance the basis element |↑⟩, and
investigating the occupation probability of the lattice sites of the resulting walker
state:

|ψ⟩↑ = ⟨↑|ψ(N)⟩ (1.41)

pk =
∣∣∣⟨k|ψ⟩↑

∣∣∣2 (1.42)

The distribution of pk depends upon the implemented DTQW evolution and on
the coin projection, in fact both of them change the d-dimensional output walker
state. Such property can not be reproduced in the classical random walk since it is
due to the entanglement between the walker and coin states created by the controlled
displacement operator of Eq. 1.37.

In the case ii) instead, the coin state is traced out and all the information about
the walker, contained in the two different projections, is summed up. In particular,
defined ρout = |ψ(N)⟩⟨ψ(N)| we perform a partial trace over the coin subspace:

ρw = Trc[ρout] =
∑
s=↓,↑

⟨s| ρout |s⟩ = |ψ⟩↑ ⟨ψ| + |ψ⟩↓ ⟨ψ| (1.43)

And we have that:

pk = Trw[|k⟩⟨k| ρw] =
∣∣∣⟨k|ψ⟩↑

∣∣∣2 +
∣∣∣⟨k|ψ⟩↓

∣∣∣2 (1.44)

In this situation, we can make a comparison with the classical random walk
distribution. The classical random walk is a stochastic process in which the walker
moves to the right or the left upon the result of a coin toss, that is performed at the
beginning of every step. Hence, each step can be modeled as a Bernoulli stochastic
process and the output distribution of the walker positions follows the binomial
distribution:

BRWk =
(

N
1
2(N + k)

)
p

1
2 (N+k)q

1
2 (N−k) (1.45)

Where N is always the number of steps, k is the number of times in which
head is obtained as the result of the coin toss and p is the coin bias, with therefore
q = 1 − p. If we take a fair coin with p = 1

2 , the corresponding DTQW is represented
by the Hadamard QW, i.e. the DTQW in which the coin operators are all Hadamard
gates (see Eq. 1.29). Indeed, we saw that the Hadamard gates perform a basis
transformation that creates an unbiased superposition of the basis elements {|↑⟩ , |↓⟩},
emulating the coin toss with equal possibility of obtain head and tail.
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In Fig. 1.2 the comparison between the distributions 1.44 and 1.45 is reported
after 100 steps. The main difference between the two is the spreading in the walker
position. In fact, for the binomial distribution the variance scales as σ2

RW ∼ O(N),
and the walker is centered around the initial position. Instead, we have that
σ2
QW ∼ O(N2) for the QW, and the walker is localized at the lattice extremes. In

particular, the walkers associated with the two possible coin states spread quickly to
the limits of the lattice while interfering destructively in the central spots, creating
the distribution reported in Fig. 1.2-b. The reason for this central disruptive
interference is addressable to the minus sign comparing in the expression of the
Hadamard coin (see Eq. 1.29).

This effect is called ballistic behavior and it is one of the main features charac-
terizing the QW evolution for which it has several algorithmic applications.

(a) (b)

Figure 1.2. Walker distribution. Walker position output distribution for a classical
random walk a) and a discrete-time quantum walk b) after 100 steps of evolution. It is
possible to note the ballistic behavior of the quantum walk in the spreading of walker
states over the lattice. Images taken from [63].

1.2.4 Fidelity of quantum states
The measurements of the output of a quantum computation process is one of the

pivotal tasks in Quantum Information. In particular, using one of the procedures
explained in Section 1.1.3, one of the main purposes is to compare an experimentally
produced state to a theoretically expected one. The most used metric in this context
is the fidelity between two quantum states [1, 124].

Classically, taken two random variables X,Y which can assume n values with
probability {p1, . . . , pn} and {q1, . . . , qn}, we define the fidelity between the two
probability distribution as:

F (X,Y ) =
(

n∑
i=1

√
piqi

)2

(1.46)
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Similarly, given two quantum states described by density matrix ρ1, ρ2, the
fidelity F can be defined as [124]:

F (ρ1, ρ2) = Tr

[√√
ρ1ρ2

√
ρ1

]2
(1.47)

For pure states {|ψ1⟩ , |ψ2⟩}, Eq. 1.47 reduces to the overlap between quantum
states:

F (|ψ1⟩ , |ψ2⟩) = |⟨ψ1|ψ2⟩|2 (1.48)
that is the probability of measure |ψ1⟩ when the system is in the state |ψ2⟩. A
general definition of fidelity provides that it presents the following properties:

• Symmetry −→ F (ρ1, ρ2) = F (ρ2, ρ1)

• Bounded range values −→ 0 ≤ F (ρ1, ρ2) ≤ 1, ∀ρ1, ρ2

• Identity for indiscernible states −→ ρ1 = ρ2 iff F (ρ1, ρ2) = 1

• Invariance under unitary operators → F (ρ1, ρ2) = F (Uρ1U
†, Uρ2U

†) ∀ρ1, ρ2, U

Thanks to these features, the fidelity results one of the most suitable choice for
quantifying the distance between two quantum states and so to check if the quantum
algorithm produced the wanted state as a result.
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Chapter 2

Photonic Technologies

The beginning of the studies on light nature can be identified with the two seminal
papers by Isaac Newton [125] and Christiaan Huygens [126]. These give different
descriptions of light behaviour, Newton proposed a corpuscular interpretation in
which light particles are spread in all directions from the source, while Huygens gave
a wavelike explanation of the phenomenon in which each point of a wavefront is
considered as a new source of wavelets that expand into space.

In the first theoretical and experimental studies, the second interpretation was
the most followed one. The culmination of this approach can be seen in the important
laws that James Clerk Maxwell collected in the XIX century [127]. This theory
gives a complete explanation of the undulatory nature of light, proving that it can
be described by time-position oscillating electric and magnetic fields that travel in
vacuum at a speed equal to c and accounts for light typical phenomena, such as the
interference [127]. However, this approach was challenged at the beginning of the
XX century when it was not capable of explaining the radiative behaviour of a black
body, resulting in the famous ultraviolet catastrophe. A solution to this problem
was found by Max Plank, who proposed a quantization of the electromagnetic field
[22]. In conclusion, a complete and consistent treatment of all optical phenomena is
thus provided by the union of the classical Maxwell theory and the quantum theory.
With the former describing the propagation of light and the latter describing instead
the interaction with matter and the phenomena of emission and absorption. The
combined theory is known as Quantum Electrodynamics [127].

From both the classical and quantum points of view, light possesses mechanical
properties. The analysis of these properties started with the study of the influence
of solar pressure on the comets tails made by Kepler, and gained new attention
after Poynting showed that electromagnetic fields transport both energy and linear
momentum [128]. Moreover, his other seminal paper [129] was the baseline for the
analysis of another important property of light that has been a source of numerous
studies: the angular momentum. In particular, the angular momentum is usually
decomposed in the sum of a Spin Angular Momentum (SAM) and an Orbital
Angular Momentum (OAM). The interest in SAM and its applications is based
on its connection with circular polarization of the field, which was theorized by
Poynting himself in [129] and then experimentally demonstrated by Beth [130] in
1936. In the same years, Darwin showed that the SAM is not the only angular
momentum carried by light, formulating in this way the existence of an orbital
angular momentum. However, only in the 1992 article by Allen et al. [24], the OAM
was connected to the spatial structure of the field giving a new comprehension of
the phenomenon. In particular, this work showed how all the helical beams that
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possess a phase term proportional to eimϕ, with ϕ the azimuthal angle of cylindrical
coordinates, transport an OAM equal to h̄m per photon. This property was directly
observed in an experiment a short time later by He et al. [131]. Among the two
components, the OAM has attracted a growing interest in recent times due to its
several applications both in classical and quantum domains [26]. For instance, in
the first one it has been employed for optical trapping [42], microscopy [43, 44]
and classical communication [45–48]. While in the second one, various Quantum
Information protocols have made use of it for quantum communication [31–34],
computation [35–37], metrology [29, 38, 39] and cryptography [40, 41].

Moreover, especially Quantum Information field makes use of single photons as
information carriers. Indeed respect to other platforms, such as trapped ions [132] or
superconductive qubits [133], photons represent a suitable choice since they can be
manipulated at room temperature, are easily transported through fibers or free air,
and are systems with a low degree of decoherence [21]. Several degrees of freedom of
the photons are exploited in different quantum protocols, one of the most used is
the polarization, that living in a bi-dimensional Hilbert state is suitable to encode a
qubit. High dimensional quantum states can instead be obtained using the orbital
angular momentum, the path, and the time bin encoding. In particular, photons
represent an essential resource and have been used in milestones experiments of
Quantum Information, such as the first violation of EPR local causality [23] and the
first quantum teleportation experiments [134, 135], and in a platform that achieved
the quantum advantage [96].

In this chapter, we will start by illustrating classical and quantum descriptions
of light in Section 2.1, giving their basic elements from the Maxwell equations to the
quantization of the electromagnetic field. Then, we will focus on the description of
the angular momentum of light, reporting its decomposition in the OAM and SAM
parts in Section 2.2. Since the latter is performed in the paraxial approximation,
we will continue by introducing the Helmholtz equation in Section 2.3, describing
in detail its most interesting solutions. Finally, we will move to the Quantum
Information experimental side by introducing the sources of single photons in Section
2.4 and how we can act on them to encode information in their degrees of freedom
in Section 2.5.

2.1 Basis of classical and quantum description of light
The light undulatory nature is well described in classical electrodynamics by the

four Maxwell’s equations, that in vacuum and using the SI units take the form [136]:
∇ · E = ρ

ϵ0
(Gauss’ Law)

∇ · B = 0 (Gauss’ Law)
∇ × E = −∂B

∂t (Faraday’s Law)
∇ × B = µ0(J + ϵ0

∂E
∂t ) (Ampère-Maxwell’s Law)

(2.1)

where E(r, t) is the electric field, B(r, t) is the magnetic field, ρ(r, t) is the density
of free charges, J(r, t) is the current density, ϵ0 is the vacuum permittivity and µ0 is
the vacuum magnetic permeability.

Introducing the scalar potential ϕ and the vectorial potential A, the electric and
magnetic fields can be expressed as:

B = ∇ × A (2.2)
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E = −∇ϕ− ∂A
∂t

(2.3)

These expressions have the property of being invariant under a particular kind
of transformations called gauge transformations. Indeed, they have the same form if
we change the potentials A, ϕ with the potentials A′, ϕ′ connected to the first in the
following way:

A = A′ − ∇Ξ (2.4)

ϕ = ϕ′ + ∂Ξ
∂t

(2.5)

where Ξ(r, t) is the gauge function. In particular, exploiting this invariance we can
choose the Coulomb or transverse gauge for which ∇ · A = 0 and we can use a
description based only on the transverse component of the vectorial potential AT ,
that is its divergence-free component. In particular, one can assume no free charges
and currents, so in Eqs. (2.1) we use ρ = 0 and J = 0. We then derive the following
equations for the two potentials:

−∇2A + 1
c2
∂2A
∂t2

= 0 (2.6)

∇2ϕ = 0 (2.7)
where the first one has the form of the three-dimensional wave equation for the
vectorial potential A, with c the speed of light in vacuum, while the second one
is known as Laplace’s equation. Fixed the boundary conditions, solving the Eqs.
2.6 and 2.7 furnish us with a complete classical description of the electromagnetic
field when it propagates in the vacuum. For instance, once retrieved the form of the
electric and magnetic field from Eqs. 2.2-2.3, we can calculate the energy carried by
the field as:

Uem = 1
2

∫
V

(
ϵ0E(r, t) · E(r, t) + 1

µ0
B(r, t) · B(r, t)

)
dr (2.8)

For quantizing the electromagnetic field we can use the following argumentation.
Equation 2.6 can be also solved by reducing the space to a cubic region of side L and
imposing periodic conditions at the boundaries; this region is called the quantization
cavity. In this case, it is then possible to expand the vector potential in the modes
of the cavity [136]:

A(r, t) =
∑

k

∑
λ=1,2

ekλAkλ(r, t) (2.9)

where Akλ(r, t) = Akλ(t) eik·r + A∗
kλ(t) e−ik·r and ekλ is the polarization vector

relative to λ. The components of the vector k have to respect the periodic conditions
at the edges, so they can assume only the following values:

kx = 2πνx
L

, ky = 2πνy
L

, kz = 2πνz
L

(2.10)

with νx, νy, νz = {±1,±2,±3, . . . } .
Each component of the vector potential expansion independently satisfies Eq.(2.6),

which can be rewritten as:
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∂2Akλ(t)
∂t2

+ ω2
k Akλ(t) = 0 (2.11)

where ωk = ck is the angular frequency of the mode, the solution of (2.11) associated
with it is Akλ(t) = Akλ e

−iωkt. In conclusion, the generic component of the potential
vector Akλ(r, t) becomes:

Akλ(r, t) = Akλ e
i(k·r−ωkt) +A∗

kλ e
i(ωkt−k·r) (2.12)

Exploiting the relations (2.2) and (2.3), the components of the electric and
magnetic fields in the chosen gauge can be derived:

Ekλ(r, t) = iωk
{
Akλ e

i(k·r−ωkt) −A∗
kλ e

i(ωkt−k·r)
}

(2.13)

Bkλ(r, t) = ik
{
Akλ e

i(k·r−ωkt) −A∗
kλ e

i(ωkt−k·r)
}

(2.14)

In analogy to the classical case, we have that the energy assumes the following
form:

Uem =
∑
k

∑
λ

ϵ0L
3ω2

k (AkλA
∗
kλ +A∗

kλAkλ) (2.15)

Finally, the electromagnetic field can be quantized by associating each mode of
the cubic cavity with a quantum-mechanical harmonic oscillator. Therefore, we have
the following Hamiltonian for the system [136]:

H =
∑

k

∑
λ

1
2 h̄ωk

(
âk,λâ

†
k,λ + â†

k,λâk,λ
)

(2.16)

where we have introduced the creation and annhilation operators:

âk,λ
∣∣nk,λ

〉
= √

nk,λ
∣∣nk,λ − 1

〉
(2.17)

â†
k,λ
∣∣nk,λ

〉
=
√
nk,λ + 1

∣∣nk,λ + 1
〉

(2.18)

where
∣∣nk,λ

〉
is the Fock quantum state associated with the mode identified by the

indexes {k, λ}, while nk,λ is the occupation number, which represents the number of
photons excited in this cavity mode and it is the eigenvalue of the number operator
n̂k,λ = â†

k,λâk,λ. A special state is the vacuum state, whose occupation number
is equal to 0 and it is defined as âk,λ |0⟩ = 0 for all k, λ. Different modes are
independent and so their operators have to commute, then we have the following
rules: [

âk,λ, âk′ ,λ′

]
= 0,

[
â†

k,λ, â
†
k′ ,λ′

]
= 0,

[
âk,λ, â

†
k′ ,λ′

]
= δk,k′ δλ,λ′ (2.19)

and the total state of the system can be written as the tensor product of the
individual modes Fock states:∣∣{∣∣nk,λ

〉}〉
=
∏
i

∣∣nki,λi

〉
=
∣∣nk1,λ1

〉 ∣∣nk2,λ2

〉 ∣∣nk3,λ3

〉
. . . (2.20)

In conclusion, by comparing the Hamiltonian of the field in Eq. 2.16 with the
energy reported in Eq. 2.15, we obtain the following expression for the quantized
vectorial potential:
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Ak,λ →
(

h̄

2ϵ0ωkL3

)
âk,λ and A∗

k,λ →
(

h̄

2ϵ0ωkL3

)
â†

k,λ (2.21)

Exploiting then the relation 2.3 and 2.2, we retrieve the expression for the
quantized electromagnetic field.

2.2 Angular Momentum of Light
An electromagnetic wave transports energy (see Eqs. 2.8 and 2.15), linear

momentum, identified as the Poynting vector P = E × B [128], and an intrinsic
angular momentum. The latter, instead of being linked to a fixed external point
as it happens when we describe the angular momentum of a point particle in
mechanics, is related to the spatial structure of the field and how the Poynting
vector behaves during the wave propagation [24, 137, 138]. In particular, the angular
momentum of light is composed of two components the spin angular momentum
(SAM) and the orbital angular momentum (OAM). However, this decomposition is
not straightforward if we are not under the paraxial approximation.

We start by giving the expression of the total angular momentum, which in
analogy with the classical mechanics angular momentum is written as:

J = ϵ0

∫
[r × (E × B)] dr (2.22)

A canonical decomposition can be obtained by exploiting the relation in Eq. 2.2
to substitute the magnetic field with the vectorial potential [139]:

J = ϵ0
∑

i=x,y,z

∫
[Ei (r × ∇)Ai] dr + ϵ0

∫
(E × A) dr (2.23)

Where, recalling that the momentum operator in Quantum Mechanics is given
by p̂ = −ih̄∇, by analogy we can associate the first integral with the OAM and the
second one, which is independent of the space coordinates, with the SAM. However,
this decomposition depends directly on the vectorial potential A, so it is not gauge
invariant and it doesn’t give an unambiguous representation of the two components.

To have a decomposition that is gauge invariant we can exploit the Helmholtz
theorem that states that we can divide each smooth and rapidly decaying vector
field in a transverse or solenoidal part ET , for which ∇ · ET = 0, and a longitudinal
or irrotational component EL, for which ∇ × EL = 0. Hence, by substituting
E = ET + EL into Eq. 2.22 we obtain the standard decomposition [140]:

JL = ϵ0

∫
[r × (EL × B)] dr (2.24)

JT = ϵ0

∫
[r × (ET × B)] dr (2.25)

Exploiting Eq. 2.2 and 2.3 we can rewrite the longitudinal angular momentum
JL as:

JL =
∫

[ρ (r × AT )] dr (2.26)

This angular momentum is associated with the free charges, indeed if we substitute
the density of charge ρ =

∑
β qβδ(r − rβ(t)) into Eq. 2.26 we have that:
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JL =
∑
β

qβ (rβ × AT (rβ)) (2.27)

hence, when there are no free charges, this component can be neglected.
More interesting, it is the transverse component of the angular momentum,

proceeding similarly to the longitudinal case and recalling that by definition ∇·ET =
0, we have that:

JT = ϵ0

∫ [ ∑
α=x,y,x

ET,α (r × ∇)AT,α + ET × AT

]
dr (2.28)

LT = ϵ0

∫ [ ∑
α=x,y,x

ET,α (r × ∇)AT,α

]
dr (2.29)

ST = ϵ0

∫
[ET × AT ] dr (2.30)

Since both of the terms depend only on the electric field E and on the transverse
component of the vectorial potential AT this decomposition is gauge invariant.
Indeed, in the gauge transformation of Eq. 2.4 the term ∇Ξ is irrotational and so
only the longitudinal component of A is modified under such transformation.

Another way to obtain a gauge invariant separation between OAM and SAM is
the Humblet decomposition [141], where expressing the magnetic field as a function
of the electric field curl, using Faraday law of Eqs. 2.1, we obtain:

Li = i

µ0

∑
j=x,y,z

∫ [
E∗
j (r × ∇)iEj

]
dr (2.31)

Si = i

µ0

∫ (
E∗
j (−ϵi,j,k)Ek

)
dr (2.32)

where ϵi,j,k is the Levi-Civita epsilon, that is the quantum mechanical spin 1 particle
operator. Therefore, in this decomposition, we can see a similarity with the quantum
mechanical calculation of an expectation value with a sandwich between the operators
and the electric field.

Although both the previous separations solve the problem of invariance under
a gauge transformation, in the most general configuration it is still not easy to
distinguish between the two components of light angular momentum, uniquely
attributing them to properties of the field. Moreover, they cannot be directly
identified with the quantum mechanical generators of rotations [142–144].

Finally, to definitively solve the problem and make the two components sepa-
rable, we consider a monochromatic beam that propagates along z in the paraxial
approximation. In this case, the z-component of the electric field can be neglected
compared to the transverse ones, since Ez ≈ i

k∇T · ET . We obtain the following
expression for the z component of the total angular momentum[145]:

Jz = h̄ω
ϵ0Re {

∫ ∫
dxdy [rxy × (E∗ × B)]}

1
2Re {

∫ ∫
dxdy (E∗ · D + B∗ · H)}

≈

≈ Re {h̄
∫ ∫

dxdy [E∗
T · (ez · (rxy × (−i∇))) ET + ez · E∗

T × ET ]}
Re {

∫ ∫
dxdyE∗

T · ET }

(2.33)

where rxy = (x, y) ed ez is the unit vector of in the z-direction.
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Using the circular basis {R,L} for the polarization, and expressing the electric
field ET as the vector:

|ET ⟩ =
(
ER
EL

)
= 1√

2

(
Ex + iEy
Ex − iEy

)
(2.34)

given a normalized field, i.e. having
∫ ∫

dxdy(E∗
T · ET ) = 1, the equation (2.33) can

be rewritten as:
Jz = ⟨ET | L̂z |ET ⟩ + ⟨ET | Ŝz |ET ⟩ (2.35)

where:
Ŝz = h̄

(
1 0
0 −1

)
, L̂z = −ih̄ (rxy × ∇) (2.36)

where using the cylindrical coordinates (ρ, ϕ, z) we have that:

L̂z = −ih̄ ∂

∂ϕ
(2.37)

These are the well-known expressions for angular momentum in quantum theory,
and hence OAM and SAM can be easily distinguished. This decomposition resembles
the Humblet one in Eqs. 2.31-2.32. However, different from the general theory,
here in the z-component of the paraxial approximation the separation in not space-
dependent. Specifically it means that, since the longitudinal component of the
angular momentum can be neglected, the average value of the z-component does
not depend upon the position of the origin in the transverse plane.

Furthermore, using the notation introduced in Eq. 2.35, we have that

Lz = h̄

∫ ∫
dxdy (E∗

R∂ϕER + E∗
L∂ϕEL) (2.38)

Sz = h̄

∫ ∫
dxdy

(
|ER|2 − |EL|2

)
(2.39)

Hence, we see how the orbital angular momentum depends on the spatial structure
of the field, while the spin is related only to its polarization state. Therefore, we
have that the eigenstates of the OAM are all the helicoidal beams for which the
paraxial approximation is valid and that present a phase term of the form eimϕ.
In particular, the latter carry a quantized OAM equal to h̄m for each photon of
the beam. We will give an explicit description of them in Section 2.3. Instead, for
what concern the SAM component, since it depends only on the intensity of the
electromagnetic field, we can express Eq. 2.39 in the basis of Fock number operators.
Using the quantized expression for the electric field in Eq. 2.13 with the substitution
reported in Eqs.2.21, we have:

Ŝ = ih̄
∑

k
ek
(
â†

kH âkV − â†
kV âkH

)
=

= h̄
∑

k
ek
(
â†

kLâkL − â†
kRâkR

)
= h̄

∑
k

ek (n̂kL − n̂kR)
(2.40)

where H,V are respectively the horizontal and vertical polarization, and ek is the
unit vector along the propagation direction.

In conclusion, we show how in the paraxial approximation it is possible to
separate the two components of the angular momentum and give their description
as quantum mechanical operators, introducing their eigenvalues and eigenvectors.
Moreover, by quantizing the fields we obtained the relation between the spin angular
momentum and the circular polarization of the field.
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2.3 Paraxial Helmotz equation
As we saw in the previous Section, the paraxial approximation is the suitable

working condition in which we can separate the two components of the light angular
momentum and manipulate them separately. Therefore, it is interesting to analyze
the class of optical beams that, with respect to this approximation, are all solution
the solution of the paraxial Helmholtz equation [146]

We start by rewriting in two terms the solution of the wave equation that describes
the electromagnetic field (see Section 2.1), of which one depends only on the space
coordinates and the other on time. In particular, considering a monochromatic wave
we can write the complex wavefunction of the field as:

U(r, t) = U(r) eiωt (2.41)
where U(r) is the complex amplitude of the field and ω is the angular frequency. To
describe the electromagnetic field, U(r) has to satisfy the wave equation:

∇2U − 1
c2
∂2U

∂t2
= 0 (2.42)

where ∇2 is the Laplacian operator and c is the speed of light in vacuum. Using
the formulation of Eq. 2.41 for the complex amplitude, we can set aside the time-
dependent part of the field and obtain an equation for the space-dependent term.
This is the Helmholtz equation:(

∇2 + k2
)
U(r) = 0 (2.43)

where we have introduced the wavenumber k = ω/c, which can be also expressed as
k = 2π/λ whit λ equal to the wavelength of the field.

Considering then a wave that propagates along the z-axis, for which U(r) =
A(r) e−ikz where A(r) is a complex function, we can introduce the concept of paraxial
waves. In particular, we say that a wave is paraxial when the normal vectors to
the wavefronts, i.e. the surface with constant phase, form a small angle with the
optical axis of the system. To obtain this condition we ask that A(r) is a slowly
varying function of z, in this way the variation of Arg{A(r)} is small over distances
of the wavelength order and wavefronts are almost planar. This implies that for a
variation ∆z = λ, the change ∆A is much smaller than the value of A. Then, using
∆A = (∂A/∂z)∆z = (∂A/∂z)λ, we have that:

∆A << A ⇒ ∂A

∂z
<<

A

λ
= Ak

2π ⇒ ∂A

∂z
<< kA ⇒ ∂2A

∂z2 << k2A (2.44)

Exploiting this condition for the field and substituting it inside the Eq. 2.43, we
obtain the paraxial Helmholtz equation:

∇2
TA− 2ik∂A

∂z
= 0 (2.45)

where ∇2
T = ∂2/∂x2 + ∂2/∂y2 is the transverse Laplacian operator.

The simplest solution of Eq. 2.45 is the parabolic wave, which is the paraxial
approximation of the plane wave, but the most interesting solutions are the one
based on a Gaussian envelope of the amplitude that we will describe in the following
Sections.
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2.3.1 Gaussian mode
Although the wavelike nature precludes its spatial confinement, light can assume

the form of approximately localized and non-divergent beams. The plane and
spherical waves represent the two extremes of respectively spatial and angular
confinement. Besides these, there is the class of paraxial waves, introduced in the
previous chapter, that concerns all beams for which the wavefront normals form a
small angle with the direction of propagation. The latter are solutions of Eq. 2.45,
among them an important one is the Gaussian beam:

U(r) = A0
W0
W (z) exp

[
− ρ2

W (z)2

]
exp

[
−ikz − ik

ρ2

2R(z) + iζ(z)
]

(2.46)

With:

W (z) = W0

[
1 +

(
z

z0

)2
] 1

2

(2.47)

R(z) = z

[
1 +

(
z0
z

)2
]

(2.48)

ζ(z) = tan−1
(
z

z0

)
(2.49)

W0 =
(
λz0
π

) 1
2

(2.50)

where ρ2 = x2 + y2, A0 is the normalization factor that is calculated considering the
boundary conditions, and all the other functions instead depend upon the beam
parameter λ and z0, where the first one is the wavelength and the second one is
the Rayleigh range, i.e. the distance for which we can consider that the beam is
collimated.

Another interesting parameter is the beam waist of Eq. 2.47, in fact, it represents
the radius of the beam which increases during the propagation along z. This can be
seen by analyzing the beam intensity:

I(ρ, z) = |U(r)|2 = |A0|2
[
W0
W (z)

]2
e

− 2ρ2

W (z)2 = I0

[
W0
W (z)

]2
e

− 2ρ2

W (z)2 (2.51)

That has its maximum at ρ = 0 and then decreases with a Gaussian envelope,
from here the name Gaussian beam, reaching the value 1/e at a radial distance equal
to W (z). Hence, the 86% of the beam is contained in a radial distance around the
optical axis equal to the waist W (z), which can be then considered as the radius of
the beam.

Finally, the parameter R(z) represents the wavefront radius of curvature. Indeed,
analyzing the constant phase surfaces of the beam we obtain the equation:

z + ρ2

2R = qλ+ ζ
λ

2π , q ∈ Z (2.52)

That is the equation of a paraboloid with a curvature radius equal to R. From
Eq. 2.48 we can study the behavior of the radius during the propagation of the
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beam, we see that for z = 0 the radius is infinite and so the beam has a planar
wavefront, while for z >> z0 it increases linearly with the distance R(z) ≈ z and so
the wavefront is spherical. More precisely, in both cases, the beam is delayed with
respect to the planar or spherical wavefront of an amount equal to the Guoy phase
ζ(z), that goes from −π/2 for z = −∞ to −π/2 for z = ∞. Therefore, during the
propagation the beam moves from having a planar wavefront to a spherical one, the
two limits for spatial and angular confinement, reaching the maximum curvature for
z = z0.

A graphical representation of the intensity and the beam divergence during
propagation is reported in Fig. 2.1.

a) b)

W0 2W0

Figure 2.1. Gaussian Beam. a) Behaviour of the beam radius W (z) in function of the
propagation distance z. The Rayleigh range z0 is the distance over which W (z) changes
from being the beam waist W0 to being

√
2W0. b) Normalized intensity I/I0 of the

Gaussian beam along the x-axis of the transverse plane, in the inset is reported the
whole Gaussian intensity profile in the x− y plane

2.3.2 Hermite-Gaussian mode
Another interesting class of solutions of Eq. 2.45 is represented by the Hermite-

Gaussian (HG) modes, which present the same paraboloidal wavefront of the
Gaussian beam but a different distribution for the intensity. The HG modes are
a basis on which to decompose the transverse spatial structure of a field, and in
particular, they can be considered as the modes emitted by a laser cavity.

We start considering a modulated version of a Gaussian beam [146]:

A(x, y, z) = X
[√

2 x

W (z)

]
Y
[√

2 y

W (z)

]
exp [iZ(z)]AG(x, y, z) (2.53)

where X (.), Y(.), Z(.) are real functions and AG(x, y, z) is the Gaussian amplitude
of Eq. 2.46. Hence, except for a phase term Z(z), which is a slowly varying function
of z and independent from x and y, the phase of Hermite-Gaussian mode in Eq.
2.53 is the same as the Gaussian beam.

The beam in Eq. 2.53 has to satisfy the paraxial Helmholtz equation (2.45), so
substituting its complex amplitude, exploiting the fact that AG solves the equation
and defining the variables u =

√
2 x/W (z) e v =

√
2 y/W (z), we obtain:

1
X

(
∂2X
∂u2 − 2u∂X

∂u

)
+ 1

Y

(
∂2Y
∂v2 − 2v∂Y

∂v

)
+ kW 2(z)∂Z

∂z
= 0 (2.54)
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Figure 2.2. Hermite-Gaussian modes. Amplitude and phase distribution of Hermite-
Gaussian modes as a function of the indexes l and m that appear in Eq. 2.59

Since the left-hand side of this equation is the sum of three terms that are
functions of a single independent variable u, v or z, each of them must be constant.
It is therefore possible to perform a separation of variables and obtain the following
three differential equations:

−1
2
d2X
du2 + u

dX
du

= µ1X (2.55)

−1
2
d2Y
dv2 + v

dY
dv

= µ2Y (2.56)

z0

[
1 +

(
z

z0

)2
]
dZ
dz

= µ1 + µ2 (2.57)

The Eq. 2.55 represents an eigenvalue problem whose eigenvalues are µ1 = l
with l = {0, 1, 2, ...} and the eigenstates are the Hermite polynomials, so X = Hl(u).
Similarly, Eq.(2.56) has eigenvalue µ2 = m and eigenfunction Y = Hm(v) with
m = {0, 1, 2, ...}

Substituting µ1 = l and µ2 = m into Eq.(2.57) and integrating, we get:

Z(z) = (l +m) ζ(z) (2.58)
and thus, the additional phase Z(z) varies slowly between −(l+m)π/2 for z = −∞
and (l +m)π/2 for z = ∞.

Therefore, by substituting everything into the (2.53) and multiplying by exp(−ikz),
we obtain the complex amplitude of the Hermite-Gaussian mode:

HGl,m = Al,m
W0
W (z)Gl

[ √
2x

W (z)

]
Gm

[ √
2y

W (z)

]
exp

[
−ikz − ik

ρ

2R(z) + i(l +m+ 1)ζ(z)
]

(2.59)
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where Al,m is a constant and Gl(u) = Hl(u) e−u2/2 is called the Hermite-Gaussian
function of order l. Since H0 = 1, the Hermite-Gaussian function of order 0 is
simply a Gaussian one. Thus the mode HG00 is the Gaussian mode described in
the previous Section. For l,m ̸= 0, the intensity distribution changes by presenting
several peaks, the number of which depends on the order of the mode. In Fig. 2.2,
there are reported the amplitude and phase profiles of the HG modes for different
values of (m, l).

Finally, HG modes form a complete set of orthogonal solutions of the paraxial
Helmholtz equation, so any other solution can be expressed as their superposition.

2.3.3 Laguerre-Gaussian mode
The Laguerre-Gaussian modes, similarly to Hermite-Gaussian ones, are a

complete set of orthogonal solutions of the paraxial Helmholtz equation (2.45). These
can be obtained by writing the differential equation in cylindrical coordinates (ρ, ϕ, θ)
and making the separation of variables into ρ and ϕ instead of x and y. They are
characterized by two indexes as well, the radial index p and the the azimuthal index
m, and their expression is the following:

LGp,m(ρ, ϕ, θ) =
√

2 p!
π (p+ |m|)!

1
W (z)

(√
2 ρ

W (z)

)|m|

exp

[
− ρ2

W 2(z)

]
L|m|
p

(
2ρ2

W 2(z)

)

× exp

[
imϕ− i

kρz

2
(
z2 + z2

0
) + i (2p+ |m| + 1) ζ(z)

]
(2.60)

where L|m|
p is the generalized Laguerre polynomial. The mode order is defined as

N = 2p+ |m|, where p is a nonnegative integer that determines the number of nodes
in the transverse plane, while m is an integer connected to the eigenvalues of the
orbital angular momentum operator (see Section 2.2). A more formal derivation
of it can be found in [24], where it is shown that the Poynting vector presents a
component along the azimuthal direction eϕ, that makes it spiraling around the
beam axis and results in an OAM along that direction. Moreover, it is demonstrated
how single photons with energy h̄ω carry an OAM equal to h̄m.

Since Laguerre-Gaussian modes have a phase term eimϕ, they present a helical
wavefront that wraps around the propagation axis, in which the number of intertwined
helices depends on the value of |m|. However, the phase term presents a singularity on
the propagation axis and the intensity of the mode cancels out, so on the transverse
plane the intensity takes the typical "doughnut" shaped pattern. For p = 0 we have a
single ring with radius ρ =

√
|m|/2W (z), if p ̸= 0 instead we have several concentric

rings, the number of which depends on the value of p. This is true apart from the
mode with m = p = 0, for which the Laguerre-Gaussian mode is reduced to be the
Gaussian beam. In the figure (2.3) the phase and amplitude distribution of the
Laguerre-Gaussian mode for different values of p and m is shown.

From here, we can see that since only the phase of the mode depends upon the
sign of the azimuthal index m, LG modes with the same |m| present an identical
intensity profile. This is a special case of a more general condition, for which the
intensity of two arbitrary superpositions of LG modes is the same if it holds that
[147]:
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Figure 2.3. Laguerre-Gaussian modes. Amplitude and phase distribution of Laguerre-
Gaussian modes as a function of the indexes p and m. The doughnut radius increases
with m, while p is related to the number of nodes in the radial direction and therefore
to the number of concentric circles. Moreover, the sign of m only modifies the phase
distribution, represented here by the RGB colormap.

∣∣∣∣∣∑
p,m

cp,mLGp,m

∣∣∣∣∣
2

=
∣∣∣∣∣∑
p,m

c∗
p,mLGp,−m

∣∣∣∣∣
2

(2.61)

where cp,m are the complex coefficients of the superposition for which
∑
pm |cp,m|2 = 1.

This symmetry proves to be one of the greatest obstacles in OAM modes recognition
when only the information on the intensity profile is accessible, so it often requires
special procedures or optical elements to be successfully broken [71, 147, 148].

Finally, as mentioned at the end of the previous Section, Hermite-Gaussian modes
represent a complete set of solutions, then it is possible to express the Laguerre-
Gaussian modes as a superposition of Hermite-Gaussian ones of the same order in
the following way [149]:

LGn,l(x, y, z) =
n+l∑
k=0

ikb(n, l, k)HGn+l−k,k(x, y, z) (2.62)

with coefficients b(n, l, k) real and equal to:

b(n, l, k) =

√
(n+ l − k)! k!

2n+l n! l!
1
k!

[
dk

dtk

(
(1 − t)n (1 + t)l

)
|t=0

]
(2.63)

where the indices (n, l) are related to the indices appearing in Eq.(2.60) via the
relations p = min(n, l) and m = n− l.

In conclusion, LG modes are a complete basis for the paraxial optical states and
carry OAM being eigenvalues of its quantum operator. For all these reasons they
have found several applications in Quantum Information protocols that exploit high
dimensional quantum encoding [21, 26, 48, 65, 66]
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2.3.4 Hypergeometric-Gaussian mode
Hypergeometric-Gaussian modes are another family of paraxial beams that are

solutions of the paraxial Helmholtz equation (Eq. 2.45), owing their name to the
fact that in their expression appears the confluent hypergeometric function. In the
dimensionless cylindrical coordinates (ρ̃ = ρ/W0, ϕ, ξ = z/z0), their complex mode
amplitude reads [150]:

HyGGp,m(ρ̃, ϕ, ξ) =
√

2p+|m|+1

πΓ(p+ |m| + 1)
Γ(1 + |m| + p

2)
Γ(|m| + 1) i|m|+1 ξ

p
2 (ξ + i)−(1+|m|+ p

2 )

× ρ̃ |m| e
− iρ̃ 2

ξ+i eimϕ 1F1

(
−p

2 , |m| + 1; ρ̃ 2

ξ (ξ + i)

)
(2.64)

where m is integer, p ≥ −|m| is real and 1F1(a, b;x) is the hypergeometric function.
The characteristic phase term eimϕ, also present in Laguerre-Gaussian modes,

identifiesm as the eigenvalue of the OAM. Moreover, as expected for OAM eigenstates,
the mode intensity cancels as ρ̃ |m| at the center of the beam (ρ → 0). Since the
hypergeometric function 1F1(a, b;x) only cancels for x reals, the intensity of the
beam in the transverse plane only cancels on the axis (ρ̃ = 0) and at infinity. This
gives the intensity pattern of the HyGG modes the typical ’doughnut’ shape for
each value of m and p, except for m = 0 and especially for p = m = 0 for which
the Hypergeometric-Gaussian mode reduces to the Gaussian one (see Eq. 2.46).
The amplitude and phase distributions of the HyGG modes are shown in the figure
(2.4-a) for different combinations of p,m. Moreover, we will not go into details, but
it is possible to divide the HyGG modes into subclasses depending on the values of
the two indexes [150].

The set of modes HyGG is overcomplete and non-orthogonal; the inner product
of two normalized modes is equal to:∫ ∞

0
dρ̃

∫ 2π

0
dϕ ρ̃ HyGG∗

p′,m′(ρ̃, ϕ, ξ)HyGGp,m(ρ̃, ϕ, ξ) =

= δm,m′
Γ
(
p
2 + p′

2 + |m| + 1
)

√
Γ(p′ + |m| + 1) Γ(p+ |m| + 1)

(2.65)

where Γ(z) =
∫∞

0 tz−1e−t dt is the gamma function.
Hypergeometric-Gaussian modes can be expressed in the complete basis of

Laguerre-Gaussian modes. In general, the mode HyGGp,m can be written as the
linear combination of infinitely many modes LGq,m having the same m index, since
it still needs to be an eigenstate of the OAM, and any possible value of the radial
index q ≥ 0:

HyGGp,m =
∞∑
q=0

Apq LGq,m (2.66)

Where:

Apq =
√

(q + |m|)!
q! Γ(p+ |m| + 1)

Γ
(
q − p

2
)

Γ
(p

2 + |m| + 1
)

Γ
(
−p

2
)

Γ(q + |m| + 1) , (2.67)

Unlike Laguerre-Gaussian modes, the profile of the Hypergeometric-Gaussian
modes is not invariant during the propagation, where the invariance here is considered
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Figure 2.4. Hypergeometric-Gaussian modes. a) Amplitude and phase distribution
of Hypergeometric-Gaussian modes in function of the indexes p and m for a propagation
distance ξ = 1. b)Evolution of the intensity profile during the free propagation of a
HyGG mode with p = −2 and m = 2. Over each image it is reported the value of ξ

except for the broadening of the profile happening due to the divergence of the beam.
As shown by Eq. 2.66, a HyGG mode is obtained by the superposition of infinite
modes LG each with a different phase term, dependent on the Gouy phase ζ(z), due
to the different radial index q. So the relative phase between the various modes
changes as z varies, this consequently changes the appearance of the intensity profile.
Figure 2.4-b shows this behavior by reporting the evolution of the intensity in the
transverse plane for a HyGG mode as ξ varies.

The HyGG modes have found several applications in practice since they represent
a more accurate description of the modes produced by different OAM engineering
platforms, such as pitch-fork holograms [151, 152] used in combination with SLM
[153, 154] or the birefringent pattern of metasurfaces [53, 70, 155], situations where
the LG modes furnish just a partial description.

2.4 Single photons sources
As we said, photons play a fundamental role in Quantum Information applica-

tions, since they represent an optimal physical system for several tasks, ranging
from communication to test of quantum foundation, and have been used in mile-
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stone experiments. Therefore, sources capable of generating with high efficiency
indistinguishable and entangled photons in a deterministic way are highly demanded.

Over the years, several platforms have been proposed to address these requests.
The most used ones are the sources based on nonlinear effects. Among these, the
second-order nonlinear Spontaneous Parametric Down Conversion (SPDC) process
has been widely used to generate heralded single photons and entangled pairs using
different degrees of freedom [156–161], this kind of sources are implemented both in
bulk and integrated optics. Another process that is exploited is the spontaneous
four-wave mixing [162] that takes place in integrated optics waveguides. However,
both these processes are probabilistic, with a generally low probability of generating
photons, which is detrimental for several Quantum Information protocols. Semi-
conductor Quantum Dots (QDs) have emerged as a platform to overcome these
limitations. Acting as artificial atoms when pumped with pulsed lasers, QDs are
capable of generating indistinguishable single photons with high brightness in a
nearly-deterministic fashion [163–167].

In this thesis, we experimentally exploited both SPDC and QD sources to produce
photonic OAM states, which we used to perform several Quantum Information
protocols.

2.4.1 Nonlinear processes
Nonlinear optics is the branch that studies the phenomena that take place due

to the modification of the optical properties of a material when light passes through
it [168]. The nonlinearity here refers to the response of the material, which is
proportional to a power of the strength of the applied electric field, and needs high
intensities to be seen. The beginning of this research area is made to coincide with
the observation of the second harmonic generation by Franken et al. [169].

To describe the response of a material to an applied electric field we make use of
the dielectric polarization density (P), which in this case can be decomposed in a
linear part (PL) and in a nonlinear one (PNL):

P(t) = PL(t) + PNL(t) = ϵ0
[
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + . . .

]
=

= P(1)(t) + P(2)(t) + P(3)(t) + . . .
(2.68)

where χ(1) is the linear optical susceptibility, and χ(2), χ(3) are respectively the
second- and third-order optical susceptibility. In particular, it can be shown that
χ(2) is different from zero only in noncentrosymmetric media, i.e. media that do
not display inversion symmetry, and the second-order phenomena can occur only in
these materials.

Focusing on the description of the types of second-order processes, we consider
entering the material with an electric field having two distinct components E1,E2
with frequencies respectively ω1, ω2. The second-order nonlinear polarization of Eq.
2.68 can be written as:

P(2)
NL =

∑
n

P(ωn)e−iωnt (2.69)

where the summation is performed over both positive and negative frequencies, and
the term P(ω) contains the dependence upon the field. These complex amplitudes
describe several processes:
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• Second Harmonic Generation (SHG): This process consists in the anni-
hilation of two photons with frequency ωi for the generation of one photon
having frequency 2ωi. We have P (2ωi) = 2ϵ0χ(2)E2

i

• Sum-Frequency Generation (SFG): Here two photons with different fre-
quencies annihilate to produce a photon with a frequency that is the sum of
the original ones. We have thus P (ω1 + ω2) = 2ϵ0χ(2)E1E2.

• Difference-Frequency Generation (DFG): Here, entering the system
with two fields having different frequencies, a photon with higher frequency
ω1 is converted into photons having lower frequencies ω2 and ω3 = ω1 − ω2.
Therefore this process produces an optical parametric amplification of the lower
frequency field E2. We have that P (ω1 − ω2) = 2ϵ0χ(2)E1E

∗
2 .

The energy levels scheme for all these processes are reported in Fig. 2.5.
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Figure 2.5. Nonlinear processes energy levels. a) Second Harmonic Generation
(SHG): two photons with frequency ω are converted to one photon having frequency
2ω. b) Sum Frequency Generation (SFG): two photons with frequency ω1 and ω2 are
converted to one photon having frequency ω1 + ω2. c) Difference Frequency Generation
(DFG): one photon with frequency ω1 is converted into two photons having frequency
ω2 and ω1 − ω2.

To have a complete mathematical description of these nonlinear processes, we
can proceed by solving the Maxwell equation (Eqs. 2.1) inside the medium. In
particular, we can derive the following equation for the electric field inside the
nonlinear material:

∇2E − ϵ1
c2
∂2

∂t2
E = 1

ϵ0c2
∂2

∂t2
PNL (2.70)

where c is the speed of light in vacuum and ϵ1 is the relative permittivity, which is
different for each material.

For instance, we can solve the Eq. 2.70 for the case of a SFG process. We
consider entering a lossless material with monochromatic and collimated waves and
we prove a solution of the form E3 = A3e

ik3z−iωt + c.c. for the output beam at
frequency ω3 = ω1 + ω2, with k3 = n3ω3/c and n3 the refractive index experienced
by the field for which stands that n2

3 = ϵ1(ω3). Making the slowly varying amplitude
approximation for the field A3 and using the Eq. 2.69 for the polarization density,
by substituting everything inside Eq. 2.70, we obtain the following equation for the
field amplitude:



2.4 Single photons sources 39

dA3
dz

= 2ideffω2
3

k3c2 A1A2e
i∆kz (2.71)

where 2deff (ω3, ω1, ω2) = χ(2)(ω3 = ω1 + ω2, ω1, ω2) and ∆k = k1 + k2 − k3 is
the momentum mismatch. By integrating Eq. 2.71 over the crystal length L and
considering the input field A1, A2 constant for a low probability conversion process,
we obtain:

A3(L) = 2ideffω2
3A1A2

k3c2

(
ei∆kL − 1
i∆k

)
(2.72)

I3 =
8d2

effω
2
3I1I2

n1n2n3ϵ0c2 L
2sinc2

(∆k
L

)
(2.73)

where Ii and ni are respectively the intensity and refractive index for the field at
frequency ωi. From Eqs. 2.72-2.73, we see how the efficiency of the process strongly
depends upon the phase-matching condition:

∆k = 0 (2.74)
Indeed, the intensity is greatly dumped from the quadratically dependence on it.

From a microscopic point of view, the phase-matching condition implies that the
atomic dipoles of the material are properly phased and the fields generated from
them coherently sum in the forward direction. The phase-matching condition of Eq.
2.74 is often difficult to reach since the refractive indices of lossless medium respect
the normal dispersion condition, for which the refractive index is an increasing
function of the frequency. Therefore the condition:

n3ω3
c

= n1ω1
c

+ n2ω2
c

(2.75)

cannot be fulfilled for ω3 = ω1 + ω2. In principle, the condition can be respected
by exploiting the anomalous dispersion, for which the refractive index decreases
with the frequency, but in practice, the most common procedure is to employ
birefringent materials. The latter shows two refractive indices no (ordinary) and ne
(extraordinary) depending upon the polarization of the waves that propagate inside
them. Therefore, to reach the phase-matching condition, the wave with the highest
frequency ω3 is polarized along the direction associated with the lower of the two
indices. Considering a uniaxial birefringent crystal a wave polarized along its optical
axis experiences a refractive index ne, while a wave with an orthogonal polarization
experiences no. In particular, if we assume a linearly polarized wave that propagates
along a direction forming an angle θ with the optical axis, we have that:

1
n2
e(θ)

= sin2 θ

ne
+ cos2 θ

no
(2.76)

where ne is the principal value of the extraordinary index, and we have that ne(θ) =
ne for θ = π/2 while ne(θ) = no for θ = 0. Therefore, we can tilt and rotate the
crystal in order to obtain a value of ne(θ) for which the phase-matching condition of
Eq. 2.74 holds.

Furthermore, it is possible to define two phase-matching conditions depending
on the polarization of the two lower-frequency fields:
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• Type I: The two frequencies ω1 and ω2 have the same polarization. This is
independent from the relative values of ω1, ω2 and it is the easiest achievable
in practice.

• Type II: The two frequencies ω1 and ω2 have orthogonal polarizations. Here,
the condition is easily reached if we associate the higher among ω1, ω2 to the
bigger refractive index.

The consideration made for the phase-matching condition in the case of the SFG
holds for all the other cases presented.

2.4.2 Spontaneous Parametric Down Conversion
In all the previously introduced nonlinear processes, the presence of two fields is

necessary for the various phenomena to take place, so, in some sense, the conversion
is stimulated by the presence of fields with the right frequencies. However, when
entering the material with just one pump filed at a frequency ωp, using a quantum
mechanical framework, it is possible to describe a new type of phenomena. Among
these, the most employed and studied one is the Spontaneous Parametric Down
Conversion (SPDC) [170], that happens in materials showing a second-order nonlinear
susceptibility χ(2). The SPDC can be seen as the inverse of the SHG, here a pump
photon is annihilated to generate two photons, called idler and signal, at frequencies
ωi and ωs under the two conditions of:

• Energy conservation: ωp = ωi + ωs

• Momentum conservation (phase-matching condition): kp = ki + ks

Using the second quantization formalism, the Hamiltonian of the process can be
written as a function of the creation and annihilation operators of each field as [170]:

Hspdc = K
(
a†
ia

†
sap + c.c.

)
(2.77)

where K, in the perfect phase-matching condition, is a constant depending upon
the susceptibility χ(2) and the material length L. From Eq. 2.77, we can derive the
unitary time evolution operator:

U = exp
{

−iτ
(
a†
ia

†
sap + aiasa

†
p

)}
(2.78)

where τ = Kt with t the time of interaction.
Since the low efficiency of the phenomenon, we can make the approximation that

the pump field Ep is undepleted during the process. Therefore describing it as a
classical coherent state, the evolution is well described by the so-called two-modes
squeezing operator [171]:

S = exp
{

−iτ
(
αpa

†
ia

†
s + α∗

paias
)}

(2.79)

The SPDC process is obtained by applying this exponential operator to the
input vacuum state |0⟩ki

|0⟩ks
, written in the Fock state notation for the modes ki, ks.

From here, we obtain the output state of the SPDC:

S |0⟩ki
|0⟩ks

= 1
cosh(τ)

∑
n

τn |n⟩ki
|n⟩ks

≈

≈ |0⟩ki
|0⟩ks

− iτ |1⟩ki
|1⟩ks

+ τ2 |2⟩ki
|2⟩ks

+ . . .

(2.80)



2.4 Single photons sources 41

𝑘𝑝
𝑘𝑖

𝑘𝑠𝑒

𝑜

𝑘𝑝

𝑘𝑖

𝑘𝑠
𝑒

𝑜

χ(2) χ(2)

(a) Type-I (a) Type-II

𝑒

ۧ|ψ 𝐼𝐼 =
1

2
ۧ|𝐻 𝑖 ۧ|𝑉 𝑠 + 𝑒𝑖ϕ ۧ|𝑉 𝑖 ۧ|𝐻 𝑠

Figure 2.6. Spontaneous Parametric Down Conversion. a) Type-I: the photons
share the same polarization and are emitted on the same cone satisfying the energy and
momentum conservation. b) Type-II: The photons have orthogonal polarization states
and, from the birefringence of the material, they are emitted along different cones. The
intersection points of the latter can be exploited to generate an entangled state in the
polarization degree of freedom (the |Ψ±⟩ Bell states of Eqs. 1.23).

Therefore the photons generation through SPDC is inherently probabilistic. In
practice, we are always in the condition τ << 1 since the efficiency of the process
is low, and the generation of terms with n > 1 can be neglected. Therefore, when
we experimentally detect a coincidence in the modes ki, ks, the state can be well
approximated as a single photon pair. In particular, when only a pair of photons is
generated in the process, we have that the joint photon state can be written as:

|Ψ⟩spdc ≈ N
∑
σi,σj

∫
dωidωs

∫
dkidksϕσi,σj (ωi, ωs,ki,ks) |σi, ωi,ki⟩ |σi, ωi,ki⟩

(2.81)
Where N is a normalization constant, σi, σs are the polarization states and

ϕσi,σj (ωi, ωs,ki,ks) is the joint spectral function of idler and signal photons. The
latter contains both the description of the frequency and spatial structures of the
generated photons, depending explicitly on the phase-matching.

Considering the degenerate case, for which ωi = ωs = ωp/2, we can proceed
as in the case of the SFG by defining the kinds of SPDC process depending on
how the phase-matching condition of Eq. 2.74 is satisfied. From the condition that
the wavevectors have to respect, the spatial distribution of the produced photons
is described as k-vectors cones with the vertex centered in the active spot on the
non-linear crystal, we have:

• Type-I: The signal and idler photons share the same polarization that is
orthogonal to the pump one. They are emitted along opposite sides of the
same k-vectors cone (see Fig. 2.6-a). For negative uniaxial crystal, having
ne(θ) < n0, we have the generation of two photons with ordinary polarization:
e → o+ o. Otherwise, for positive uniaxial crystal, having ne(θ) > n0, we have
instead two extraordinary polarized photons: o → e+ e

• Type-II: The signal and idler photons possess orthogonal polarizations, and
we have processes respectively for positive and negative uniaxial crystals:
o → e + o and e → e + o. Due to the birefringence of the material, the two
photons are emitted along different cones (see Fig. 2.6-b).

The phase-matching condition and the energy conservation constraint generate
correlations between the idler and signal photons. Such correlations can be exploited
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in suitable geometries to generate entangled states in different degrees of freedom.
In the remaining of this Section, we will not consider the spatial structure of the
generated photon, which will be treated in detail in Section 4.1, but we will focus
only on sources of single and entangled photons in the polarization degree of freedom.

Quasi Phase-matching

a)

b)

Figure 2.7. Quasi Phase-matching. a) Periodically Poled crystal with an inversion period
Λ, the arrows indicate the orientation of the crystalline optical axis in each slice of the
material. b) Amplitude of the generated field in a nonlinear interaction for three different
phase-matching conditions. In a) a perfect phase-matching condition is considered, and
therefore there is a linear growth of the amplitude. In c) instead, the phase mismatch ∆k
is different from zero, and then the amplitude oscillates with the propagation distance
inside the crystal. In b) we consider a quasi phase-matching situation, in which the
period of the poling is twice the coherent buildup length Lcoh = 2/∆k. We see how the
compensation enables a monotonic growth of the amplitude of the generated field, even
if it is less rapid than the one observed for perfect phase-matching. Images taken from
[168].

The phase-matching condition, being necessary to effectively generate single
photon pairs, in practice strictly limits the geometries and classes of nonlinear crystal
that can be used for this purpose. For instance, it prevents the employment of a
material with high nonlinear second-order susceptibility, suitable to increase the
efficiency of the process, but with a birefringence not sufficient to compensate for the
refractive index dispersion. To overcome this limitation, a particular construction
geometry of ferroelectric crystals can be exploited to produce a quasi phase-matching
condition [168, 172]. In particular, it consists of a structure made of slices of
nonlinear material positioned in such a way that the crystalline axes are inverted in
two subsequent slices (see 2.7-a). These crystals are called periodically poled, and
their configuration produces a periodical inversion, with period Λ, of the nonlinear
coupling coefficient deff (see Eq. 2.71) sign that can compensate for a nonzero
mismatch ∆k. This is explicitly shown in Fig. 2.7-b, where the amplitude of the
generated wave is reported as a function of the propagation distance inside the
crystal for a phase mismatch situation, the perfect phase-matching condition, and the
quasi phase-matching configuration. For a wave propagating along the z direction on
which the crystal slices are placed, we have then the quasi phase-matching condition:

kp(T ) = ki(T ) + ks(T ) + 2π
Λ(T )z (2.82)
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Therefore, by properly choosing the period Λ and the working temperature
T , one can fulfill the phase-matching condition and generate photon pairs at the
desired wavelength and in the specific geometrical configuration [173]. In particular,
periodically poled crystal permits the introduction of a new kind of SPDC process
called Type-0, in which the emitted photons are generated with the same polariza-
tion as the input pump, also having the possibility of being collinear with its direction.

Type-I sources
To generate entangle photon pairs in the polarization degree of freedom with

a Type-I SPDC source, we proceed by exciting simultaneously and coherently
two crystals placed one after the other and to have orthogonal directions for the
optical axis. Indeed, a single nonlinear crystal produces photons with the same
polarization presenting therefore a correlation in this degree of freedom, but they
are not in an entangled state. If instead, we consider two crystals with vertical and
horizontal optical axis directions and we enter the system with a pump beam having
a polarization vector at 45° respect to the vertical axis, we have that the two emitted
photons propagate along the direction ki,ks of the cone with a polarization that
depends on when they have been generated. Indeed, the crystal with a vertical axis
produces horizontally polarized photons, conversely, the idler and signal photons
generated by the one with a horizontal direction of the optical axis have vertical
polarization. Being unaware of when the generation occurred, the output state from
the system is described as:

|Ψ⟩I = 1√
2

(
|H⟩i |H⟩s + eiϕ |V ⟩i |V ⟩s

)
(2.83)

Where the phase term can be controlled by the input polarization in order to
create the entangled Bell states |Φ±⟩ reported in Eq. 1.23.

Type-II sources
Conversely to the previous case, Type-II crystals can be used to directly generate

single photons entangled pairs. In particular, the photons generated by the crystal
have orthogonal polarization and, due to the birefringence of the material, are
emitted along two different k-vector cones. The directions of these cones depend
upon the orientation of the crystal with respect to the propagation axis of the pump
beam, and it is possible to select a configuration in which they intersect (see Fig.
2.6-b). The photons emitted in the intersection point results in being entangled
[157]. Indeed, since each generated photon can belong to the horizontal or vertical
emission cone, their state can be written as:

|Ψ⟩II = 1√
2

(
|H⟩i |V ⟩s + eiϕ |V ⟩i |H⟩s

)
(2.84)

Therefore, by tuning their phase with a liquid crystal, it is possible to generate
the |Ψ±⟩ states of the Bell basis.

Besides exploiting the two cones, it is possible also to use the Type-II SPDC
process to generate entangled photons in a collinear fashion exploiting periodically
pooled crystals. However, as in the Type-I case, in the collinear configuration, the
two photons are correlated in having an orthogonal polarization state but they are
not in an entangled state. In this case, it is therefore necessary to use additional
interferometric schemes to produce the wanted entangled pairs. A suitable choice
is to place the crystal inside a Sagnac interferometer as depicted in Fig. 2.8, this
represents a valuable implementation since its geometry makes it intrinsically stable
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and can be used in the generation of entangled photons from visible to telecom
wavelengths [156, 174, 175]. Here, the pump beam with a diagonal polarization is
sent to a dual-wavelength polarizing beam splitter (DPBS), that works for both the
wavelengths of the pump and generated photons. The vertically polarized component
of the pump is then reflected by the DPBS and propagates clockwise inside the
interferometer, before entering the crystal a dual-wavelength half-waveplate is used
to rotate the polarization in order to satisfy the phase-matching condition. The
generated photons are then split by the DPBS in two different spatial directions.
Conversely, the horizontal component of the pump, being transmitted by the DPBS,
follows the counterclockwise propagation direction generating a photon pair due to
the SPDC process. The produced photons are thereafter split by the DPBS in the
same two spatial directions as before, but they possess orthogonal polarization states
with respect to the ones produced by the vertical component of the pump. Therefore,
when observing the output photons, not knowing if the generation happened in the
clockwise or counterclockwise direction, we have that the output state is the same
as Eq. 2.84.

During my thesis, we exploited a Sagnac SPDC source to generate both entangled
photon pairs and single photons in a heralded fashion, in which, by detecting a
photon in one of the output modes, we ensure the presence of a photon in the other
one, and we can therefore manipulate the state of the latter. In particular, we placed
a 20 mm long Periodically Poled Potassium Titanyl Phosphate (PPKTP) crystal
with Λ = 9.825 µm, realized by Raicol company, inside a Sagnac interferometer (see
Fig. 2.8-b). The crystal is pumped with a continuos-wave (CW) laser emitting at a
wavelength of 404 nm with a power P ≈ 15 mW . To change the temperature and
fulfill the quasi phase-matching condition (see Eq. 2.82), and consequently tune the
generated wavelengths, the crystal is placed in a homemade oven. We found that
the degenerate emission, for which the produced photons have a wavelength equal
to 808 nm can be obtained by selecting T = 40°C. In this configuration, we have
a photon pairs rate or coincidence counting of cc ∼ 60kHz. Moreover, to evaluate
the quality of the generated entangled states, we performed a violation test of the
CHSH inequality (see Appendix A), obtaining as a result a value for the parameter
Sraw = 2.69 ± 0.01
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a) b)

Figure 2.8. Sagnac configuration for Type-II SPDC. a) A periodically poled crystal
designed to produce a collinear generation is placed inside a Sagnac interferometer.
A diagonal-polarized pump is divided into its |H⟩pump and |V ⟩pump components by a
dual-wavelength polarizing beam splitter (DPBS), these run along the setup respectively
in the counterclockwise and in the clockwise senses. A HWP is placed inside the
interferometer to convert |V ⟩pump to |H⟩pump before it enters the crystal, in order to
match the polarization requirement for the generation process. The pair production
could happen in both propagation directions, for this reason, by dividing the generated
photons with the DPBS we have in the two output modes the entangled state of Eq.
2.84. b) Photo of the collinear Type-II entangle photons source used during the Ph.D.
thesis, in yellow are evidenced the fundamental components. This setup works in a
degenerate condition. Therefore, being pumped with a laser having a wavelength of 404
nm, it produces single photon pairs at 808 nm.

2.4.3 Quantum Dots
Despite their development and wide usage, SPDC sources suffer from a trade-off

between the brightness and the purity of the produced single photons due to their
intrinsic probabilistic nature. Indeed, to produce single and indistinguishable photons
with high quantum purity, it is required to work with low emission probabilities,
reducing in this way the scalability of the approach. Moreover, since in each
process, it is always possible to generate more than one photon, these kinds of
sources undermine the security of quantum cryptography schemes [60, 61]. To
overcome these limitations, semiconductor Quantum Dots (QDs) have emerged as a
suitable platform to produce high-purity, indistinguishable single photons in a nearly
deterministic fashion [163, 165–167].

These QDs are made by spatially confining a semiconductor material inside
another one having a higher band gap, i.e. the energy difference between the valence
band and the conduction band of a semiconductor. This, acting as a quantum
well, produces a discretization of the electrons energy levels, making the quantum
emitters work as artificial atoms having excited |e⟩ and ground |g⟩ states. Indeed,
considering systems with only one valence and conduction band and a potential well
with dimensions {Lx, Ly, Lz}, we have that the Schrödinger equation describing the
electronic state of the system is [176, 177]:(

h̄2

2m∗
e,h

∇2 + V (x, y, x)
)

Ψ(x, y, z) = EΨ(x, y, z) (2.85)

Where m∗
e,h is the effective mass inside the material of the charge carrier (e−
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and h+), Ψ(x, y, z) is the electronic wavefunction and V (x, y, z) is the infinite depth
well external potential. Separating the analysis on the three spatial dimensions, the
solution to Eq. 2.85 reads:

Ee,h = πh̄2

2m∗
e,h

(
n2
x

L2
x

+
n2
y

L2
y

+ n2
z

L2
z

)
(2.86)

Where nx, ny, nz > 0 and integers. Therefore, the electrons and holes energy
levels in the QD configuration are discretized. In general, the growth of the various
layers occurs through deposition, therefore the height of QDs is nanometric and
there is only one confined state in the z-direction, while several levels are instead
present in the x, y ones. Moreover, when considering the angular momentum of
electrons and holes inside the Hamiltonian by adding a term that accounts for the
exchange coulomb interaction [177], asymmetries in the x, y-plane are at the basis
of an energy splitting in the excited energy level of the z-direction, the latter is
called fine-structure splitting (FSS) [178]. Therefore, for a neutrally charged QD, i.e.
having free electrons and holes in the same quantity, we have the three levels energy
structure reported in Fig. 2.9. Where |X⟩ and |Y ⟩ are the two exciton states, that
by the selection rules of the angular momentum are optically coupled to the ground
state |g⟩ by the emission of photons in a superposition state of the two circular
polarizations, respectively (|R⟩ − |L⟩)/

√
2 and (|R⟩ + |L⟩)/

√
2.

Figure 2.9. Quantum dot energy levels. Scheme of the energy levels for a neutrally
charged Quantum dot (QD) emitter. We have a three-level structure characterized
by two exciton states |X⟩ and |Y ⟩ separated in energy by the fine-structure splitting
factor ∆F SS . The blue line indicates the excitation stimulated by the laser pump,
while in red in reported the single photon emission. The ∆LA represents the energy
of the longitudinal phonon, produced when operating in a longitudinal acoustic (LA)
phonon-assisted emission configuration. Image taken from [179].

This atom-like three levels energy structure can then be used to deterministically
generate single photon states by exciting the QD with a laser pump and then
collecting the photon produced by the de-excitation. However, this emission is
isotropic in space, therefore to effectively collect the generated photons we need
to exploit the method introduced by Purcell in [180] by enclosing the QD inside
a cavity. Indeed, this additional confinement permits the control of the emission
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dynamics, producing an enhanced emission into the cavity modes that allows for a
simplified extraction of the photons.

In particular, with the depicted experimental structure, we can operate in two
modes to generate single photon states:

• Resonance Fluorescence (RF). In this configuration the QD is excited with
a laser having a resonant frequency with the emitter energy levels, and the
relaxation of the latter produces photons with the same frequency. Therefore,
to separate the generated photon by the pump, we need to exploit a different
degree of freedom, such as polarization. In this case, then, we are using a cross-
polarization extraction strategy. In particular, we exploit the asymmetries,
that arise from the fabrication process, of the cavity geometry in which the QD
is contained. As a result of them, the cavity supports two linearly polarized
modes, H and V, split by energy, that are coupled with the QD exciton states.
Therefore, entering the system with a laser pump polarized along V, it is
possible to show that is present an oscillation in the excited state populations
which allows to generate also photons with a polarization directed along the H
cavity mode [163, 177]. Since the latter is orthogonal to the laser one, we can
separate the pump from single photons, and extract the latter, in polarization
by using a PBS.

• Longitudinal Acoustic (LA). In this configuration, the laser frequency
is off-resonant with the energy levels of the emitter, and the generation is
phonon-assisted, i.e. a phonon is produced by relaxation during the emission.
In this case, the produced photons frequency is red-shifted with respect to the
laser one and we can separate the pump and the signal by using frequency
filters. A schematic representation of the process can be seen in Fig. 2.9.
Giving more details, the presence of a strong laser pulse produces an alteration,
called dressing, in the QD levels. In particular, considering the presence of
the pump, the total Hamiltonian presents as upper and lower eigenstates a
superposition between the ground and excited bare QD states [181]. The gap
between these new laser-dressed states produces, by relaxation from the upper
to the lower one, a longitudinal acoustic phonon with a typical energy of a few
meV [179]. At the end of the laser pulse, there is an adiabatic undressing and
the lower dressed state can be transformed into the initial exciton level (for
instance |X⟩). Therefore, the final optical transition produces single photons
shifted in frequency with respect to the pump laser. Contrary to the RF
case, the LA emitted photons can be polarized along the direction of one
of the exciton QD states, and therefore the LA can be used to efficiently
generate linearly polarized single photons [179]. Finally, the delay of the
exciton occupation generated by the adiabatic undressing allows a strong
suppression of a re-excitation process and thus an improvement of the single
photons purity [182].

Despite all the benefits of using QD sources, the major practical drawbacks are
the need to accurately control the working environment, generally by placing the
chip in a cryostat that maintains a temperature of around 4 K, and the fact that
each QD works at a specific wavelength reducing in this way the control over the
produced photons frequency. Moreover, while QDs represent a suitable choice for
generating pure single photons state, compared to SPDC sources, greater caution
and endeavor are needed for producing entangled photon pairs [183–187].

During the thesis work, we used a QD source that works in the longitudinal
acoustic configuration. In particular, we employed the commercial Quandela e-
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Delight-LA photonic chip [188] to generate on-demand single photons and, by acting
on them, produce intra- and inter-particle OAM entangled states (see Section 4.2).

2.5 Manipulation of photons angular momentum
As highlighted in the previous chapter, light possesses two rotational degrees of

freedom: SAM and OAM. The first is associated with the vector properties of the
field and can take ±h̄ values in the direction of propagation, respectively, for beams
with left and right circular polarization. The second, on the other hand, is related to
the spatial structure of the field; for a beam with a helical front having phase factor
eimϕ, the value of the OAM in the propagation direction is mh̄ for each photon.

These quantized degrees of freedom have found several applications in the field
of Quantum Information to encode qubits and qudits. Therefore, it is interesting to
describe how we can act on them to manipulate their state and perform the wanted
protocol.

2.5.1 Polarization degree of freedom
The polarization is one of the most exploited light degrees of freedom both in

classical and quantum implementations. This is in part because it interacts with
birefringent crystals, being affected by their different refractive indices, and then
can be trivially manipulated with devices that are easy to produce.

Classically, the polarization is associated with the direction of oscillation of
the electric field, while in the quantum description it is associated with the two
eigenvalues of the SAM degree of freedom of the photons. Therefore, it is naturally
used for encoding qubits. Here, we associate the computational basis {|0⟩ , |1⟩}
respectively with the horizontal and vertical polarization states {|H⟩ , |V ⟩}. In
particular, by defining the diagonal and circular basis as:

|+/−⟩ = 1√
2

(|H⟩ ± |V ⟩)

|L/R⟩ = 1√
2

(|H⟩ ± i |V ⟩)
(2.87)

These together with the computational one define a set of mutually unbiased bases
(MUBs), which present the property of having an equal outcome probability p = 1/2
when a quantum system prepared in a basis is measured in one of the others. MUBs
play an important role inside quantum cryptography and quantum key distribution
protocols [21, 189]. Moreover, as we saw in the previous chapter, polarization is also
interesting because it permits the easy engineering of entangled photon pairs using
non-linear sources.

In this Section, we will describe the working principle of two fundamental optical
elements, widely used for SAM manipulation in several photonic platforms: the
waveplates and the polarizing beam splitter.

Waveplates
A waveplate is a linear optical element used for the manipulation of photon

polarization. Typically, it consists of a layer of birefringent material that is cut in
such a way that the optical axis of the crystal is parallel to the cutting plane. Since
the material is birefringent, when light passes through it, the polarization parallel
to the optical axis of the waveplate experiences the extraordinary refractive index



2.5 Manipulation of photons angular momentum 49

(ne), while the orthogonal polarization experiences the ordinary one (no). The two
polarizations, in this way, have different velocities within the waveplate: light with
polarization parallel to the ordinary axis travels through the crystal with velocity
c/no, while polarization parallel to the extraordinary axis has velocity c/ne. This
causes the following phase difference ϕ between the two orthogonal polarizations
[190]:

ϕ = 2πd∆n
λ

(2.88)

where d is the thickness of the crystal, λ is the wavelength of the light beam in the
vacuum, and the variation ∆n = no − ne is the difference between the refractive
indexes of the material.

Then using the horizontal polarization |H⟩ = (1, 0) and the vertical polarization
|V ⟩ = (0, 1), the matrix of a waveplate with an optical axis oriented along the
horizontal direction is:

WP =
(1 0

0 eiϕ

)
(2.89)

Therefore, by opportunity tuning the parameter of Eq. 2.88 it is possible to
perform several transformations of the polarization state of the beam. In particular,
since it depends explicitly on the wavelength, different devices are designed to work
with different wavelengths.

Interesting cases are represented by the Half-Waveplate (HWP) and the Quarter-
Waveplate (QWP), which correspond respectively to a phase delay equal to ϕ =
±π,±π/2. In particular, relevant operations can be obtained when these waveplates
are rotated, the general expression for their matrix is then given as:

HWP (θ) =
(
cos(2θ) sin(2θ)
sin(2θ) −cos(2θ)

)
(2.90)

QWP (θ) =
(

cos2(θ) + isin2(θ) cos(θ)sin(θ) − icos(θ)sin(θ)
cos(θ)sin(θ) − icos(θ)sin(θ) sin2(θ) + icos2(θ)

)
(2.91)

where θ is the angle between the waveplate fast axis and the horizontal direction.
In particular, we can see that putting the HWP at angles θ = 0 and θ = π/4, it is
possible to apply the Pauli operators σz and σx, while for θ = π/8 we obtain the
Hadamard matrix. Hence, it shows how it is possible to easily implement single-qubit
gates in photonic implementations. Moreover, it can be shown that a set composed
of two QWPs interspaced by a HWP rotated at proper angles can implement an
arbitrary qubit transformation [191].

Polarizing beam Splitter
The Polarizing Beam Splitter (PBS) is an optical element for spatially splitting

two orthogonal polarizations. A very common structure for the PBS is the Wollaston
prism, which consists of two triangular calcite prisms with orthogonal optical axes,
cemented together on their bases. Due to the geometry and birefringence of the
material the condition of total internal refraction is obtained on the interface between
the two prisms, an incident beam is then split into two beams polarized parallel and
orthogonal to the PBS axes, respectively. A schematic representation of its action is
shown in the figure (2.10).
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Figure 2.10. Polarizing Beam Splitter. Representation of the action of a Polarizing
Beam Splitter (PBS). An impinging beam, in this case with polarization state |+⟩, is
divided by the device into its horizontal and vertical components. In particular, the first
one is transmitted, while the second one is reflected.

Moreover, since it transmits only the horizontal polarization H, the PBS can
be used to perform projective measurement in the polarization Hilbert space. In
particular, a combination of QWP, HWP and PBS in a cascade configuration can
perform a complete tomography of the polarization state of a qubit. Indeed, with
this configuration it is possible to measure the Pauli matrices and locate the state
in the Bloch sphere. To do so, we use the waveplates to convert one at a time the
polarization of the MUBs set {H,V,+,−, R, L} into the horizontal one, and through
the PBS we project to measure only its intensity, or number of photons. Then,
by combining the resulting intensities, we obtain the so-called Stokes parameters
that are related to the coordinates (x, y, z) of the qubit on the Bloch sphere in the
following way:

S1 = x = IH − IV
IH + IV

(2.92)

S2 = y = I+ − I−
I+ + I−

(2.93)

S3 = z = IR − IL
IR + IL

(2.94)

where Ii is the measured intensity, or the number of collected photons, for the
polarization state i.

In particular, the Stokes parameters have been extensively used from the begin-
ning of the classical studies on light properties to describe its polarization states.
Indeed, in 1892 Poincarè showed that the polarization state of a light beam can be
mapped on a sphere known as Poincarè sphere [192]. The latter captures all the
fundamental polarization descriptors and the coordinates on it are furnished by the
Stokes parameters. Here, circularly polarized beams are placed at the poles of the
sphere while the linear polarized ones reside on the equator, all the other points
are instead associated with elliptical polarization states (see Fig. 2.11). Therefore,
whenever the polarization degree of freedom is used for encoding information, the
Poincarè sphere is directly connected to the Bloch sphere of the qubit.
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Figure 2.11. Poincarè Sphere. Representation of the polarization state of a field as
a point over a sphere, called Poincarè sphere. The three Stokes parameters of Eqs.
2.92-2.94 are associated to the geometrical axes of the space. The right and left circularly
polarized fields are placed at the two poles of the sphere, while the linear polarizations
are along the equator. Image taken from [193].

2.5.2 Orbital angular momentum degree of freedom
Conversely to the polarization, the orbital angular momentum is an unbounded

quantized degree of freedom of the photons. This intrinsic high dimensionality makes
it a suitable candidate for the encoding of qudit in photonic Quantum Information
implementations. As we said, the OAM is carried from all the fields that show a
phase term proportional to eimϕ, where ϕ is the azimuthal angle and m is an integer
connected to the OAM value, which is equal to h̄m for each photon of the beam.

Being a spatial-related property of the beam, OAM is more affected by the spatial
inhomogeneities of the media in which it is propagating and the tools designed to
manipulate this degree of freedom exploit this characteristic. In this Section, we will
introduce two devices that are widely used to act on the spatial structure of light
state: the q-plate and the spatial light modulator.

Q-plate
After the paraxial decomposition of angular momentum, we obtain a description

of the OAM and SAM in which they appear as distinct and noninteractive properties
of the field. For this reason, after the seminal paper by Allen et al. [24], the
first modulation devices designed for OAM states generation were polarization-
independent [67, 68, 194]. In 2006 Marrucci et al. [51] proposed the idea that
inhomogeneous and anisotropic media, such as liquid crystals, could give rise to
an optical processes in which the variation in SAM, due to the birefringence of the
material, results in OAM that depends on the inhomogeneity of the material. Indeed,
such a process is called Spin To Orbital Conversion (STOC) of angular momentum
and can be accomplished using an optical instrument that was called q-plate.

A q-plate is a plate of birefringent material having an uniform phase delay δ
and a nonuniform transverse pattern of the optical axis [51, 52]. The pattern is
defined by the number q of rotations, which is an integer or a half-integer, that the
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Figure 2.12. Q-plate patterns. In figure are reported the patterns of the optical axis
α(ϕ) for different values of the parameters α0 and q. a) (q,α0)=( 1

2 ,0), b) (q, α0)=(1,0),
c) (q, α0)=(1, π

2 ), d) (q, α0)=(2,0). Image taken from [52].

optical axis performs in one revolution around the center of the device, where a
topological defect is present. A second parameter on which the pattern depends is
the initial orientation of the optical axis, specified by the angle α0, with respect to
the x direction of the transverse plane. In the discussion, it is possible to assume a
dependence only on the azimuth angle ϕ, so the direction of the optical axis varies
as follows [51]:

α(ϕ) = α0 + qϕ (2.95)
Some examples of patterns are shown in Fig. 2.12.

The phase delay δ can be modified in such a way as to optimize STOC, this
makes the q-plate a tunable device. Tuning can be achieved by mechanical pressure,
thermal methods, and by using an external electromagnetic field. The latter allows
for faster dynamic control of δ than the former, which are better suited for static
conditions. The optimal tuning is for δ = π, in that case the q-plate changes the m
value of the angular momentum of a circularly polarized beam of light by a value
∆m = ±2q, where the sign is positive for left circular polarization and negative for
the right circular one. In the passage through the q-plate there is also a reversal of
the spin angular momentum, this action is shown in the Fig. 2.13. Instead, in the
case of suboptimal tuning, i.e. whenever δ ̸= π, there is a superposition between the
transformed beam, as in the optimal case, and the original beam.

The action of the q-plate on a quantum single-photon state is essentially the
same as for classical coherent light. We introduce the notation |P,m⟩ = |P ⟩ |m⟩ for
the single-photon state, where P is the polarization state and m is the value of the
OAM in units of h̄. The action of the q-plate can be identified as the operator Q̂P :

Q̂P δ |L,m⟩ = cos δ2 |L,m⟩ + i sin δ2 ei2α0 |R,m+ 2q⟩ (2.96)

Q̂P δ |R,m⟩ = cos δ2 |R,m⟩ + i sin δ2 e−i2α0 |L,m− 2q⟩ (2.97)

Using Jones’ formalism, the q-plate action takes the following matrix form in
the circular polarization basis {|R⟩ , |L⟩}:

Q̂P = cos δ2

(
1 0
0 1

)
+ i sin δ2

(
0 e−i2α

ei2α 0

)
(2.98)
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Figure 2.13. Q-plate action. Action of an optimally tuned q-plate (δ = π) with a
topological charge q = 1 on an input beam carrying a null OAM value (m = 0) and right
(R) or left (L) circularly polarized. The output field has an OAM m = ±2, where the
sign depends on its polarization. Image taken from [52].

The q-plate then originates a polarization-controlled change of orbital angular
momentum, specifically for a q-plate with maximum conversion the change in total
angular momentum of light in the direction of propagation is equal to [51, 52]:

∆jz = ±2 (q − 1) h̄ (2.99)
So in the case where q = 1 the total angular momentum of light is conserved

since the change in OAM is balanced by the change in SAM, in this case we speak
of pure STOC.

For the specific case of Quantum Information, the STOC property can be used
to convert information stored in the polarization degree of freedom to the OAM and
vice versa, implementing the operation [195]:

|ϕ⟩π |0⟩o ⇀↽ |H⟩π |ϕ⟩o (2.100)
where |ϕ⟩ is the state relative to a generic qubit and we chose to use |0⟩o and |H⟩π
as states, respectively in OAM and polarization, that do not possess information
content.

In addition for generating states having OAM, the practical use of the q-plate
lies in the coupling induced between spin angular and orbital angular momentum.
This can be used to create intraparticle entangled states, in which entanglement is
present between different degrees of freedom:

Q̂P |H, 0⟩ = |R, 2q⟩ + |L,−2q⟩√
2

(2.101)

This kind of entangled state has been extensively used in several experimental
platforms, for instance investigating fundamental properties of Quantum Information
such as the optimal quantum cloning [196] or developing quantum communication
protocols that do not depend upon the local reference frames of the sender and re-
ceiver [197]. Moreover, by encoding one qubit in each degree of freedom, namely one
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for the SAM and one for the OAM, in the Eq. 2.101 can be seen the mathematical
expression of a ququart state [198].

Spatial Light Modulator

a)

b)

Phase hologram Phase and amplitude hologram

Figure 2.14. Spatial light modulator action. a) Schematic of the liquid crystal on
silicon - spatial light modulator active window. This is made of a liquid crystal placed
between a silicon and a glass substrate, on the first one are placed the electrically-
controlled aluminum pixels, which by causing a tilt in the crystal molecules allow us
to shape the spatial structure of an input beam. Image taken from [199]. b) Example
of computer-generated holograms used to electrically control the active matrix of the
device and designed for producing a helical beam carrying an OAM value m = 3. We
report both the phase-only hologram (see Eq. 2.103), and the hologram in which is
implemented the intensity masking introduced in Ref. [49] (see Eq. 2.104).

From the beginning of the investigations over the optical beams spatial properties,
a widely employed approach to modulate their orbital angular momentum lied in
the use of pitch fork holograms [49, 200, 201]. The latter are thin plates on which is
registered a diffraction grating designed to produce the wanted field in an interference
pattern at the output of the device.

Instead of using physical and not reprogrammable plates to encode the holo-
grams, nowadays the holographic technique is mostly implemented by exploiting
a commercial device called Spatial Light Modulator (SLM). One particular model
is the Liquid Cristal On Silicon - Spatial Light Modulator (LCOS-SLM). This is
an electronically controlled spatial phase modulator, based on the liquid crystal on
silicon technology. The active part of the instrument consists of a liquid crystal layer
placed between a glass substrate and a silicon substrate; aluminum pixels are placed
between the latter and the liquid crystal layer. Each pixel can be manipulated
autonomously through the application of an electric field, which allows the desired
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phase structure to be constructed. The phase modulation induced by the device
is produced by the tilt, due to the presence of the electric field applied through
the aluminum pixels, of the liquid crystal molecules. Indeed, depending on the tilt
angle, there is a different refractive index and thus a different optical path length
within the medium. To have optimal phase modulation, the entering field must be
polarized in the same direction in which the molecules are tilted [199]. The phase
pattern is programmable by sending a greyscale hologram to the SLM, in which the
255 grey levels are associated with a phase factor in the interval [0, 2π]. This allows
one to analyze or generate with just one device different spatial characteristics of a
beam, such for instance the decomposition over an OAM basis. Since the conversion
of the holograms works through interference, the grating superimposed on the phase
modulation is blazed, i.e. the grating has a step structure with a sawtooth-shaped
cross-section. This is done to both increase the efficiency in a certain order and
separate it from the others, usually the selected order is the first one, and the gating
space Λ is chosen depending upon the input wavelength to maximize the conversion
efficiency. A schematic representation of the SLM action is shown in the Fig. 2.14.

Although the LCOS-SLM is a phase-only modulator, by using appropriate
hologram coding, the beam amplitude can also be modulated. This is achieved by
an intensity masking procedure. For the construction of the mask, one can follow
the protocol proposed in 2013 by Bolduc et al [49]. In the following, we will describe
both the phase-only and the phase plus amplitude modulation.

Assuming that the device is etched with a plane wave, the outgoing beam in the
first-order diffraction can be written in paraxial approximation as:

U(r, z0) = A(r, z0) eiΦ(r,z0) (2.102)
where r = (x, y) is the coordinate in the transverse plane, A(r, z0) and Φ(r, z0) are,
respectively, the amplitude and phase of the optical field that we want to generate
in a z = z0 plane.

Phase-only holograms
A phase-only hologram can be used to modulate the entering plane wave to

obtain a field with a specific phase. Considering the field of Eq. 2.102, we encode
the following grating on the SLM:

Ψ(m,n) = Mod

(
Φ(m,n) + 2πm

Λ , 2π
)

(2.103)

where Mod(.) is the modulo operation and m,n are the pixels coordinates. Consid-
ering an infinite number of pixels, the field in the first diffraction order takes the
form U = FT

[
eiΦ(m,n)

]
where FT is the Fourier transform operation. In practice,

to obtain the wanted field we insert a spatial filter to select only the first order of
diffraction and look at the field in the Fourier plane of the spatial filter, for example
using an optical lens. Therefore, the encoded phase is directly transferred to the
field while the amplitude does not change. In particular, it can be shown that these
holograms are not suitable to generate pure LG modes since they don’t fix the radial
index and the output beam results to be an HyGG mode [151, 153].

Phase and amplitude holograms
In the most general case in which we also want to obtain the correct amplitude,

the diffraction grating codified in the hologram is the following:
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Ψ(m,n) = M(m,n) Mod

(
F(m,n) + 2πm

Λ , 2π
)

(2.104)

where 0<M<1 is a function of the amplitude and F is an analytic function of the
phase profile of the desired beam. Proceeding in the same manner as before, after
filtering all the other orders, we have the following field at the output of the SLM:

T1(m,n) = −sinc (πM − π) ei(F+πM) (2.105)
So choosing the modulation function to be M = 1+ 1

πsinc
−1(A) and F = Φ−πM,

we obtain within the experimental limits the desired field of Eq. 2.102.
In addition to generating an arbitrary light beam, SLM can be used together

with the coupling in a single-mode fiber (SMF) to analyze the spatial profile of a
beam incident on the device. This technique can then be used to measure the orbital
angular momentum content of arbitrary paraxial beams. Therefore, in this case, we
can consider entering the device with an OAM mode. The technique introduced
by Mair et al. [159] consists of converting this field to the fundamental Gaussian
mode through a hologram that presents the conjugate phase distribution. Since
the Gaussian beam can be completely coupled into a SMF, the latter is used to
analyze the "Gaussianity" of the output beam and accordingly quantify the similarity
between the incoming mode and the one present in the hologram shown on the
SLM. However, using the LG modes basis for the OAM eigenstates (see Section
2.3), it has been demonstrated how this technique presents a different efficiency
depending on the OAM content and the radial structure of the beams written in
the employed holograms [202]. Therefore, in practice, to perform a correct mea-
surement the coupled signal has to be rescaled to account for the different efficiencies.

During the thesis work, q-plates and SLM have been widely used to address the
generation and detection tasks, which represent the central topics of our work. In
particular, q-plates represent the building blocks of our QW engineering platform
(See Section 5.1), implementing the control shift operations, and therefore have been
used in all the applications that leverage on its dynamics (See Sections 7.2-8.2). In
all these cases, the SLM was instead principally used in the measurement stages to
retrieve the OAM content of the setup output states (See also 6.1.1). Furthermore,
in Section 8.2, it was also employed to opportunely shape the input state to be
evolved via the QW.
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Chapter 3

Machine Learning and
Optimization Algorithms

Machine Learning (ML) is a wide branch of artificial intelligence that in the
last years has received growing attention, with several applications in everyday life
[203]. The main difference with respect to traditional computer science approaches
is that a ML model is not fully programmed to solve a task but it is left free to learn
from the data it is given. In this way, it tries to extract statistical structures from
the furnished examples, adapting to them and creating a model capable of making
reasonable predictions on previously unseen cases. This trainable structure makes
ML paradigms versatile and capable of solving problems that cannot be stated easily
as a set of mathematical rules such as image classification [204] or speech recognition
[205], tasks emulating the capabilities of a human brain. Recently, machine learning
has found several applications also in the field of Quantum Information [206–212].
In particular, combining the ML paradigm with Quantum Mechanics properties led
to the birth of the new quantum machine learning research field [72–74]. Where it
is present a fruitful exchange of expertise. On the one hand, ML implementations
help in the optimization of Quantum Information protocols. On the other hand,
quantum properties can be used to enhance the performance of ML paradigms. In
this chapter, we will give an introduction to the basic concepts of ML describing the
relevant model used during the thesis work.

Another approach frequently used in literature to solve specific tasks is represented
by mathematical optimization algorithms. Being used both in combination or as
an alternative to machine learning, optimization algorithms are based upon a
mathematical model that has the aim to efficiently sample an objective or cost
function to find its minimum. These find several applications even in the Quantum
Information field. In the following, we will give a detailed description of the RBFopt
algorithm [213, 214] that was used during the thesis work (see Section 5.2).

3.1 Optimization Algorithms
Mathematical optimization refers to the choice of the best element among a set of

alternatives upon a fixed criterion. Usually, the problem is cast as the minimization
of an objective function f(.), and it proceeds by applying a sampling strategy to the
function until the point x∗ for which f(.) assumes the minimal value is found.

Such an approach has several applications, ranging from computer science to
economy [215, 216]. Also in the Quantum Information field, optimization algorithms
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have found implementations for solving various tasks inside quantum computation
protocols [217, 218].

The mathematical optimization approaches can be described with 4 labels
depending on the characteristics of the code that governs their strategy of operation:

• Gradient-based: The function is analytically known and the algorithm
exploits its gradient to reach the minimum value.

• Gradient-free: The function is not known analytically, but we can only query
it and obtain as a response its values. This class of algorithms proceeds by
sampling the function using a strategy to find the minimum.

• Deterministic: The algorithm ends always with the same final solution if we
start from the same initial point.

• Stochastic: The algorithms perform a random search of the solution, so it
may give different results depending on the evolution even if we begin from
the same initial state.

Usually, in experimental scenarios, the objective function is unknown or incom-
plete, since it doesn’t account for uncontrolled noise that affects the implementation.
Moreover, the furnished one could be obtained upon approximation and doesn’t
catch the full dynamics of the system under analysis. For all these reasons, gradient-
free optimization algorithms could be beneficial. In the following Section, we will
describe one of them, the RBFOpt [213, 214] that will be exploited in the following
to optimize the engineering of high dimensional quantum states (see Section 5.2)

3.1.1 RBFOpt algorithm
The RBFOpt algorithm belongs to the previously introduced class of gradient-free

optimization algorithms. Therefore, it works in a black-box fashion and specifically by
building an approximated model of the unknown objective function, called surrogate
model, via the exploitation of the Radial Basis Functions (RBFs) [213, 214, 219,
220]. These are real-valued functions that depend only on the radial distance from a
fixed point p, this means that they have the form ϕp(x) = ϕp(∥x − p∥). Frequently,
this class of functions is used as a basis over which to decompose a given function
through its approximation by an interpolant surrogate model. It has been observed
that this approach is particularly efficient and suitable when the model presents few
parameters, and when a limited number of queries to the function is allowed [219,
220]. The RBFOpt algorithm added to the standard RBFs methods refinements
that increase the performance of the approach [213, 214].

The mathematical problem that we want to solve is the following:

min
Θ

f(Θ) for Θ ∈ Ω = [ΘL,ΘU ] (3.1)

where f : RN → R and ΘL,ΘU ∈ RN are the vectors defining the lower and upper
bound of the compact domain Ω over which the function takes values. The surrogate
model is constructed from the sampled values of the function. Given k distinct
points Θ1, . . . ,Θk ∈ Ω with corresponding cost function evaluation f(Θ1), . . . , f(Θk),
the associated surrogate model after k sampling is defined as:

sk(Θ) =
k∑
i=1

λiϕ(∥Θ − Θi∥) + p(Θ) (3.2)
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where ϕ(.) is a radial basis function, λ1, ..., λk ∈ R are real parameters and p(.)
is a polynomial of degree d. This degree is selected based on the type of RBF
function used in the surrogate model. The possible RBF functions among which the
algorithm can choose and the degree of the respective associated polynomial are
reported in Table 3.1. The hyperparameter γ presents in the expression of the radial
basis functions is set to 0.1 by default [221, 222]. Moreover, the RBFOpt algorithm
automatically selects the radial basis function that appears to be the most accurate
in the description of the problem. This selection is made using a cross-validation
procedure, in which the performance of a surrogate model constructed with points
(Θi, f(Θi)) for i = 1, ...., k is tested at {(Θj , f(Θj))} with j ̸= i [213, 214].

The value of the parameters λi with i = 1, ..., k and the coefficients of the
polynomial can be determined by solving the following linear system [213, 214, 219,
220]: 

sk(Θi) = C(Θi), i = 1, ..., k

∑k
i=1 λip̂j(Θi) = 0, j = 1, ..., d̃

(3.3)

where, called Πd the space of polynomials of degree less than or equal to d, d̃ is the
dimension of Πd and p̂1, ..., p̂d̃ is a basis of the space.

Radial Basis Function ϕ(x) Polynomial degree d
x 0
x3 1√

x2 + γ2 0
x2 log x 1
e−γx2 −1

Table 3.1. The RBFs exploited by the RBF algorithm and the degree of the polynomial
used in the construction of the surrogate model [213, 214, 219, 220]. When d = −1 the
polynomial is removed from the expression 3.2. The hyperparameter γ is set equal to
0.1 by default.

At the beginning of the optimization procedure, the surrogate model is con-
structed from a set of parameter points tunable in number and sampled using a latin
hypercube design [221, 222], which distributes the initial sampled point in a manner
to minimize the overlap between them while maximizing the explored hypervolume.
In particular, 50 latin hypercubes are randomly generated and the one with the
maximum relative distance between the points is taken for the initial sampling of
the cost function. After that, the interpolant is used to choose the next point on
which to compute the cost function. Hence, the evolution of the RBFOpt algorithm
is composed of the repetition of the following steps (say k-th step) [213, 214]:

1. Compute the surrogate model sk(Θ) from the data points (Θi, C(Θi)), with
i = 1, ..., k, solving the linear system of Eq.(3.3)

2. Use the surrogate model to choose the next point Θk+1. In particular, the
Metric Stochastic Response Surface Method (MSRSM)[220] is applied. Within
this framework, the algorithm does a number of global steps controlled by
the hyperparameter num_global_searches (default value 5 [221, 222]) and a
local step. The latter gives as next point the one that minimizes the surrogate
model.
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3. Evaluate the cost function at Θk+1 and add (Θk+1, C(Θk+1)) to the data
points.

4. Decide if restart the model for lack of improvement. Specifically, if the algorithm
does not find a new optimal solution after a number of evaluations defined by
the hyperparameter max_stalled_iterations (default value 100 [221, 222]),
the actual surrogate model is discarded and the optimization procedure is
restarted from scratch.

In particular, the MSRSM used to select the next point to sample Θk+1 works
in the following way:

• Choose a parameter α ∈ [0, 1]

• Defined dist(x) := mini=1,...k ∥x− xi∥ and taken a set of reference point P ⊂
Ω \ {Θ1, ...,Θk}, the next point is obtained by solving:

Θk+1 = argmin
Θ∈Ω

α
maxy∈P dist(y) − dist(Θ)

maxy∈P dist(y) −miny∈P dist(y)+

+ sk(Θ) −miny∈P sk(y)
maxy∈P sk(y) −miny∈P sk(y)

(3.4)

Hence, it tries to find a point that has both the maximum distance from
{Θ1, ...,Θk} and the minimum value of the surrogate model.

As said before, the algorithm performs both global and local steps, the way to go
from one to the other is governed by the value of α in Eq. 3.4. In particular, given
h the value of the hyperparameter num_global_searches, the value of α is chosen
cyclically in the following manner:

• Step l ∈ {0, . . . , h− 1} (Global step): α = max {1 − (l + 1)/h, 0.05}. Balanc-
ing between exploration and exploitation.

• Step h (Local step): Choose α = 0 and the solution of Eq. 3.4 is the point
that minimizes the surrogate model y∗ = arg miny∈P sk(y). If sk(y∗) < fmin −
10−10|fmin| with fmin the minimum value of the cost function found up to that
point, we put Θk+1 = y∗. Otherwise, choose α = 0.05, and an optimization
phase called AdjLocalStep is performed to find a better minimum.

Finally, during the optimization, the algorithm executes also a refinement step.
The purpose of this is to improve the optimal solution by doing a local search around
it through a variation of a trust region method [213, 214]. The refinement step is
triggered at the end of point (3) with a frequency controlled by the hyper-parameter
refinement_frequency, with a default value equal to 3 [221, 222].

This algorithm will be exploited in Section 5.2 to optimize the engineering of
qudit states encoded in the photons OAM degree of freedom.

3.2 Machine Learning
Machine learning is the study and development of algorithms capable of auto-

matically improving themselves through experience. In particular, we say that a
ML paradigm learns from experience E to solve a specific task T with performances
measured by P , if its performance in solving T increases with the experience E [223].
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Figure 3.1. Machine Learning Paradigms. a) Supervised learning algorithms are
trained to solve a task, such as classification, using a training dataset composed of
labeled elements, that therefore contains the correct answers. b) Unsupervised learning
algorithms learn by themselves how to cluster the data and retrieve significant features.
c) Reinforcement learning algorithms provide an agent that tries to solve a task by
interacting with an environment, based on the results of its actions the agent is either
rewarded or punished.

Here, the ML algorithms develop a mathematical model with the aim of making
predictions or taking action without being explicitly programmed to do so, the model
is constructed upon a set of data, called the training set, that are exploited by the
algorithm to gain experience and improve the model. This approach is very fruitful
and enables the solving of complex tasks for which step-by-step programming coding
is extremely challenging, such as speech recognition or self-autonomous driving,
indeed in all these cases it is more efficient to help the computer to develop its own
model than directly programming it. Moreover, in practice, we have to deal with
large and complex datasets that are difficult to handle straightforwardly. ML instead
is capable of finding meaningful structures in this complex conglomerate making it
accessible. Finally, ML is also able to adapt itself to input that changes over time
without the need to be reprogrammed.

Since the experience is gained from the interaction with the data environment,
we can recognize 3 classes of ML paradigms based on it [224]:

• Supervised Learning: In this learning scenario, each element of the training
set is associated with a label and the task of the ML algorithm is to find a
map between the data features and the labels. The environment can be seen
as a teacher that gives sufficient information to the learner. The performances
of the model are then tested on a new set of labeled but unseen examples.

• Unsupervised Learning: In this framework instead, the examples of the
training set are not labeled and the algorithm is asked to find significant
structures in it. This approach is useful when facing clustering problems, in
which we want to summarize and group a set of data through fewer relevant
features.

• Reinforcement Learning: This is the most dynamical scheme and the one
that reminds us most of our concept of learning. Here, an agent is given a
set of tools and rules, with which it acts on the environment. The agent is
asked to implement a strategy from what it possesses, and it is rewarded or
punished depending on the success in solving the task. It aims to maximize
the reward, and so it modifies its strategy consequently.
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A pictorial representation of these machine learning protocols is reported in Fig.
3.1.

All the previous paradigms have been extensively used in different tasks of
everyday life, ranging from spam detection to autonomous driving and smart chatbots
[203]. Recently, the interaction between this research area and the field of Quantum
Information brought to the birth of the quantum machine learning (QML) thread
[72–74]. The union of these two fields falls within the scope of mutual benefit. The
ML analysis strength can help in understanding complex quantum datasets and
in controlling quantum devices, while the intrinsic power of quantum computation
could be useful to increase the performances of the algorithms. In particular, ML
can be useful to fully exploit the power of quantum computation, developing efficient
ways of extracting the information encoded in the quantum states resulting from the
computation and it is particularly interesting when dealing with high dimensional
quantum states. Moreover, since quantum processes produce complex structured
data, they can be used in combination with ML paradigms to analyze classical
datasets that are difficult to analyze with a classical computer for their complexity.

During the thesis, working in this framework, we started by applying known
supervised and unsupervised machine-learning algorithms for quantum data analysis
(see Sections 6.2.1-6.2.2). Then we move to an implementation of a QML paradigm:
the Quantum Extreme Learning Machine (QELM). That we used to solve the task
of reconstructing quantum states from measurements of them (see Section 7.2). In
the following, we will introduce all the classical ML models used throughout the
thesis work.

3.2.1 Principal Component Analysis

1st PCA dimension

2nd PCA dimension

Figure 3.2. Principal Component Analysis. The principal component analysis works
by building up a reduced representation of the input elements, called latent space. The
dimensions of the latter capture the most important features and information about the
samples in the dataset.

The Principal Component Analysis (PCA) is an unsupervised machine learning
paradigm that is used to extract a meaningful and minimal representation of a
dataset [225]. Its working principle consists of finding the principal components, a
set of orthonormal vectors that span a linear vector space in which it is possible to
have a reduced but nearly complete description of the data. For this reason, the
PCA belongs to the class of linear dimensional reduction algorithms.
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The PCA then can be described as a map between the sample space and the
one spanned by principal components, called latent space. To capture most of the
information about the statistical properties of the dataset, the principal components
are built following the principle of maximizing the variance of the data when projected
in their space. To easily understand the procedure we can adopt a graphical approach,
the PCA then is represented as a fit of the samples with a k-dimensional ellipsoid,
whose axes are the principal components (see Fig. 3.2 for the bidimensional case).
These can have different dimensions and so different variances, the one with the
maximum variance is then identified as the first principal component and the others
follow sorted by their variance. The axes with a small variance can be discarded
without losing significant information on the ensemble, since in these directions the
elements of the dataset cannot be distinguished.

Let us now describe more formally the PCA technique. Taken a dataset composed
of n elements each of whom is characterized by m features. We define the dataset
matrix X as the n×m matrix containing all the information about the ensemble,
for which each row is a different sample and the columns report its features. We
also ask that each column has an average equal to zero, namely we have to shift
the values in order to have zero mean. The PCA is an orthogonal transformation
of the coordinates, given a set of k vectors wj =

(
w1
j , . . . , w

m
j

)
with j = 1, . . . , k

having dimension m, these are used to map each row xi of X in a new target vector
ti =

(
t1i , . . . , t

k
i

)
with a reduced dimension k < m:

tji = xi · wj with i = 1, . . . , n and j = 1, . . . , k (3.5)
PCA then finds the weights for which the {ti} have the maximum variance.

Exploiting X, this problem can be stated as finding the eigenvalues of the covariance
matrix XTX. The first component is given as:

w1 = arg max
∥w∥=1

∑
i

(t1i )2 = arg max
∥w∥=1

∑
i

(xi · w)2 =

= arg max
∥w∥=1

∥Xw∥2 = arg max
∥w∥=1

wTXT ·Xw =

= arg max
w

wTXT ·Xw
wT · w

(3.6)

where in the last line we assumed a unitary principal component. It can be shown that
Eq. 3.6 is maximized by the eigenvectors of the matrix XTX, and so the principal
components are the orthogonal eigenvectors of the covariance matrix associated with
the greater eigenvalues.

The principal component gives an optimal representation of the data, reducing
their dimension from m to k but maintaining the relevant statistical properties. This
optimal representation can be used as a starting point in several ML implementations,
being a way to reduce the sample size and increase the algorithm speed.

The PCA properties will be used in the following as a starting point for a linear
regression approach to OAM reconstruction (see Section 6.2.2).

3.2.2 Neural Networks
Neural Networks (NNs) are computational paradigms whose modelization is

inspired by the human brain working principle [224]. Being a simplification of the
brain, NNs are composed of an ensemble of basic computational elements called
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Figure 3.3. Neural Network. Schematic representation of a feed-forward Neural Network
(NN). The NN is composed of n layers connected between them with weighted links
{W1, . . . ,Wn}: the input layer that directly reads the samples, the hidden layers that
elaborate them, and the output layer later that give us the results of the accomplished
task. Each disk in the figure represents a neuron having an activation function of the
form reported in Eq. 3.7

neurons interconnected by a complex structure of weighted links. Precisely this
structure enables the network to solve complex tasks, a pictorial representation of it
is reported in Fig. 3.3.

As in the human brain, each neuron propagates the electric signal only if it
exceeds a certain threshold, the artificial neurons operate on the input signal with an
activation function that emulates this behavior. In particular, given a neuron i and a
set of inputs x = (x1, . . . , xn) coming from n neurons connected to the i-th through
direct links weighted with values w = (w1 . . . , wn), we have that the response of i is
described by:

ANi(x) = ϕθ(w · x) (3.7)
Where ϕθ(.) is the activation function of the neuron and θ is the threshold that

the inner product w · x has to surpass to activate the neuron response. Usually,
nonlinear functions are used as activation functions, the most employed ones are
the sigmoid and the ReLu(x) = max(0, x) since they are capable of suppressing
inputs that are too weak. Moreover, nonlinear functions are used because adding
nonlinearity inside the networks increases the prediction power of the model, enabling
for example the creation of complex decision boundaries. In particular, the activation
function of a single neuron is capable of performing a linear classification task, indeed
based on whether it exceeds the threshold or not the neuron recognizes if the input
belongs to one of two target classes. While it is possible to show that a weighted
arrangement of neurons, and thus a NN, is capable of reproducing any continuous
real-valued function f(x) of the inputs, being able to solve more complex tasks [224].

In the simplest architecture, the neurons of a NN are organized in multiple layers;
starting with the input layer into which we load the sample features, then passing
through a series of hidden layers that process the information and are not accessible
by the user, and finally, the output layer on which we read the task results. In
this simple formalization, the information flows from the input to the output, each
neuron of a layer receives only the information from the neurons of the previous
layer and sends its response to the ones of the following. This is called a feed-forward
architecture.

A more complex version of the model can be obtained by adding layers that
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perform particular operations on the inputs. This is the case for example of the
Convolutional Neural Network (CNN), a type of network that comprises a particular
kind of layers called convolutional layers, whose action is invariant under translation
making them ideal for image recognition tasks. A more detailed description of CNN
will be given in a dedicated Section.

Moreover, we can think of changing how the information flows and is analyzed
by the network. For instance, we can think of using a directed cyclic graph allowing
each layer to both influence the following one and itself, so with a bi-directional flow
of information. Then during the analysis of an element from a dataset, the state
of a layer is influenced both by its response to the preceding input samples and by
the current state of the previous layer. So this model enables the information to
persist during the processing, and it is particularly suitable for analyzing temporal
sequence, such as in speech recognition. This scheme emulates the typical intelligent
process of a human brain, in which the information is processed gradually with an
internal model that preserves the memory of previous input ad it is updated when
new information is available.

The general training stage of a NN consists of optimizing the weights between
the layers in order to solve a specific task creating the optimal solution between
the input and the output. A metric called loss function is usually used to assess
the performance of the model, and the objective of the network is to minimize its
values for the training samples. The most used approach to find the weights is the
back-propagation, in which the information about the network predictions flows back
from the output to the input and it is used in the minimization of the loss, the most
common strategy to do so is the stochastic gradient descent [226].

Finally, even if NN are architectures capable of solving efficiently several tasks,
the connection between its parameter and the implemented function is not completely
clear, appearing as a black box. This limits our capability to interpret the results of
a deep network calculation. For this reason, recently a new branch called explainable
artificial intelligence has been developed with the aim of investigating how NNs
make their predictions [227].

Convolutional neural network

3 x 128 x 128 

32 x 126 x 126 
32 x 63 x 63 32 x 61 x 61 

32 x 30 x 30 32 x 28 x 28 
32 x 14 x 14 32 x 12 x 12 

32 x 6 x 6 

128
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Figure 3.4. Convolutional Neural Network. Schematic representation of a Convolu-
tional Neural network (CNN) used to solve a classification task. The CNN is made of a
sequence of convolutional layers (Conv) and pooling layers (Pool), respectively blue and
green colored in the image, followed by fully-connected (FC) layers, the latter of which
is used to make the classification. Therefore the activation function of its neurons is the
softmax reported in Eq. 3.10. Upon each layer is reported the correspondent dimension.

Convolutional Neural Networks (CNNs) are a special kind of feed-forward neural
network whose work is inspired by the natural mechanism of visual perception of
living creatures. They are frequently used for solving the image recognition task,
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in which they showed high performances even surpassing human capabilities [228,
229]. CNNs are characterized by the capability of learning translation-invariant
features, optimal when considering image data, thanks to the 3 types of layers of
which they are composed: convolutional layer, pooling layer, and fully-connected
layer. A schematic of a CNN can be seen in Fig. 3.4.

The first one is used to extract features from an input image, so it represents
the eyes of the network and works by applying a set of filters to the sample. Filters
are k × k matrices and are applied by convolution on their input. This means that
each filter of the set is applied to an element (x, y) of the image by performing the
inner product between the filter matrix elements and the region neighboring the
pixel (x, y). CNNs use many filters, each one extracting different features from the
input, whose parameters are learned during the training stage. The filters size, their
number, and the input entries on which they are applied are instead hyperparameters
of the model and need to be fixed at hand. Finally, a nonlinear activation function
is applied to the outputs of a filter introducing the nonlinearity needed to perform
the task. Then, the output of the n-th filter of the m-th convolutional layer can be
written as:

Yn,m = ϕ(Wn,m ∗X) (3.8)
where ϕ(.) is the activation function, X in the input image data, Wn,m is the filter
matrix and ∗ indicates the convolution operation.

Pooling layers are instead used to eliminate redundant information. They perform
a coarse grain of the image, mapping a window of size p× p of the input into a single
value, where p is a hyperparameter of the model. Common choices to operate this
reduction are the average pooling and the max pooling, which respectively substitute
a selected window of the image with the average of its values or with the maximum
one. The second one is nowadays the most used and is defined by the following
mathematical operation:

Yi,j = max
l,m∈Ri,j

Xl.m (3.9)

where Ri,j is the reception area obtained considering the window of size p × p
centered on the input pixel (i, j). Pooling layers are important since they allow us
to retrieve information about a greater part of an image, enabling the network to
learn more complex features of it. Moreover, by decreasing the size of the image
after their action, they reduce the number of trainable parameters greatly increasing
the execution speed of the model.

Finally, the fully connected layers are the ones used in this context to classify the
data and decide which of the output classes better describes the input. They are the
basic layers of which a NN is made. In general, to solve a classification problem over
a set N of classes the softmax activation function is used to calculate the probability
that the sample belongs to the i-th class:

ϕi(x) = exi∑N
j=1 e

xj
(3.10)

where i = 1, . . . , N . In this case, the objective function minimized during the training
stage is the categorical cross-entropy:

L = −
N∑
i=1

xi log ϕi(x) (3.11)
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The performance of the network is quantified by the accuracy A of the CNN
predictions.

In the following, we will describe the implementation of a CNN model to recognize
high dimensional OAM states (see Section 6.2.1).

3.2.3 Extreme Learning Machine and Reservoir Computing

𝑾𝒐𝒖𝒕

ReservoirInput Output

Figure 3.5. Extreme Learning Machine and Reservoir Computing. Schematic
representation of the structure of extreme learning machine (ELM) and reservoir com-
puting (RC) ML paradigms. Both of these models leverage upon the employing of a
reservoir, that is a fixed and random system, such as a NN with randomly selected
internal weights, that is used to connect the input data to the outputs. In particular, the
reservoir is not modified during the training and the only parameters of the models are
the weights of the output layer Wout. The difference between ELM and RC is that only
in the second the reservoir has an internal memory, making it suitable for manipulating
temporal data.

As we saw, neural network architectures are made of a series of neuron layers,
the number of which is in principle arbitrary. This implies that the number of
trainable parameters turns out to be incredibly large, especially when considering
deep fully connected networks, and so the training cost became demanding in
terms of time and energy [230]. To address these problems, the Extreme Learning
Machine (ELM) [231, 232] and Reservoir Computing (RC) [233, 234] were formalized.
These are computational paradigms that exploit fixed nonlinear dynamics to extract
information about a dataset by acting only on the trainable output layer. In
this context, the input samples are evolved through some nonlinear map with the
objective of enlarging their dimensionality and easing the extraction of the properties
of interest. Indeed, it has been shown how enlarging the working space helps simple
models to solve tasks that are hard in a lower dimensional space [224].

The central nonlinear map is called in literature reservoir, and due to the general
definition of the model it can be both a computational model, such as a fixed
recurrent neural network, or a physical system [235], increasing in this way the
possible implementations of the paradigms. Precisely the characteristics of the
reservoir are what differentiate between ELMs and RCs, and in particular the fact
that it has or does not have an internal memory. If this is the case the computational
model is a RC, conversely it is an ELM. It follows then that only the RC is suitable
for temporal data processing [234]. A representation of these models is reported in
Fig. 3.5
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In particular, an ELM is a supervised machine-learning protocol which, given a
labeled training dataset {(xi,yi)}

N
i=1 ∈ Rn×Rm, is asked to find a map f : Rn → Rm

connecting each input to the respective label. In particular, the ELM model is a
function that for the i-th hidden reservoir neuron has the form:

x → βigi(x) (3.12)
where gi(.) is the fixed nonlinear function implementing the reservoir dynamics
and βi ∈ Rm is the vector containing the weights that linearly connect the neuron
response to the output layer. During the training, the algorithm optimizes the
weights values through the minimization of a loss function, which usually is the
Euclidean distance between the target values {yi} and the predicted one. Taking into
consideration a reservoir model with Ñ hidden neurons, we can state the problem in
the following vectorial way:

Hβ = Y (3.13)
where we have defined the matrices:

H =

 g1(x1) . . . gÑ (x1)
... . . .

...
g1(xN ) . . . gÑ (xN )


N×Ñ

, β =

β1
...
βÑ


Ñ×m

and Y =

 y1
...
yN


N×m
(3.14)

If the number of training samples N is equal to the number of hidden neurons
Ñ , the H matrix is square and invertible. Hence, in this case, the problem can be
directly solved.

However, in general, we are in a situation in which Ñ << N and so H is
nonsquare and may not exist weights values that exactly resolve Eq. 3.13. In this
case, we search for the optimal solution minimizing the Euclidean distance:

min
β

∥Hβ − Y∥ (3.15)

It can be shown that the solution with the minimal value of the squared errors
is represented by [231, 232]:

β̂ = H−1
MPY (3.16)

where H−1
MP is the Moore-Penrose generalized inverse [236, 237]. Hence, the ELM

training consists of finding this matrix for all the elements of the training set.
Since it is not interesting for the purpose of the thesis, we will not give a detailed

description of the RC training that however can be found in [233, 234]. Instead, an
instance of ELM in the quantum domain, namely a Quantum Extreme Learning
Machine (QELM), will be described in Section 7.
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Part II

Experimental engineering of
orbital angular momentum

states of light
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Chapter 4

Generation of High Dimensional
Orbital Angular Momentum
Entangled States

In the last years, photonic qudits have emerged as an essential resource for
environment-resilient quantum key distribution, quantum simulation, quantum
imaging and metrology [21]. Therefore, at the same time, the demand for sources
capable of producing single or entangled high dimensional quantum states has also
grown. In particular, among the light degrees of freedom, the unbounded nature of
the orbital angular momentum [24] has gained attention as a tool in which to encode
information, in addition to its various applications both in classical and quantum
domain [26].

In Section 2.4, we gave a description of the sources capable of generating single-
photon states. In particular, among them, the SPDC process represents a natural
candidate for producing entangled qudits. Indeed, when analyzing the spatial
structure of the idler and signal photons generated by the spontaneous process
in a nonlinear crystal, we observe strong spatial correlations [54]. In particular,
when using the transverse basis of LG modes, the produced biphoton state can
be described as a high dimensional entangle state in the OAM of the two photons
[55–57], where the total angular momentum depends, due to the conservation law,
upon the value carried by the input pump beam. Therefore, in our work [59], we
studied the produced state from a β−Barium Borate (BBO) crystal when entering
it with several LG modes as a pump. The reconstruction of the generated entangled
state is nontrivial since a full quantum state tomography requires a number of
measurements that scale quadratically with the dimensionality of the Hilbert space
under consideration [1, 58]. Therefore, we proposed and demonstrated an approach
inspired by classical digital holography [153, 238, 239]. The latter, exploiting a
time-stamping camera (TPX3CAM) capable of detecting single photons, retrieves
the biphoton state induced by an arbitrary pump field from an interference image
between it and a reference beam. The adopted method allowed us to reach a
3-order of magnitude speed up in the measurement time needed to perform the
state reconstruction [59], comparing it with projective measurement approaches. In
particular, from a simple measurement, we retrieved information about two-photon
states in arbitrary spatial mode bases, observing the conservation of the pump
OAM and certifying the produced entangle state in this degree of freedom, which
for instance can be used thereafter to perform the desired Quantum Information
protocols.
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Despite the SPDC sources automatically generating high dimensional OAM
entangled states, the process is intrinsically probabilistic and it suffers from a trade-
off between the brightness and the purity of the produced single photons. Moreover,
we have also to account for multiphoton production which is detrimental to Quantum
Information protocols [60, 61]. However, despite the large number of applications,
sources that produce single photons carrying OAM deterministically and with high
brightness are still under development [240]. In this context, Quantum Dots (QDs)
have been recognized as platforms with which to overcome these limitations, and
integrated sources based on microring resonators embedded with QDs have been
implemented [240]. However, the latter lacks the capability of arbitrary manipulating
the spatial structure of the generated photons, being then limited in the OAM modes
that it is able to produce. Therefore, in our work [62] we proposed a platform in
which by interfacing a commercial QD-based single-photon source [188] with the
well-known OAM manipulation technologies, namely the q-plate devices [51, 52],
we generated on-demand hybrid intra-particle entanglement between the OAM and
polarization degree of freedom of a single photon. Additionally, we also used a bulk
BS to implement a probabilistic quantum gate to create inter-particle entangled
states in the OAM of two subsequently emitted single photons.

Some of the results reported in this chapter are included in the following works:

• Alessia Suprano, Danilo Zia, Mathias Pont, Taira Giordani, Giovanni Rodari,
Mauro Valeri, Bruno Piccirillo, Gonzalo Carvacho, Nicolò Spagnolo, Pascale
Senellart, Lorenzo Marrucci, and Fabio Sciarrino, “Orbital angular momentum
based intra-and interparticle entangled states generated via a quantum dot
source”, Advanced Photonics, vol. 5, p. 046008 (2023) [62].

• Danilo Zia, Nazanin Dehghan, Alessio D’Errico, Fabio Sciarrino, and Ebrahim
Karimi, “Interferometric imaging of amplitude and phase of spatial biphoton
states”, Nature Photonics, vol. 17, p. 1009 (2023) [59].

4.1 Spatial correlation in Spontaneous Parametric Down
Conversion process

In Section 2.4.2 talking about nonlinear processes for photons generation, we
introduce the SPDC, using the creation and annihilation operators quantum me-
chanical description. Specifically, we focused on its employment in the production of
heralded single-photon states and entangled pairs in the polarization degree of free-
dom, describing several types of nonlinear sources. In all these cases, we ignored the
description of the spatial profile of the generated photons since, via the coupling to
SMF, we selected only the Gaussian component of the state. However, the complete
description of the state presents correlations also in the spatial components, and
then SPDC sources can be also employed to automatically generate high dimensional
entangled states in the OAM degree of freedom. In particular, recalling the general
expression reported in Eq. 2.80 for the output of the SPDC process in a nonlinear
crystal. If we made the assumptions of short interaction time and thin crystal in the
z direction, with transverse x, y dimension capable of containing the whole pump
beam, we have that the joint spectral function of the signal (s) and idler (i) photons
reads [54]:

ϕσi,σj ≈ Cσi,σjGs(ωs)Gi(ωi)Ep(qs + qs)δ(ωs + ωi − ωp)sinc[(ksz + kiz − kpz)L/2]
(4.1)
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where σi, σs are the polarization state of the produced photons that depend upon
the type of SPDC process implemented, Cσi,σs is a coupling constant which depends
on the nonlinear susceptibility, {G(wi), G(ws)} are the spectral function respectively
for the idler and signal photons, Ep(.) is the angular spectrum of the pump beam
expressed in the transverse momenta space of qj = (kjx, kjy), ksz + kiz − kpz is
the longitudinal wave vector mismatch and the δ(ωs + ωi − ωp) is a consequence
of the energy conservation in the process. In general, the join spectrum ϕσi,σj

is not a separable function in the transverse momentum degree of freedom. i.e
ϕσi,σj (qi,qs) ̸= F (qi)F (qs), therefore the two photons state present nonlocal and
non-classical features.

Moreover, by considering the degenerate case ωi = ωs = ωp/2 and a quasi-
collinear emission in a crystal thin enough to allow us to ignore the birefringence effect
in the transverse momentum components, expressing the longitudinal wavevectors as
a function of the transverse ones kz ≈ kz −|q|2/2kz, we have that the state produced
by an SPDC process is [54, 241]:

|Ψ⟩SPDC ≈ Cv |vac⟩ + N
∫∫

Ep(qi + qs) sinc(α|qi − qs|2 − ζ) |qi⟩σi
|qs⟩σs

d2qi d2qs
(4.2)

where |vac⟩ is the vacuum state, α = Lc/4ωp with L the crystal length and c
the speed of light in the medium, ζ is the longitudinal mismatch which depends
on the crystal orientation and the sinc(.) contribution is indeed related to the
phase-matching condition (see Eq. 2.74).

We recall that the transverse momentum coordinates are equivalent, apart from
factors depending on the imaging system, to the far field coordinates with respect to
the crystal image plane, where the signal and idler photons are generated. Thus, if
X are the coordinates on the crystal Fourier plane, the SPDC, in the X coordinate
basis, takes the form:

|Ψ⟩ = N
∫∫

Ep(Xi + Xs)ϕ(|Xi − Xs|) |Xi⟩ ⊗ |Xs⟩ d2Xi d
2Xs. (4.3)

where ϕ(.) is the phase-matching function. Therefore, we can retrieve the biphoton
state at each distance by simply computing the spatial propagation of the field. This
operation consists of a change of basis from the Fourier plane coordinates eigenstates
to the coordinates of the plane of interest:∣∣X′〉 :=

∫
F (X′,X; z) |X⟩ d2X, (4.4)

where F is the free space propagator and z is the distance between the two planes.
In the paraxial approximation, F is given by the Fresnel propagator:

F (X′,X; z) ∝ exp(ikz) exp
(

−i π
λz

(X′ − X)2
)
. (4.5)

Hence, from the distribution in a generic plane, when postselecting the coinci-
dences on correlations (anticorrelations), one can retrieve the propagated pump field
(phase matching amplitude). See Appendix B for more details.

A particular case is the one in which we consider the propagation from the far
field to the crystal image plane. The Fresnel transform is then replaced by a Fourier
transform and the state on the crystal plane is thus:
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|Ψ⟩ = N
∫∫

Ep(ρi + ρs) Φ(ρi − ρs) |ρi⟩ ⊗ |ρs⟩ d2ρi d
2ρs, (4.6)

where Ep is the field describing the input pump beam on the crystal, and Φ is the
2D Fourier transform of ϕ.

Typically, we are in the so-called thin crystal approximation regime, in which Φ(.)
is much narrower than Ep(.), and the phase-matching function can be then replaced
by a delta function. This condition is also recovered when we consider the state
of the emitted photons in the near-field of the crystal. This strong correlation can
be intuitively understood as the fact that the two photons are born simultaneously
from the same pump photon. Therefore, within this approximation, we have that
the spatial structure of the biphoton field is described by:

|Ψ⟩ = N
∫

Ep(ρ) |ρ⟩ ⊗ |ρ⟩ d2ρ (4.7)

Hence, the spatial properties of the pump beam are transferred to the signal and
idler photons. And, by opportunity shaping the pump field, it is possible to engineer
arbitrary states for the generated photons. In particular, working in the paraxial
approximation, we can decompose the produced state in the LG modes basis (see
Eq. 2.60):

|Ψ⟩ =
∑
pi,ℓi

∑
ps,ℓs

Cps,ℓs
pi,ℓi

|pi, ℓi⟩ ⊗ |ps, ℓs⟩ (4.8)

where:

Cps,ℓs
pi,ℓi

= ⟨pi, ℓi, ps, ℓs|Ψ⟩ =
∫∫

Ep(r, ϕ)LGpi,ℓi(r, ϕ)∗LGps,ℓs(r, ϕ)∗ rdr dϕ (4.9)

The output state of the SPDC process is thus a high dimensional entangled state
in the OAM degree of freedom and the source can be easily used to generate such
states. However, in practice, to certify the produced state of Eqs. 4.6-4.8 and exploit
its strong correlation in the transverse momentum and position, we have to fully
reconstruct its spatial structure. In literature, the most used approach to do so
is based on projective techniques [56, 154, 159, 242]. This method has drawbacks
for what concerns measurement times since it needs successive measurements on
non-orthogonal bases and scales quadratically with the dimension of the state under
consideration. Furthermore, for spatial reconstruction, the most employed techniques
suffer from signal losses due to diffraction. In our work [59], we proposed an imaging-
based procedure capable of overcoming both issues mentioned above while giving
us full state reconstruction of the biphoton state emitted by a nonlinear crystal,
reaching up to a 3-order of magnitude faster reconstruction. This method will be
described in the following Section.

4.1.1 Interferometric imaging for state reconstruction
In our work [59], we focused on the specific problem of reconstructing the quantum

state, in the transverse coordinate basis, of two photons emerging from a degenerate
SPDC process, that we described in the previous Section (see Eqs. 4.6-4.7). In
particular, since it depends upon the input field structure, we demonstrate this
technique for pump beams in different spatial modes, aiming to study and retrieve
the physical properties of the biphoton state.
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Our approach relies on extrapolating the state produced by an arbitrary pump
from the interference pattern between the latter and a known reference beam.
In particular, by assuming the SPDC state |ψr⟩ induced by a Gaussian beam
as known and superimposing this state with an unknown biphoton one |ψu⟩, we
want to reconstruct |ψu⟩ from measurements performed on the superposition state
|ΨTOT⟩ = |ψr⟩ + |ψu⟩. In particular, studying the coincidence counts C(X1,X2)
relative to the measurement of the idler photon in the transverse position X1 and a
signal one in X2, we have that:

C(X1,X2) :=|⟨X1,X2|ΨTOT⟩|2 = |ψr(X1,X2) + ψu(X1,X2)|2 =
=|ψr(X1,X2)|2 + |ψu(X1,X2)|2 + [ψ∗

r (X1,X2)ψu(X1,X2) + c.c].
(4.10)

where the last term contains the interference between the two fields, and, by exploiting
the knowledge on |ψ⟩r, it can be used to reconstruct the wanted state through a
digital holography approach [153, 238, 239]. In particular, when visualizing the
coincidence counts spatial distribution, the interference pattern can be retrieved by
looking at Sections of the form C(Xi,Xs)δ(Xs ± Xi). This is showcased in Fig. 4.1
for the simplified case in which we consider only one coordinate per photon. By
confronting this filtering with the marginal distribution, we see how the emergence
of the interference pattern depends upon the strength of the correlations (parameter
α in Fig. 4.1). In general, to have a good contrast, the amplitudes of ψr and ψu have
to be of a similar order. For instance, the phase of an unknown state with strong
position correlations would be well resolved if the reference has the same spread of
the spatial correlations, while the information hidden in the interference term would
be more difficult to retrieve if using a reference state that is spatially uncorrelated
or anti-correlated. Interestingly, all these forms of correlations can be observed, in
different propagation planes, in the state created in an SPDC source by a pump
beam well approximated by a plane wave shining a thin crystal [54]. Indeed, such a
state exhibits sharp correlations in the near field, i.e. the image plane of the crystal,
and sharp anti-correlations in the far field, while in intermediate propagation planes,
one observes a wider correlation pattern. We will use this as the reference beam in
our analysis.

In particular, we restricted to consider the simplest case in which both |ψr⟩
and |ψu⟩ present sharp spatial correlation, as it happens in the degenerate SPDC
pair emission by a thin crystal. Here, since the two photons are created in the
same transverse position, from the thin crystal approximation the produced state
is well described by Eq. 4.7. Therefore, by considering a pump beam in which we
superimposed before entering the crystal a known reference state and the unknown
one. Since Eq. 4.10 contains relevant contributions only for the case C(X1,X1) with
X1 = ρ, we have that:

C(ρ,ρ) = |Eu(ρ) + Eref(ρ)|2. (4.11)
Hence, by controlling the reference beam, we can reconstruct the state produced

by the other using interferometric techniques that are widely implemented in classical
optics for amplitude and phase reconstruction. In particular, in the off-axis digital
holography, where the reference beam is a Gaussian beam with a tilted wavefront,
that is Eref(x, y) = A exp

(
−(x2 + y2)/w2

r

)
exp(i2π(x+ y)/Λ), one has:

|Eref + Eu|2 = |Eref|2 + |Eu|2 + 2Ae
− r2

w2
r (Eue−i2π (x+y)

Λ + c.c.).
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Figure 4.1. Biphoton state holographic reconstruction. Pictorial representations
of Eq. (4.10) (in the simplified scenario of a two-dimensional space (Xi, Xs)) for dif-
ferent scenarios in which the biphoton wavefunctions have variable spatial correla-
tions. To mimic typical SPDC states, we modeled the reference biphoton as a product
ψr = exp

(
−α(Xi −Xs)2) exp

(
−(Xi +Xs)2/σ2 + ik(Xi +Xs)

)
and the unknown wave-

function as ψu = exp
(
−α(Xi −Xs)2) exp

(
−(Xi +Xs)2/σ2)h2((Xi + Xs)/σ2), where

hn(x) are Hermite polynomials. The parameter α quantifies how narrow are the di-
agonal correlations. We show, together with the 3D plot of C(Xi, Xs), the marginal
correlation

∫
C(Xi, Xs)dXi (which corresponds to the coincidence image obtained when

no spatial post-selection is performed) and the section C(Xi, Xi) which can be obtained
post-selecting on diagonal correlations. We chose σ = 1, σ2 = 0.6, k = 2π/(0.2σ),
and α = 1 (panel a), α = 100 (panel b), and α = 400 (panel c). In each panel the
correlation width 1/

√
α is reported. We see that, in the strong correlation limit (panel

c), interference is also retrieved in the marginal distribution.

Therefore, from a spatial Fourier transform one can isolate the contribution of Eu
and retrieve it. Indeed, thanks to the phase term of the tilted Gaussian beam which
brings an additional momentum component, the interference term will be displaced
from the center of the Fourier space, and thus we can identify it and reconstruct the
amplitude and phase of the unknown field knowing the reference one.

4.1.2 Experimental Setup and Results
We experimentally implemented the described approach in the reconstruction

of the pairs emitted via SPDC by a Type I crystal of β−barium borate. Here,
employing a Michelson interferometer and placing a SLM in one of its arms, we can
easily superimpose a reference tilted Gaussian beam and an arbitrarily shaped pump
beam Ep. In particular, The mean transverse momentum 2π/Λ of the Gaussian
beam is chosen to maximize the spatial resolution of the reconstructed field and,
modulating the amplitude of Ep (see Section 2.5.2), we choose its waist ωp to be
smaller than the Gaussian one, in this way, we can consider the latter approximately
as a plane wave. The produced idler and signal photons are then separated by a
beam splitter and sent into different regions of a camera sensor, allowing one to
check for coincidences between different pixels. Specifically, we used a time-stamping
camera (TPX3CAM) composed of a matrix of 256 × 256 square pixels, each one
with a size of 55 µm per side and temporal resolution of ≈ 1 ns. The experimental
setup is schematically reported in Fig. 4.2, where the two regions of the camera are
pictorially represented as two different sensors.
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a) b)

c)

Figure 4.2. Experimental setup and state reconstruction: a) Sketch of the experi-
mental setup: a 405 nm laser in a Gaussian mode (Eref) enters a Michelson interferometer,
where a Spatial Light Modulator (SLM) in one arm is used to shape and generate the
unknown pump field (Ep). The interferometer output is the superposition of the reference
and unknown pump field, which is then shined on a 0.5-mm-thick Type-I BBO crystal.
Photon pairs are consequently generated and, after being separated through the beam
splitter, sent on single photon sensor arrays. The experiment was conducted with one
camera and the figure is just for illustration. b) Experimental correlations in the x
and y coordinates obtained by placing the sensors in the image plane of the crystal. c)
Example of reconstructed phase and amplitude of a biphoton state when pumping the
crystal with a superposition of LG modes: LG1,3 + LG1,−3.

In our study, we performed the state measurement on the crystal image plane
by imaging it on the TPX3MAC through a system of lenses. In this configuration,
the biphoton states respect the thin crystal approximation. Indeed, we verified the
correctness of this framework by observing sharp, ≈1-pixel wide, spatial correlations
in all the cases under analysis (an example of which is reported in Fig. 4.2-b).

Finally, for each state used as a pump (Ep), we collected data for about 1 minute
of exposure of both its interference pattern with the reference beam and the down-
converted state produced by it alone. The first one is used to retrieve the phase of
Ep, while the second one already gives its amplitude. In particular, the acquired
data files report the timestamp at which counts were detected (for more information
see Refs. [243–246]). Therefore, using a time window of 5 ns, the coincidence images
are obtained by plotting the positions of the counts selected as coincidence in the
two regions of the camera. Furthermore, the accidental noise in the acquired data
is reduced by removing the counts outside the correlation region. An example of a
state reconstructed with our method is reported in Fig. 4.2-c.

In the following, we will describe the implementation of the described method
restricting on considering input LG modes in the thin crystal framework. Instead,
more details on the results for other spatial modes, a discussion on how to apply the
approach in a general case beyond approximations, and a possible implementation
for quantum imaging protocols can be found in Appendix B.

Spatial Modes Reconstruction
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Figure 4.3. OAM and radial correlations in SPDC biphotons. Reconstructed field
of the biphoton state for different OAM-carrying pump beams in LG modes. a) Shows
the amplitude and phase of the state for different values of the pump OAM ℓp. b) Shows
the OAM correlations density plots of generated SPDC photons. It can be seen how
increasing the pump OAM, the sum of the OAM values for the idler and signal photons
shift in agreement with the conservation law of Eq. (4.12). c) Reconstructed biphoton
fields obtained by pumping the crystal with LG modes changing the ℓ and p indexes.
d) Shows the correlations in the radial number p. In all the plots, the OAM of signal
and idler has been fixed to ℓi = 0, ℓs = ℓp. The fidelities are obtained assuming the
theoretical state calculated in the thin crystal approximation. The errors are calculated
by considering a Poissonian statistic on the measured counts.

To verify the capability of the SPDC source in producing high dimensional
entangled states, we investigated the produced state when the input beam Ep is an
OAM eigenstate. In particular, we enter the crystal with the LG eigenmodes and,
exploiting the decomposition in this basis (see Eqs. 4.8-4.9), we started by assessing
the OAM conservation law [159]:
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ℓp = ℓi + ℓs, (4.12)
where ℓp,i,s are respectively the OAM values of the pump, idler and signal photons.

In particular, we used the SLM to generate states having azimuthal index
ℓ ∈ {0, 1, 2, 3, 4} and we studied the probabilities of detection for the azimuthal
component given by:

Pℓi,ℓs =
∑
pi,ps

P pi,ps

ℓi,ℓs
=
∑
pi,ps

∣∣∣Cps,ℓs
pi,ℓi

∣∣∣2 (4.13)

where we restricted the sums over the radial indexes for pi,s = 0, . . . , 10. The results
for the experimentally reconstructed biphoton states and the OAM matrices values
of the idler and signal photons are reported in Fig. 4.3-a,b. Where, it can be seen
how increasing the OAM carried by the pump causes the OAM correlation to shift
according to Eq. 4.12. Moreover, the accuracy in the reconstruction is showcased
by the low values of the trace distances between the theoretical and experimental
distributions D =

∑
ℓi,ℓs

∣∣∣Pℓi,ℓs − P thℓi,ℓs

∣∣∣/2, reported over each matrix in the figure.
Then we focus also on the correlation of the generated fields in the radial indexes

pi,s, related to the number of nodes of the LG modes spatial profile and that can be
treated as a quantum number as well [247, 248]. We enter the crystal with several
combinations of (ℓp, pp), and we retrieved with our approach the amplitude and phase
of the biphoton states, these are reported in Fig. 4.3-c. Using then the decomposition
of Eq. 4.8, we proceed by calculating the fidelities and the correlations in the radial
indexes. In particular, from the OAM conservation law, we fixed ℓi = 0, ℓs = ℓp, and
by choosing the waist parameter of the decomposition to be equal to the pump one
[249], the correlations are maximized for pi,s = pp, ps,i = 0. This is clearly shown
in Fig. 4.3-d and can be understood from the integral expression of Cps,ℓs

pi,ℓi
and the

orthogonality relationship of LG modes. For the fidelities estimation, we reduced
always in the space where indices pi,s are bounded from 0 to 10. Here, assuming a pure
state production from the nonlinear process, we evaluate F = |

∑ps
pi
C∗ps,ℓp

pi,0 C
thps,ℓp
pi,0 |2,

following Eq. 1.48. Where C∗ps,ℓp
pi,0 are the measured coefficients and Cth

ps,ℓp
pi,0 are

the ones expected from the thin crystal approximation, both of them are obtained
after normalizing the state in the reduced subspace. The fidelities of each state
are reported upon the corresponding radial indexes correlation matrix in Fig. 4.3.
In particular, we observed an average value equal to 87%, with a decrease of the
fidelities when the radial and azimuthal indexes of the pump are increased. This is
mainly due to imperfect preparation and detection stages, which are limited by the
discrete number of pixels of the SLM and of the time-stamping camera, and not to
intrinsic limitations of the technique. Moreover, it is worth noticing that even if the
fidelities are calculated under the assumption of a pure state, our method retrieves
the full biphoton state description enabling the decomposition in arbitrary spatial
modes. In particular, this is obtained in a few minutes, outperforming the most
commonly used approach in the literature based on projective measurement [56, 154,
159, 242].

In conclusion, we showcase how an SPDC source can be used to directly generate
high dimensional entangled OAM states, which for instance can be used to violate
high dimensional Bell inequalities as demonstrated in Refs. [56, 57].
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4.2 Entangled OAM states generate via a quantum dot
source

As mentioned before, despite the SPDC sources automatically producing high-
dimension OAM entangled states, their applications are restricted by their proba-
bilistic nature, which affects their brightness and the purity of the emitted photons.
To solve both these issues, we decide to investigate the application of a QD source in
combination with q-plates devices inside a versatile setup, aiming to produce OAM
entangled states in a nearly deterministic fashion. Therefore, in Section 4.2.1 we
will describe the employed source, while in Section 4.2.2 we will report the results
obtained when studying the production of intra- and inter-particle entangles state
in our experimental apparatus.

4.2.1 Characteristics of the quantum dot source

Figure 4.4. Source Hong-Ou-Mandel interference and second-order correlation
function. a) The single-photon source (left) is a commercial device (Quandela): InGaAs
quantum-dot based bright emitters are embedded in electrically-contacted micropillars
(right). The source is pumped with a near-resonant (∆λ=-0.6 nm) pulsed laser, having
a full width at half maximum of 10 ps and a repetition rate of 79 MHz. The single
photons (red dots) are emitted at a wavelength of 927.8 nm and are directly coupled
to a SMF. b) Through a standard Hanbury Brown and Twiss setup, we measure the
second-order autocorrelation histogram of our QD-based source as a function of the delay.
We obtain a single-photon purity of g(2)(0) = (1.26 ± 0.05)%. c) Normalized correlation
histogram, obtained via a HOM interference experiment, through which we measure a
2-photon interference fringe visibility between subsequent single photons emitted by the
QD source of VHOM = (93.05 ± 0.06)%. Moreover, following Ref. [250], we obtain an
indistinguishability value of Ms = (95.5 ± 0.1)%.

The single-photon source is a quantum dot based emitter embedded in an
electrically controlled cavity on a commercially available Quandela e-Delight-LA
photonic chip. A single self-assembled InGaAs QD is surrounded by two Braggs
reflectors made of GaAs/Al0.95Ga0.05As λ/4 layers with 36 (16) pairs for the bottom
(top) and positioned in the center of a micropillar [163, 188]. The micropillar is
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connected to a larger circular structure that is electrically contacted enabling the
tuning of the emission frequency of the QD via Stark effect. The sample is kept at
4 K in a low-vibration closed-cycle He cryostat Attocube - Attodry800. The QD source
is pumped with a 79 MHz-pulsed laser shaped with a QShaper (Quandela) 4f pulse
shaper to select a specific wavelength and achieve a bandwidth of ∼ 100 pm. The
photon generation is obtained using the Longitudinal Acoustic (LA) configuration
described in Section 2.4.3. Here, the QD is pumped with a laser having a wavelength
of 927.2 nm, that is blue-detuned from the transition energy levels [251], and it
enables a single-photon generation by exciton emission at (927.8 ± 0.2)nm (see
Figs. 2.9-4.4-a). The emitted photons are directly coupled in SMF, then spectrally
separated by the residual pumping laser with a sequence of three bandpass filters
(< 0.8nm) in free space and coupled again to a SMF. The effectiveness of the source
in producing single photons is estimated through the first lens brightness, which
gives an indication about the produced signal and is calculated as:

B = Rdet
Rexcηdetηsetup

(4.14)

where Rexc is the pump frequency, Rdet is the single-photon count rate collected at
the exit of the chip, ηdet is the detector efficiency and ηsetup is the extraction setup
efficiency. The latter depends mainly on the coupling efficiency into the SMFs and
the spectral separation transmission of the single-photon stream from the pump laser,
we estimated it to be ηsetup ∼ 52%. Moreover, the employed APD presents for the
working wavelength a detection efficiency ηdet ∼ 38%. Finally, we experimentally
measured Rdet = 4 MHz, resulting therefore in an overall efficiency B ∼ 26%.

To assess the quality of the produced signal, we perform tests on the multi-photon
emission of the source and the indistinguishability of the generated single-photon
states. In particular, we started by studying the second-order auto-correlation g(2)(0)
function, which considering the quantum nature of light is defined as [136]:

g(2)(0) =
〈
n̂2〉− ⟨n̂⟩

⟨n̂⟩
(4.15)

where n̂ is the number operator introduced in Section 2.1. Therefore, for pure
single-photon Fock states we theoretically expect to observe a g(2)(0) value equal to
0. We can experimentally measure this value by implementing a Hanbury Brown and
Twiss setup, sketched in the inset of Fig. 4.4-b. In particular, it consists of entering
one port of a 50 : 50 beam splitter (BS) and observing the coincidences between
the signals at the two output ports to retrieve the second-order auto-correlation.
Indeed, only in the case in which more than one photon enters the BS it is possible
to observe a coincidence from its output. We measured a g(2)(0) = (1.26 ± 0.05)%,
that showcases the quality of the employed source in producing single photons. In
particular, this value of the g(2)(0) is computed by normalizing the zero-time delay
coincidences to the side peaks coincidences which correspond to the correlations
between two consecutive near-resonant excitations (see Fig. 4.4-b).

Therefore, we proceed by studying the indistinguishability of the produced single
photon state through an Hong-Ou-Mandel (HOM) interference experiment [252].
The scheme of the experimental setup is reported in the inset of Fig. 4.4-c. Here,
the stream of emitted photons is equally split by a BS into two arms and coupled in
SMFs, the length of the latter is chosen to delay one of them by ≈12.5 ns, ensuring
in this way a temporal overlap between the photons on a second BS. Calling {a, b}
input modes and {c, d} the output ones of the latter, the quantum description of the
BS action on the creation and annihilation operators of a field is the following [136]:
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(
â

b̂

)
= 1√

2

(
1 1
1 −1

)(
ĉ

d̂

)
(4.16)

Therefore, by considering two photons at the two inputs of the BS, the initial
state is â†b̂† |0, 0⟩ and the output state results to be:

1
2
(
ĉ†
aĉ

†
b + ĉ†

ad̂
†
b − ĉ†

bd̂
†
a − d̂†

ad̂
†
b

)
|0, 0⟩ , (4.17)

where |0, 0⟩ refers to the vacuum in the two output ports of the BS and the subscripts
a and b to the field modes at the inputs, thus making explicit from which input mode
each output one originates. We say that two photons are indistinguishable if their
state, associated with each degree of freedom, is the same from the point of view of
the observer. In this case, when the two initial modes a and b are identical, it is not
possible for the observer to discriminate which one of the two photons comes out
from the two inputs. In other words, the term ĉ†

ad̂
†
b − ĉ†

bd̂
†
a vanishes.

Therefore, when the two generated photons are indistinguishable, we have a
bunching effect and no coincidences are revealed between the BS output ports. By
collecting the photons with Avalanche Photodiode Detectors (APDs), we evaluate
2-photon interference visibility from the correlation histogram, reported in Fig. 4.4-c,
as:

VHOM = 1 − 2 C0
⟨C⟩t→∞

(4.18)

where C0 are the counts when the two photons are synchronized and ⟨C⟩t→∞ are
the average peak counts for relative temporal delays larger than one repetition rate
of the laser. We measure an interference visibility VHOM = (93.05 ± 0.06)%.

The latter can be further corrected to account for unwanted multi-photon com-
ponents following the indication reported in Ref. [250], resulting in a final photon
indistinguishability equal to Ms = (95.5 ± 0.1)%.

4.2.2 Experimental platform for generating intra- and interparticle
entangled OAM states

After assessing the quality of the photons produced with our source, we imple-
mented a scalable platform in which, by interfacing well-known OAM manipulation
devices with the QD source, we can generate entangled intra- and inter-particle
states in the hybrid Hilbert space composed of OAM and polarization. A schematic
representation of the experimental setup is reported in Fig. 4.5.

The key element of this system is the exploitation of the q-plate action described
in Section 2.5.2, which is capable of coupling the SAM and OAM degrees of freedom
of single photons. In particular, the stream of single photons generated by the QD
source is preliminary split through a fiber-BS and OAM manipulation is performed
separately on the two BS outputs. After entering the setup with a null OAM
value due to the coupling into a SMF, we use in each arm a set composed of a
PBS, waveplates and a q-plate to independently generate the wanted OAM-encoded
single-photon states. Specifically, using a q-plate with topological charge q = 1 and
recalling is polarization driven action of Eqs. 2.96-2.97, from the input state |H, 0⟩,
we are able to engineer arbitrary superpositions of |L,−2⟩ and |R, 2⟩ as given by:

|Φ⟩ = cos(θ/2) |L,−2⟩ + eiψ sin (θ/2) |R, 2⟩ (4.19)
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Figure 4.5. Experimental Setup. Single-photon states at a wavelength of 927.8 ± 0.2 nm
are generated using a QD source pumped with a shaped 79 MHz-pulsed laser at 927.2 nm.
Then a fiber-BS splits the photons between the two arms of the setup, and after passing
through a PBS the input states have horizontal polarization and OAM eigenvalue m = 0.
In both paths, series of QWP, HWP and q-plate are used to produce OAM modes of the
form reported in Eq. (4.19), while in one of the arms, a delay line (τ) is inserted in order
to synchronize on the BS the photons emitted in different pulses of the pump beam.
The intra-particle regime is investigated by removing the fiber-BS and performing all
the experiment on a single line, involving the first input and output of the BS, as shown
in the below panel. On the other hand, in the inter-particle experiment, the photons
are sent to the fiber-BS and the gate is implemented interfering on the second BS. After
passing through the BS the state of the photons is analyzed, coupled to SMFs and
detected by APDs. The measurement setup consists of two different stages, a series of
q-plate, QWP, HWP and PBS is used to study the OAM states of the photons coupled
with the polarization, while a QWP, HWP and a PBS compose the polarization analysis
setup. In the inter-particle regime only OAM analysis is performed on the photon pairs.
While, in the intra-particle regime both analysis setups are used to separately investigate
the polarization and OAM content of single photons, as shown in the below panel.

where, θ ∈ [0, π] and ψ ∈ [0, 2π] can be set by properly orienting the optic axes of
QWP and HWP.

Therefore, we can easily obtain the intraparticle entangled state between the
OAM and polarization degrees of freedom of a single photon on each arm of the
setup. Instead, for generating the interparticle entangled one, we synchronized the
time of arrival of the two subsequently generated photons on a bulk BS. This is done
by inserting in on one arm of the setup both a fixed delay in fiber and a tunable one
in air. Then, from the BS action on OAM-carrying photons, we can implement a
probabilistic quantum gate that, by postselecting on the measured events, produces
the wanted output state.

For both the one and two photons entangled states produced by our platform,
we evaluated their entanglement content through a Bell inequality violation (see Ap-
pendix A) and assessed their quality by performing a quantum state tomography and
estimating their fidelity. In particular, the state reconstruction is performed in each
arm by using q-plates and polarization tomography setups comprising a QWP and a
HWP followed by a PBS. Indeed, the OAM tomography setup can be simply imple-
mented by adding a q-plate in front of the polarization tomography one to convert
the correlations present in the OAM degree of freedom on the polarization space [195].



4.2 Entangled OAM states generate via a quantum dot source 83

Intraparticle entanglement

Figure 4.6. Intra-particle entangled state: a) Intensity and polarization patterns of
the Bell states basis in the combined OAM and polarization space. As highlighted by
the red box, we focused our attention on the |Φ+⟩ state. b) Real and c) imaginary
parts of the measured density matrix for the |Φ+⟩ state reconstructed via quantum state
tomography. The fidelity between the reconstructed state and the theoretical one is
equal to F = 0.9714 ± 0.0007, where the standard deviations are estimated through a
Monte Carlo approach assuming Poissonian statistics.

For the intraparticle generation scenario, to increase the production rate, we just
consider one arm of the interferometer reported in Fig. 4.5. In particular, the initial
fiber-BS is removed and the entangled state is generated along the lower one. By
opportunely selecting the waveplates angles and accounting for an additional phase
term due to the α0 of the q-plate with a further HWP (not shown in Fig. 4.5), we
generated the state: ∣∣∣Φ+

〉
= 1√

2
[|L,−2⟩ + |R, 2⟩] (4.20)

In which we can recognize one of the maximally entangled Bell states of Eqs. 1.23,
for the OAM-polarization encoding considered here. Although such entanglement
structure is not associated with non-local properties since it is encoded in a single
carrier, these correlations can be detected using Bell-like inequalities. We refer
to such type of quantum correlations as intraparticle entanglement. In particular,
the state of Eq. 4.20 belongs to the class of Vector Vortex Beams (VVBs). These
are modes presenting a coupling between the polarization degree of freedom and
the helical wavefront, which produce the characteristic nonuniform distribution of
their polarization state in the transverse plane (see Fig. 4.6-a). A more detailed
description of VVBs properties is reported in the following Section 6.2.1.

The quality of the intraparticle entangled state has been certified by performing
a quantum state tomography through the measurement stages shown in the below
panel of Fig. 4.5. In particular, we analyzed both the OAM and polarization contents
of the state independently via a cascaded configuration of setups designed to perform
a complete tomography of each degree of freedom. The resulting density matrix is
reported in Fig. 4.6 and the relative fidelity, computed by subtracting for dark counts
and using the expression reported in Eq. 1.47, is F = 0.9714 ± 0.0007. Moreover,
we also study the entanglement content of the state by evaluating the violation
of a CHSH inequality. Collecting data for 20 s with a signal rate of 268 kHz, we
obtained raw and dark counts filtered violation of respectively S(raw) = 2.736±0.008
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and S = 2.792 ± 0.008, that exceed the separable bound by 92 and 99 standard
deviations, respectively.

Interparticle entanglement
In the interparticle scenario, we exploit the interference of two photons on a bulk

BS to implement a probabilistic quantum gate capable of generating the wanted
entangled state. We have already described how a similar setup can be used to
assess the indistinguishability of two emitted single photons through the HOM
effect. However, when the photons are characterized by OAM values different from
zero and superposed polarizations, it is necessary to take into account the effect of
reflections. Indeed, in a physical beam-splitter, the semi-reflective mirror flips the
elicity of both OAM and polarization. In other words, after one reflection we have
{|R⟩ , |L⟩} → {|L⟩ , |R⟩} and |±2⟩ → |∓2⟩, while horizontal and vertical polarizations
are eigenstates of this operation with eigenvalues of opposite signs. Then, considering
the quantum description of the BS action, we have that the creation operators are
changed as follows:

â†
R, b̂

†
R 7−→ 1√

2

(
ĉ†
R − d̂†

L

)
, 1√

2

(
ĉ†
L + d̂†

R

)
â†
L, b̂

†
L 7−→ 1√

2

(
ĉ†
L − d̂†

R

)
, 1√

2

(
ĉ†
R + d̂†

L

)
â†
m, b̂

†
m 7−→ 1√

2

(
ĉ†
m − d̂†

−m

)
, 1√

2

(
ĉ†

−m + d̂†
m

)
. (4.21)

Therefore, we expect no interference when the two photons are prepared as
|R, 2⟩a |R, 2⟩b, since the reflected beam and the transmitted one in the outputs c and
d will display orthogonal states. Conversely, the HOM effect will occur when the BS
input state is |R, 2⟩a |L,−2⟩b. Since the two single photons are emitted by the QD at
different times, to observe it we need to use a delay line to synchronize the photons in
the temporal domain. The correlation histograms, obtained via a HOM interference
experiment, for both input states |R, 2⟩a |R, 2⟩b and |R, 2⟩a |L,−2⟩b, are reported in
Fig. 4.7. The respective estimated visibilities, which gives information about the
probability of finding photons on the output ports of the BS, are V|R,2⟩,|R,2⟩ = −4±1%
and V|R,2⟩,|L,−2⟩ = 90.1 ± 0.3%.

Therefore, after setting the waveplates angles in both the two arms to enter
the BS with the input state |R, 2⟩a |R, 2⟩b, by post-selecting on the two-photon
coincidence events we have the following output state:

|Φ⟩ = |L,−2⟩c |R, 2⟩d + |R, 2⟩c |L,−2⟩d√
2

=

= |10⟩ |01⟩ + |01⟩ |10⟩√
2

,

(4.22)

Where we took off the direction subscript {c, d} and we identified |L,−2⟩ = |10⟩
and |R, 2⟩ = |01⟩. Hence, since we consider only the coincidence events, we generated
with probability p = 1/2 an entangled state between the four-dimensional qudits
defined by the tensor product of the states encoded exploiting the OAM and
polarization degrees of freedom. However, in the hybrid OAM-SAM space, this state
can be also considered equivalent to a two-dimensional maximally entangled state.
Indeed, relabelling the state |L,−2⟩ as qubit |0⟩ and the state |R, 2⟩ as qubit |1⟩,
the state in Eq. (4.22) results to be equivalent to a triplet Bell state:



4.2 Entangled OAM states generate via a quantum dot source 85

Figure 4.7. Hong-Ou-Mandel interference for OAM states. Measured coincidences
at the output of the final BS, see Fig. 4.5, for different input states in the hybrid space
of OAM and polarization: a)|R, 2⟩a |R, 2⟩b and b) |R, 2⟩a |L,−2⟩b. A perfect HOM
interference can be obtained only when the photon states are indistinguishable from the
point of view of the observer. By knowing the BS action on circular polarization and
OAM reported in Eqs. 4.21, we observe near-unitary visibility when the photons have
opposite circular polarization and OAM values.

|Φ⟩ = |L,−2⟩c |R, 2⟩d + |R, 2⟩c |L,−2⟩d√
2

=

= |0⟩ |1⟩ + |1⟩ |0⟩√
2

(4.23)

Consequently, we can perform a Bell test on it by violating a CHSH-like inequality.
In particular, by collecting data for 400 s and with a coincidence rate of 146
Hz, we obtained a raw violation of S(raw) = 2.516 ± 0.006 which exceeds the
classical bound by 86 standard deviations. Moreover, we can subtract accidental
coincidences due to background noise, obtaining in this way a value of the parameter
S = 2.779 ± 0.006, which exceeds the separable bound by 130 standard deviations.
Finally, we also performed a quantum state tomography of the state. Specifically, the
measurement apparatus selects only the 4-dimensional sub-space {|R, 2⟩1 , |L,−2⟩1}⊗
{|R, 2⟩2 , |L,−2⟩2} in which the inter-particle entangled state lives. Indeed, density
matrix elements outside this subspace are due to an imperfect conversion from the q-
plate, and then their contribution can be kept low and in practice neglected by tuning
the δ parameters of the devices towards the π value. Hence, by performing a complete
quantum state tomography in this space employing only the OAM tomography setup,
after subtracting for accidental coincidences and using the expression of Eq. 1.47,
we obtain a fidelity F = 0.935 ± 0.002. The retrieved density matrix is shown in Fig.
4.8

It is worth noting that the reduction in the coincidence rate for the interparticle
with respect to the intraparticle, it is mainly due to the probabilistic nature of the
gate and to the experimental losses that has to be consider for both the photons,
producing in this way a quadratic decrease. For instance, the coupling efficiency
into SMFs in the detection stage, which is of about 45%. This lower value depends
on both the limited conversion efficiency of the QPs and on the higher divergence to
which beams endowed with orbital angular momentum are subjected. Moreover, at
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a) b) 

Figure 4.8. Inter-particle entangled state: Real a) and imaginary b) parts of the
measured density matrix for the two photons state in the hybrid OAM-polarization
space reported in Eq. (4.23), these are reconstructed via quantum state tomography.
The fidelity between the reconstructed state and the theoretical one is equal to F =
0.935±0.002, where the standard deviation is estimated through a Monte Carlo approach
assuming Poissonian statistics.

the working wavelength the q-plates present transmission of about 75%, introducing
in this way additional losses. Therefore, looking toward gates with more than two
photons, where the weight of the losses increases exponentially in their number, the
rate could be improved by compensating for the beams divergence and adopting
experimental devices with higher efficiency. Finally, note that there are some previous
examples of HOM experiments with single-photon states carrying OAM [196, 253],
but our tests are among the first to be applied to vector beams generated by a
deterministic single-photon source.

4.3 Conclusions
In this chapter, we analyzed the generation of high dimensional entangled states

in the OAM of single photons. We started our discussion focusing our attention
on the SPDC process exploited by nonlinear sources, in which the idler and signal
photons present strong correlations in their spatial degrees of freedom. In particular,
we investigate the emission of a Type I BBO crystal, verifying its capability of
automatically creating OAM entangled states. For this purpose, we proposed a
novel reconstruction approach that exploits the coherent superposition of two SPDC
states and the possibility of imaging the amplitude of this superposition with a time-
stamping camera. Specifically, by forming a coincidence image of the interference
between a reference and an arbitrary pump beam, it is possible to retrieve, in
postprocessing, a large amount of information about a two-photon spatial state,
e.g. correlations in different degrees of freedom, entanglement, and spatial mode
decomposition in arbitrary bases. Our method presents several advantages with
respect to the projective approaches in terms of measurement times and signal
losses that characterize the techniques and devices typically used to implement the
projections. Hence, we observed the generated state when entering the crystal with
several LG modes, assessing the OAM conservation and performing the reconstruction
of high dimensional entangled states with an average fidelity of 87%, showcasing the
quality of the produced states.
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Since the SPDC process is probabilistic and presents limitations on the efficiency
and purity of the emitted single photons, we decided also to investigate the employ-
ment of a QD source to produce OAM entangled states in a nearly deterministic
fashion. In particular, by combining a bright QD source with q-plates placed in an
interferometric configuration, we focused on the generation and analysis of entangled
states in the hybrid space composed of orbital angular momentum and polarization.
The setup allows us to study both the intra- and inter-particle entanglement. In
particular, for the former, we generated on demand entangled state between the
OAM and SAM of the same photon by opportunely modulating its polarization
before entering the q-plates. Instead, for the latter, we exploited the interference
between modulated single photons generated by the QD in two consecutive excita-
tions to implement a probabilistic quantum gate capable of producing entangled
two-photon states. The quality of both the intra- and inter-entangled states were
assessed by performing a full quantum state tomography and through the violation
of Bell inequalities in the CHSH fashion. The employed simple and effective scheme
could be extended to the multi-photon regime, opening the way to high dimensional
multi-photon experiments, whose scalability is extremely demanding for platforms
based on probabilistic sources.
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Chapter 5

Photonic Orbital Angular
Momentum States Engineering
Platform

The engineering of high dimensional quantum states is a pivotal task in the
Quantum Information field. Indeed, the capability to encode a larger amount of
information on a single carrier is beneficial for several applications, for instance
enhancing the security of quantum cryptography and communication schemes [8–
11] or enabling better-performing quantum error correction [16–18], fault-tolerant
quantum computation [19, 20, 35, 36] and quantum machine learning [73–76] schemes.
Therefore, this has resulted in an increasing demand over the years for platforms
to generate such states. To this aim, several implementations have been proposed
and successfully realized using different quantum systems [254–257]. However, in
general, such schemes propose ad-hoc solutions that are strongly platform-dependent.
To overcome this limitation, Innocenti et al. in [64] proposed a general scheme
based on Discrete-Time Quantum Walks (DTQWs), the quantum counterpart of the
classical random walk that we introduced in Sec. 1.2.3. In particular, the proposed
protocol exploits the interdependence between the walker and coin states to engineer
arbitrary high dimensional quantum states. Indeed, by appropriately selecting the
coin parameters at each step, it is possible to completely control the walker evolution
and obtain arbitrary states in the coin-walker space. Then, after projecting over the
coin state to remove the correlation between the two, it is possible to obtain the
desired high dimensional quantum state in the walker Hilbert space. This engineering
approach has been proven capable of generating with high fidelity and probability
the wanted state both theoretically [64] and experimentally [65].

From the experimental point of view, several platforms have been successfully
used to implement the QW dynamics, such as trapped ion [258, 259] and atoms
[260] or optical lattices [261]. In this chapter, instead, we will focus on photonic
platforms [262–270] and especially the ones based on the OAM of light [37, 65, 70,
271–273]. In the latter, working in the paraxial approximation in which the orbital
and spin components of the angular momentum can be controlled independently, we
codify the coin and walker states respectively in the bidimensional SAM space and
in the OAM degree of freedom. The advantage of this kind of implementation is that
the QW evolution proceeds on a line, the one on which the photons propagate, and
there is a linear scaling between the reachable dimension of the walker Hilbert space
and the number of optical elements used to realize the dynamics. In particular, to
couple these two degrees of freedom and perform the shift operation, we will make
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use of the q-plate introduced in Section 2.5.2.
Although optimal results can be obtained within these engineering platforms, their

performance is damped by the presence of experimental imperfections, when they are
not correctly characterized. To solve the problem, recently, optimization algorithms
and machine learning have found several applications for tasks such as detection and
reconstruction of quantum states [274–277], quantum state and gate engineering
[207, 209, 278–280], automated engineering of experimental platforms [211, 281]
and the study of Bell nonlocality [210, 282]. In particular, we decide to apply a
gradient-free algorithm to the OAM-based QW platform with the aim of optimizing
the engineering of arbitrary quantum states. We used the black-box algorithm
RBFopt introduced in Section 3.1.1, that, without being endowed with a description
of the experimental setup, acts on the parameters Θ that control the evolution and
try to minimize a cost function C(Θ) that provides an estimation of the produced
state quality. Since it has no information on the setup, the algorithm automatically
constructs a model that accounts for experimental noises. In conclusion, we showcase
how this approach is capable of enhancing the engineering performances of the setup,
being robust also under external perturbations on the control parameters [66].

The chapter is divided as follows. We start by introducing the theoretical
model of the engineering protocol proposed in [64] and reporting an OAM-based
experimental implementation of it (Section 5.1). Then we describe the black-box
approach showing the results obtained for the engineering of different target states
both in classical and quantum regimes (Section 5.2).

Some of the results reported in this chapter are included in the following works:

• Alessia Suprano, Danilo Zia, Emanuele Polino, Taira Giordani, Luca Inno-
centi, Alessandro Ferraro, Mauro Paternostro, Nicoló Spagnolo, and Fabio
Sciarrino,“Dynamical learning of a photonics quantum-state engineering pro-
cess”, Advanced Photonics, vol. 3, p. 066002 (2021) [66].

5.1 Engineering protocol and Experimental setup
The theoretical protocol proposed in [64] showed how, with a suitable choice for

the coin operators of each step of a DTQW, it is possible to generate an arbitrary
state in the total Hilbert space Ht = Hc ⊗ Hw, where Hc and Hw are respectively
the coin and walker Hilbert spaces. Let us introduce this method and consider a
QW evolution described by the shift operator of the form introduced in Eq. 1.37,
where in this case we consider that instead of going to the right or the left, the
walker can move only to the right or remain stationary in the same position. The
operator then modifies as follows:

S =
N∑
k=0

|k⟩w ⟨k| ⊗ |↑⟩c ⟨↑| + |k + 1⟩w ⟨k| ⊗ |↓⟩c ⟨↓| (5.1)

Given a target state after N steps:

|ψ⟩N =
N∑
k=0

∑
s=↓,↑

uk,s |k⟩w |s⟩c =
[∑

k uk,↑ |k⟩w∑
k uk,↓ |k⟩w

]
(5.2)

It is useful to define the vector that collects the evolution at the n-th step of the
amplitudes characterizing the i-th position of the walker at the previous (n− 1)-th
step:
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v(n)
i =

 u
(n)
i,↑

u
(n)
i+1,↓

 = Cn

u(n−1)
i,↑
u

(n−1)
i,↓

 (5.3)

where Cn is the coin operator of the step. Using this vector, it is possible to define the
condition that each quantum walk state has to respect at the end of the evolution,
regardless of the initial state:

u
(N)
0,↓ = u

(N)
N,↑ = 0

s∑
i=0

v(N)†
i v(N)

(N−1)−s+i = 0
(5.4)

for each s = 0, . . . , N − 2. These conditions completely characterize the output
states of the QW, the first one can be easily derived from the definition of the
shift operator, for which the walker moves only when it possesses a specific coin
state, while the second one can be obtained by studying step-by-step the evolution
of the system. Furthermore, the implication goes both ways, not only does each
quantum walk output state have to respect Eqs. 5.4, but also each quantum state
|Φ⟩ that respects these conditions can be written as the results of a QW dynamics.
Therefore, there exists a set of coin operators {Ci}Ni=1 and an initial state |ψ⟩0
for which |Φ⟩ = |ψ⟩N =

∏N
i=1 Ui |ψ⟩0 =

∏N
i S · (Ci ⊗ 1w) |ψ⟩0. For retrieving this

evolution, we start by noting that the condition v(N)†
0 v(N)

N−1 = 0 of Eqs. 5.4 implies
the existence of unitary matrix CN and complex numbers a, b for which the following
applies:

v0 = CN
[
a
0

]
, vN−1 = CN

[
0
b

]
(5.5)

The first of the above equations implies that the second row of C−1
N is orthogonal

to v0, along with the normalization constrain for a unitary matrix, this allows us
to retrieve the second column of the matrix CN up to a phase. The condition of
orthonormality for a unitary matrix allows us to derive also the first column up to a
phase. Therefore, neglecting a global phase, we have that:

CN = N
[
u0,↑ −eiαu∗

1,↓
u1,↓ −eiαu∗

0,↑

]
(5.6)

where α is the remaining arbitrary phase between the columns and N in the
normalization constant. This coin operator can thus be expressed in the generic
representation reported in Eq. 1.38:

C(ξ, ζ, θ) =
(

eiξ cos θ eiζ sin θ
−e−iζ sin θ e−iξ cos θ

)
, (5.7)

whit θ ∈ [0, π/2] and {ξ, ζ, θ} respecting the relations tan θ = |u1,↓|/|u0,↑| and
ξ + ζ ± π = arg(u0,↑/u1,↓). Where the freedom in α has been converted in the phase
difference ζ − ξ not being completely determined.

To obtain the operators of the previous steps we move backwardly, using CN we
can compute the inverse U−1

N and obtain the amplitudes of the vector at the step N−1.
The latter respect the orthogonality relation as well, then using v(N−1)†

0 v(N−1)
N−2 = 0
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and following the same procedure of before, we retrieve the expression of CN−1. We
can proceed with this approach to obtain all the coin operators except for the first
one, since it does not respect the orthogonality condition but only the vanishing of
the extremal amplitude. However, it can be easily obtained as the operator that
maps the initial amplitude

{
u

(0)
0,↓, u

(0)
0,↑

}
to the two

{
u

(1)
1,↓, u

(1)
0,↑

}
obtained as the output

of the first step.
Rather than considering the full coin+walker space, one could be interested in

generating a target qudit state only in the walker degree of freedom. In particular,
fixing the number of steps n and a wanted superposition over the sites |ϕ⟩w =∑n
i=0 ui |i⟩w, we want to find a set of coins operator {Ci}ni=1 and a coin state |η⟩

such that |Φ⟩w = ⟨η|Un . . . U1 |ψ⟩0, up to a normalization factor. For illustrative
purposes, we can think of choosing to project over the coin state |+⟩ = (|↑⟩+ |↓⟩)/

√
2

and exploiting the previous procedure we search for a quantum state |Φ⟩ in the total
space such as |+⟩c ⟨+|Φ⟩ ∝ |ϕ⟩w |+⟩c. It is therefore useful to reparametrize the
quantum walk output state |Φ⟩ using the target qudit amplitudes {ui}, so, in this
specific case |Φ⟩ has to respect the conditions of Eq. 5.4 and that N(ui,↑ +ui,↓) = ui,
then we have that:

|Φ⟩ = N

(
u0 |0, ↑⟩ + un |n, ↓⟩ +

n−1∑
i=1

[(ui − di) |i, ↑⟩ + ui |i, ↓⟩]
)

(5.8)

Where {di} are arbitrary parameters, and it is trivial to see how projection over
the |+⟩ state gives the target |ϕ⟩w independently from the values of these parameters.
Therefore, by imposing the constraints 5.4 to the expression of Eq. 5.8, we obtain
the following system of 2(n− 1) equations in 2(n− 1) variables:

s∑
i=0

(ui − di)∗(u(N−1)−s+i − d(N−1)−s+i) + d∗
i+1d(N−1)−s+i+1 = 0 (5.9)

For s = 0, . . . , n− 2, where d1 = 0 and dn = un. Therefore, by solving the system of
Eqs. 5.9, we can find the parameters {di} of the total state |Φ⟩ and by using the
previous approach we can obtain the coin operators {Ci} of the QW evolution.

It is worth noticing that, due to the coin projection over the state |+⟩, even if
the target state can be produced with unitary fidelity, the qudit engineering process
is intrinsically probabilistic. Therefore, it is important to ensure that the generation
probabilities are not vanishing small. Indeed, the system of Eqs. 5.9 admits a
different number of distinct solutions for different target states and number of steps,
therefore, after solving the system, we can choose the ones with higher projection
probability. As pointed out in [64], the system can be easily solved for a few steps of
the quantum walk, while numerical approaches are used when this number increases.
Anyway, it has been theoretically [64] and experimentally [65] proven how it is
possible to find coin parameters able to generate arbitrary target states with both
high probabilities and fidelities.

Regarding the experimental platforms, the QW dynamics can be reproduced
using several architectures [258–261]. We will focus on the photonic ones [37, 65, 70,
262–271, 283], these have the benefits that permit to work at room temperature with
simple optical elements and, since the photons hardly interact with the environment,
the system is nearly decoherence-free. Our engineering implementation exploits
the two components of the angular momentum of light to encode both coin and
walker states. In particular, living in a bidimensional Hilbert space the SAM, i.e.
the polarization, is used to codify the coin state, while the unbounded nature of
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the OAM makes it suitable to encode the walker position state. As shown, the QW
dynamics is completely controlled by the coin operators, which in our platform are
equivalent to arbitrary polarization transformations, so they are implemented using
two QWP interspaced with a HWP [191]. On the other hand, the q-plate action in
the SAM-OAM space, reported in Eqs. 2.96-2.97, makes it a natural candidate for
implementing the shift operator. Indeed, for a tuned q-plate (δ = π) with topological
charge q = 1/2 we have that :

Q̂P π =
∑
m

e2iα0 |R,m+ 1⟩⟨L,m| + e−2iα0 |L,m− 1⟩⟨R,m| (5.10)

where m is the eigenvalue of the OAM. The expression is equivalent to the shift
action of Eq. 1.37 except for the phase factors e±2iα0 and an additional reversal
of the polarization state, both of which can be compensated for by the waveplates
present in the coin operators.

We performed the engineering protocol both in classical and quantum regimes. In
the first case, we use a laser source (CNI laser PSU-III-FDA) to generate classical co-
herent states at a wavelength of 808 nm, while single photons at the same wavelength
are produced by a Type II collinear SPDC process through a PPKTP nonlinear
crystal placed in a Sagnac interferometer (see Section 2.4.1 for more details). The
latter produces a pair of photons of which one is used as a trigger, while the second
is coupled to a SMF and sent to the QW setup. Finally, we consider as success
events only the two-fold coincidences between these photons.

Before entering the setup, a PBS selects only the horizontal polarization, thus
the initial state of the engineering protocol is |ψ⟩0 = |0⟩w ⊗ |+⟩c, since the SMF
transports only the Gaussian fundamental mode (m = 0) and in the circular basis
|H⟩ = (1/

√
2)[|R⟩ + |L⟩] = |+⟩. Following the theoretical procedure for obtaining

the desired qudit, at the end of the platform, a set composed of a QWP, a HWP,
and a PBS performs a further projection over the polarization state |η⟩c. The output
walker state is finally analyzed by a SLM followed by the coupling to a SMF. These
estimate the quality of the produced state by computing the fidelity with the desired
state. Indeed, since the SLM modulates the beam shape through computer-generated
holograms, the operation of this measurement station is equivalent to a projective
measurement on the state encoded in the employed hologram (see Section 2.5.2).
Thus, displaying on the SLM the hologram corresponding to each element of an
orthonormal basis, we can characterize the state of the photons that pass through
the device. A scheme of the experimental setup is reported in Fig. 5.1-a. As can be
seen, the implementation of the QW dynamics using the angular momentum of light
has the advantage of allowing us to perform the whole evolution on a line without
the need for interferometric schemes, used in other architectures. Thus, avoiding a
nonlinear growth of the optical path and elements and resulting in a scalable and
stable platform

5.2 Black box approach to OAM engineering
As demonstrated in the previous Sections, the QW dynamics has proven to be a

suitable tool for the engineering of arbitrary quantum states independently from
the specific platform used to implement it. However, in practical scenarios, such
an approach still requires a full knowledge of the inner workings of the underlying
experimental apparatus. This feature makes it harder to flexibly adapt this protocol
to the perturbations arising in realistic conditions, due to the presence of both
uncontrolled experimental noises and temporal changes in the setup. To solve this
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Figure 5.1. Black box engineering experimental apparatus. a) The engineering
protocol has been tested experimentally in a three-step discrete-time QW encoded in
angular momentum of light with both single-photon inputs and classical continuous
wave laser light (CNI laser PSU-III-FDA) with a wavelength of 808 nm. The single
photon states are generated through a Type-II spontaneous parametric down-conversion
process in a PPKTP crystal (see Section 2.4.1). The input state is characterized by
a horizontal polarization and OAM eigenvalue m = 0. Each step of the QW is made
by a coin operator, implemented through a set of waveplates (QWP-HWP-QWP), and
the shift operator, realized by a q-plate (QP). To obtain the desired state in the OAM
space a suitable projection in the polarization space is performed through a quarter-
waveplate, a half-waveplate and a polarizing beam-splitter. The measurement station of
the OAM state is composed of a SLM followed by a single-mode fiber and the coupled
signal is measured through a power meter, in the classical regime, or an APD, in the
quantum one. In particular, in quantum optimizations pairs of photons are generated
and heralded detection is performed by computing the two-fold coincidences between the
detectors clicks from the QW-evolved photon and the trigger one. The RBFOpt ignores
the features of the experimental implementation that it is seen as a black box. The
algorithm has access only to the Θ parameters of the coin operators and to the computed
fidelity. b) During the iterations of the algorithm, the RBFOpt samples the black-box
function to construct a surrogate model that is employed in the optimization. In the
k-th iteration, the algorithm receives as input the fidelity computed in the previous
iteration and uses it to improve the surrogate modeling. Moreover, the new parameters
Θk are computed based on the optimization process (see Section 3.1.1). This procedure
is repeated for each iteration of the algorithm.

common problem, optimization algorithms have been increasingly used for tasks
such as the detection of qudits states [274] and quantum state engineering [275,
278]. In particular, black box approaches are especially suited to accomplish the task,
since they don’t need to be imbued with a detailed description of the experimental
setup. In this context, we decide to apply an open-source gradient-free optimization
algorithm called RBFOpt [213, 214] (see Section 3.1.1) to improve the engineering
performance of the setup and automatically account for experimental imperfections.
Indeed, RBFOpt is a black box optimization algorithm based on the radial basis
functions method [284–286], that is designed to approximate and find the minimum
of unknown and arbitrary cost function C(Θ) by controlling the real parameters
{Θ} and having access only to the values that the function assumes, after choosing
a set of them. As shown in [213, 214], RBFOpt is particularly suited to optimize
problems with few parameters, with a focus on operating regimes where only a small
number of function evaluations is allowed. This is fully apt to our scenario, where
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function evaluations involve the generation and measurement of photonic states and
are thus relatively costly.

Considering the general quantum state engineering scenario that can be modeled
with a parametrized unitary operation U(Θ), for some set of real parameters Θ ∈ RN .
Given a pair of initial and target states |ϕin⟩ and |ϕtarget⟩, the state engineering
task consists of finding values Θ⋆ ∈ RN such that U(Θ⋆) |ϕin⟩ = |ϕtarget⟩. In our
implementation, the evolution U(Θ) is represented by a 3-step discrete-time quantum
walk (see Fig. 5.1) and the cost function that the RBFOpt algorithm has to minimize
is the infidelity C(Θ) ≡ 1 −F (Θ), where F (Θ) ≡ | ⟨ϕtarget|U(Θ)|ϕin⟩|2 is the fidelity
between the theoretical target states and the experimental state produced by the
setup. To solve the task, the parameters on which the algorithm acts are the
orientation angles of the waveplates that govern the evolution, while the q-plate
action is kept fixed with a tuning value δ = π. Therefore, the coin and shift operators
are defined as follows:

Ĉ(θ) =
(

e−iβ cos η (cosµ+ i sinµ) sin η
(− cosµ+ i sinµ) sin η eiβ cos η

)
,

Ŝ =
∑
k

|k − 1⟩⟨k|w ⊗ |↓⟩⟨↑|c + |k + 1⟩⟨k|w ⊗ |↑⟩⟨↓|c
(5.11)

where β ≡ θ1 − θ3, η ≡ θ1 − 2θ2 + θ3, µ ≡ θ1 + θ3, and θ ≡ (θ1, θ2, θ3) are the control
parameters tuned by the algorithm, i.e the waveplates angles. This parametrization
arises from the sequence of three polarization waveplates used to implement each coin
operation. The case in which there are only two waveplates, as in the first step (see
Fig. 5.1-a), it is simply obtained from this putting θ1 = 0, and optimizing the values
of θ2 and θ3. Denoting with θ(i) ≡ (θ(i)

1 , θ
(i)
2 , θ

(i)
3 ) the free parameters characterising

the coin operation at the i-th step, the full set of parameters characterising an
n-step QW dynamics is then Θ = (θ(1), ...,θ(n)) ∈ R3n. In our specific case, since in
the first iteration only two free parameters are used, we have a total of 8 control
parameters: Θ = (θ(i))3

i=1 with θ(1) ≡ (0, θ(1)
2 , θ

(1)
3 ).

Therefore, at each step of the optimization, the algorithm selects the parame-
ters following the strategy depicted in Section 3.1.1 and rotates the angles of the
waveplates, without knowing how this is modifying the evolution. Then, in the
measurement stage, an estimation of the fidelity is made and its value is given
as feedback to the algorithm, which uses it to update the surrogate model that
approximates the engineering protocol function U(Θ). This procedure is repeated at
each step of the optimization (see Fig. 5.1-b).

The experimental demonstration of the black-box optimized engineering is per-
formed in both classical and quantum regimes, and the equivalence is verified.
Moreover, to check the adaptability of the optimization protocol, we analyzed the
performances of the approach also when sudden changes, due to possible external
perturbations, are applied on the controlled parameters Θ. We started by studying
the performances in a simulated environment, introducing errors that reproduce the
ones most likely observed in the experimental implementations (Section 5.2.1). Then
we moved to the experimental realization of the protocol, the results are reported in
Section 5.2.2.

5.2.1 Theoretical Simulations
In order to study the effects of noise on the RBFOpt algorithm and its feasibility

in engineering target quantum states, we apply it to numerically simulated data
reproducing the most likely sources of noise in our experimental apparatus. We
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study, in particular, the effects of Binomial and Poissonian fluctuations on the cost
function used by the algorithm, reproducing in this way respectively the effects of
finite statistics and laser oscillation.

Hence, we simulated the experimental calculation of the fidelity for a given target
state by constructing an orthonormal basis {|ψj⟩}dj=1, where d is the dimension
of the target state and |ψ1⟩ = |ϕtarget⟩, through the Gram-Schmidt algorithm.
This approach of estimating the cost function is used to simulate the experimental
statistics collection process. In particular, the number of counts associated with
each basis element is extracted from a Binomial distribution (B(N, p)), where N is
extracted from a Poissonian distribution (P(λ)) with a parameter λ = 104, while the
probability p is equal to the fidelity between the state proposed by the algorithm,
in the k-th iteration, and the specific element of the basis. Therefore, Poissonian
fluctuations are introduced to take into account laser oscillations, while Binomial
fluctuations reflect the probabilistic nature of the measurement setup. The noisy
fidelity between the proposed state and the target state is then calculated as the
ratio between the counts for the element |ψ1⟩ and the total number of counts, and
then by calculating the probability distribution and using the fidelity formulation
of Eq. 1.46. This value is given as feedback to the algorithm for its action on the
parameters of the setup.

Before applying the algorithm, we made a preliminary comparative study. In
particular, to validate the choice of the RBFOpt algorithm, we compared it with two
basic gradient-free methods suitable for multi-parameters black-box optimization.
We consider both non-adaptive and adaptive approaches. Regarding the first class,
among the simplest, there is the Random Search method. As suggested by the
name, in each iteration of the optimization process the parameters are randomly
extracted with a uniform distribution in the parameter space and independently
from values assumed in previous steps. The second comparative algorithm is among
the simplest gradient-free adaptive methods, it is known as the Powell method [287].
It attempts to find the local minimum nearest to the starting point. Initially, a set
of directions is defined and the algorithm moves along one of them until a minimum
is reached. This minimum becomes the uploaded starting point for the following
minimization performed in the second direction. After repeating this procedure
for each direction, a new direction is defined and the algorithm proceeds to upload
the set of directions. We apply all these optimization protocols to 10 random
four-dimensional target states, repeating the optimization 10 times for each state.
The trends corresponding to each compared algorithm obtained averaging over the
10 distinct states are reported in 5.2-a. As expected, both adaptive approaches are
advantageous compared to the random one for a considerable number of function
evaluations. Moreover, since the RBFOpt spans the whole parameter space through
the global steps, its performances are substantially better. In particular, in Fig. 5.2-b
it is reported in detail the behavior of the RBFOpt algorithm, in which after 1000
iterations the maximum value, that is the minimum for the cost function, for the
fidelity F = 0.994 ± 0.002 is reached. This in combination with the obtained trend
demonstrates that, also in noisy conditions, the algorithm manages to minimize the
function, and promising results are obtained.
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a) b)

Figure 5.2. Simulated Results. a) Comparison between different optimization algo-
rithms: The plot reports the simulated performances of the three different algorithms
averaged over the optimization of 10 different states each of which is repeated 10 times.
Dotted blue, dashed green, and continuous orange lines report the trends corresponding
to Powell, Random Search, and RBFOpt, respectively. RBFOpt is found to perform
significantly better than the alternatives in most cases. b) Details of the RBFOpt
performance on simulated data. The infidelity 1 − F obtained at each iteration of the
optimization is reported. The highest average fidelity obtained is 0.994 ± 0.002. The
shaded area represents the standard deviation of the mean. All curves are generated by
simulating experimental noise with both Poissonian (λ = 104) and Binomial fluctuations.

Moreover, we also investigate the scalability of the proposed approach when the
number of parameters increases. In particular, we simulated different experimental
configurations with quantum walk steps ranging from 3 to 17 and thus considered
up to 50 parameters. Indeed, being Nsteps the number of steps and considering only
two waveplates in the first coin, the number of parameters Npar follows the relation:

Npar = 3 Nsteps − 1 (5.12)

For each case, we generated at random 50 target states and investigated the opti-
mization procedure stopping the process when a fidelity of at least 98% was reached.
In all the evolutions, we added the same Poissonian and Binomial noises described
before.

The computational cost of performing a black-box optimization in high dimen-
sional spaces can be extracted by analyzing how the mean number of iterations
changes with the number of parameters. The values obtained averaging over the 50
states considered in our study are reported in Fig. 5.3 for each simulated configura-
tion. As can be seen from the plot, the RBFOpt algorithm appears to have a linear
scaling over the number of parameters when applied to our implementation. This
theoretically showcases the effectiveness of the proposed approach for the engineering
of higher dimensional OAM states and similar behaviors are expected experimentally
taking into account the device response time and adapting properly to the related
implementation.
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Figure 5.3. Scalability: The plot shows the mean number of RBFOpt algorithm iterations
as a function of the black-box problem parameters. Here, the optimization process is
interrupted when a value of the fidelity between the target state and the one proposed
by the algorithm of at least 98% is reached. For each configuration, the iteration values
are obtained averaging over 50 random target states and simulating experimental noise
using Binomial and Poissonian distributions. The uncertainty associated with each point
is provided by the standard deviation of the mean.

5.2.2 Experimental results
We experimentally applied the optimization protocol to the 3-step discrete-time

quantum walk platform described in Section 5.1 and reported in Fig. 5.1. The
computed fidelities are then fed to the RBFOpt algorithm to tune the waveplate
parameters Θ. To achieve this, the algorithm does not require knowledge on the
final target state or the generation and measurement functioning, as shown in Fig.
5.1-b. However, since the algorithm has no control over the measurement station,
the parameters of the latter have been fine-tuned a priori and we are confident of
the correctness of this step, thus we consider this stage a trusted device. Therefore,
through dynamic control of the waveplates orientation, the algorithm is able to
optimize the fidelity value in real-time.

To showcase the efficiency of the protocol on our experimental platform, we
applied it to engineer different kinds of target states in both classical and quantum
regimes. In particular, we start by focusing our analysis on the elements of the
computational basis |m⟩ with m ∈ {−1, 1,−3, 3} and on the balanced superposition
of two OAM values. We considered both real SRm2

m1 = [|m1⟩ − |m2⟩]/
√

2 and
complex superpositions SCm2

m1 = [|m1⟩ − i|m2⟩]/
√

2, where m1,m2 ∈ {−1, 1,−3, 3}
with |m1| = |m2|. Moreover, to verify the efficiency of the protocol we optimize the
engineering of a randomly extracted state (R) in the four-dimensional Hilbert space
with no zero coefficients corresponding to each basis element.

The average trend of the infidelity 1 −F for these states is reported in Fig. 5.4-a.
As can be seen, optimal average values are obtained in 600 algorithm iterations
and the minimization values are in accordance with the simulated results reported
in Section 5.2.1, reaching as maximum value for the fidelity F = 0.983 ± 0.004.
Moreover, in Fig. 5.4-b we report, for each engineered state, the ratio between the
fidelities found by the RBFOpt algorithm, and those obtained using the theoretical
method presented in [64] (see Section 5.1) to find the optimal values of the coins
operators parameters. As can be seen, the ratio is always higher than one, and
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thus the fidelities reached by the RBFOpt algorithm are always higher than the
ones computed using the direct method of Ref. [64]. This is due to the dynamical
learning algorithm we employ, which working in a black-box fashion automatically
compensates for experimental imperfections, such as errors in the calibration of the
waveplates angles. Thus showcasing the benefits brought by the implementation
of gradient-free optimization algorithms for quantum state engineering in realistic
scenarios.

Notably, we extended the experimental demonstration of the protocol also in
the quantum regime of single photon states. We performed 5 times the optimized
engineering of the superposition state SR−1

1 , considering only 100 iterations. In Fig.
5.4-c we reported the average behavior for both the raw data and the one obtained
after subtracting for the accidental counting of the detectors, and we compare them
with the results acquired in the classical scenario. As evident, the two curves are
between the worst and the best results of the classical case, the yellow area in Fig.
5.4-c, and thus are compatible with the optimization performed in this regime. The
corresponding mean fidelities in the quantum regime are F = 0.972 ± 0.003 and
F = 0.989 ± 0.003, respectively. In conclusion, since very high fidelities are reached
in only 100 steps, the proposed approach can be efficiently applied to quantum
situations.
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Figure 5.4. Experimental Results. a) Minimization of the quantity 1 − F averaged
over the algorithm performances for different experimental states. The mean maximum
value reached is 0.983 ± 0.004. b) Ratio between the maximum experimental values of
the fidelities resulted after the optimization F (ΘOpt) and the fidelities measured with
the theoretical parameters F (ΘT h). For each engineered state, the ratio is higher or
compatible with the value 1 highlighted by the dashed line. This confirms that the
adopted algorithm can reach performances compatible or even superior with respect
to the one obtained with the direct method presented in Ref. [64] that consider
ideal experimental platforms. In this sense, the algorithm can take into account and
compensate for the experimental imperfections. All the error bars reported are due
to laser fluctuations affecting each measurement and are estimated through a Monte
Carlo approach. c) Comparison between the performances reached in 100 iterations
using classical or single photon input states. In yellow is reported the area between the
best and worst optimization performed in the classical case. The blue and violet curves
are associated with the minimization of the quantity 1 − F averaged over 5 different
optimizations for the state SR−1

1 engineered in the quantum domain. In particular, the
raw data are shown in violet, while in blue we report the data after accidental counts
subtraction.

Uncontrolled perturbations are always present in realistic conditions, which make
the capability of an algorithm to adapt to real-world perturbations pivotal. To
test the robustness of RBFOpt, we have thus added external perturbations to the
experimental setup, by considering a scenario where a sudden perturbation on the
parameters is introduced. The algorithm is then asked to find again the optimal
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parameters required to engineer the target state in the new experimental condition.
The considered perturbations act probabilistically on the HWP of the second step
and on the first QWP of the third step, this disturbance consists of a permanent offset
δ in the angle at which the waveplates are rotated. In particular, at each iteration
and with probability q the orientation of the waveplates optical axis is changed by
the addition of an angle sampled from a normal distribution with mean µ = −30° and
standard deviation σ = 5°. Here, we worked in the classical domain and investigated
the algorithm response when engineering some of the previously generated states.
In these cases, several values for the parameter q are used for different states, the
engineered states and the probability q used for them are reported in Table 5.1.

Target Perturbation Restart
State Probability Threshold

|1⟩ 0.0015 0.02
|3⟩ 0.0015 0.02

1√
2(|−1⟩ + |1⟩) 0.008 0.02

1√
2(|−1⟩ + i |1⟩) 0.004 0.02
1√
2(|−3⟩ + |3⟩) 0.0015 0.05

Random 0.0015 0.02
Table 5.1. The table shows the parameters used in the study of the optimization under

perturbations for the engineered states. In the second column we report the values of the
perturbation occurrence probability q, while in the third column we report the threshold
values t used for deciding the algorithm restart.

To determine whether a perturbation occurred, and thus if the control parameters
need to be re-optimized, we added the following checking step to the algorithm
working flow:

1. Every 10 iterations, we used the optimal parameters found by the algorithm up
to that time Θbest to obtain a new estimate of the cost function Cnew(Θbest).

2. To spot if a perturbation occurred, we compared the new value with the one
obtained during the algorithm evolution Csampled(Θbest). Hence, chosen a
threshold t, we proceed as follows:

(a) If Cnew(Θbest) ≤ Csampled(Θbest) + t, the optimization is continued.
(b) If Cnew(Θbest) > Csampled(Θbest) + t, the algorithm is restarted.

Therefore, the surrogate model is discarded and rebuilt from scratch every time
the quantity of interest deteriorates over a certain limit. The control is made every
10 algorithm iterations to have a quick response to perturbations without excessively
increasing the optimization time. Indeed, each function evaluation consists of a time-
consuming projective measurement with the SLM, and we want to keep low their
number. For each engineered state the value of the threshold was fixed analyzing
the fluctuations in the value of the measured fidelity F , these values are reported in
Table 5.1 as well.

An example of the dynamics under perturbations is reported in 5.5-a, where the
engineering of the state |1⟩ is considered. Here the iteration in which a perturbation
is introduced is highlighted by a vertical red or green line respectively for shift on
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Figure 5.5. Experimental Perturbation Results. a) Optimization under external
perturbation of the quantity 1−F for the state |1⟩. The iterations in which a perturbation
δ occurs are highlighted by a vertical red line (second step HWP) or by a vertical green
line (third step QWP), a vertical orange line highlights the iteration in which the
algorithm is restarted. b) Mean ratio between the best value obtained for the fidelity
after (F a

best) and before (F b
best) the perturbation for the different engineered states. The

ratio is close to or higher than 1 for all of them, this showcases that the algorithm is
able to re-obtain and eventually improve the best value sampled before the perturbation.
All the error bars reported are due to laser fluctuations affecting each measurement and
are estimated through a Monte Carlo approach.

the HWP or on the QWP. Instead, the restart of the algorithm is indicated with
a vertical orange line. As shown, after the perturbation, the minimum found by
the algorithm is no longer the optimal solution, thus the algorithm is forced to
restart. The latter allows the algorithm to reach a new optimal solution in a different
environmental condition. In particular, we analyzed the quality of this adjustment
by comparing the fidelities obtained before and after the perturbation. The ratio
between the two is reported in Fig. 5.5-b, and since for each state more than one
perturbation could be performed, the mean ratio is computed averaging over all of
them. The presence of mean ratios with values equal or greater than 1 showcases
how the algorithm is indeed able to re-adapt its optimal solution, and eventually
improve the previously obtained fidelity.

5.3 Conclusions
In conclusion, we presented a universal quantum state engineering protocol based

on the QW dynamics. This has been proven capable of generating arbitrary high
dimensional quantum states, with both high fidelity and probability. Although, this
QW-based approach is proposed to work without being ad hoc designed for a specific
platform, in experimental implementation its performances could be dumped due to
unwanted and uncharacterized imperfections and noises. For this reason, we decided
to employ a gradient-free optimization algorithm called RBFOpt to enhance the
quality of the generated states. In particular, we analyzed a platform that implements
a 3-step fashion DTQW exploiting the two components of light angular momentum,
allowing the algorithm to act on the parameters that control the evolution and
studying several states in both quantum and classical regimes. We saw how the
RBFOpt results in higher fidelities than those computed using the direct method of
Ref. [64]. Therefore, showcasing that the real-time optimization algorithm allows us
to take into account and compensate for experimental imperfections automatically.
Moreover, to carry out a complete analysis, and as the adaptation capability of
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an algorithm is pivotal in realistic conditions, we simulated the effect of sudden
external perturbations studying whether and how the algorithm readapts itself to new
environment conditions. The results presented indicate that the algorithm indeed
manages to adjust itself reaching fidelities comparable with those obtained before the
perturbation. Our results prove the advantages of adopting real-time optimization
algorithms for experimental quantum state engineering protocols. Moreover, working
in a black box fashion, the algorithm does not require information on the function
to be optimized and on the employed experimental platform. Therefore, our scheme
can find applications in different engineering protocols and Quantum Information
tasks , leveraging on electronically controllable devices. For instance, in principle, it
could be used to optimize the number of quantum gates needed to solve a specific
problem, in the calibration of complex optical circuits that find applications in tasks
like Boson Sampling [96, 288–290] and in the engineering of multiphoton quantum
states [291]. With extension of the approach also to different degrees of freedom,
such as time [265, 267, 269], frequency [270] or path [264, 266, 268]. In all this
cases, it would be crucial to tailor a suitable cost function. Finally, the proposed
DTQW platform can be extended to higher dimensions by increasing the number of
steps, using system of lenses or a loop configuration to address the beam divergence
[283], and by entering the system with multiphoton states, enabling the study of
phenomena such the entanglement transfer [292].
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Chapter 6

Detection of Orbital Angular
Momentum States

One of the main steps of every Quantum Information protocol is the retrieval of
the information encoded in a quantum state, this is in general obtained by observing
the state through the measurement of its physical properties. Therefore, after
describing the generation and manipulation of high dimensional quantum states,
we will focus in this chapter on their detection, both enhancing the performance of
already known techniques and describing machine learning-based approaches.

In practice, a quantum state is completely characterized through a quantum
state tomography procedure (see Section 1.1.3), which allows us to retrieve its
density matrix. However, the feasibility of this approach decreases when increasing
the dimension of the state under analysis. Indeed, the number of observables to
measure grows quadratically with its dimension [1, 58], and the procedure could
be impractical in several scenarios. In particular, for the purpose of the thesis, we
are interested in qudits encoded in the OAM of light states. Indeed, despite their
potential in Quantum Information applications, the capability to accurately generate
and detect OAM states remains a challenging task. Detection techniques that have
been proposed in the literature include interferometric schemes [67, 68, 293, 294], the
use of diffractive elements [295–299], tilted convex lens [300], interference patterns
with reference beams [153, 301–304], methods exploiting Doppler frequency shift
[305–307], weak measurements [69], metamaterials [151, 308–314] and holographic
techniques [65, 159, 202, 315–321].

In particular, we described the latter of them in Section 2.5.2, describing how
it can be used to perform projective measurements in the OAM Hilbert space.
Therefore, we analyzed the measurement station composed by a SLM followed by
the coupling to a SMF, in which the projections are made by showing on the active
part of the first the holograms corresponding to the basis elements and the similarity
between them and the state under analysis is estimated from the amount of the
detected signal. Thus, the performances of the protocol strongly depend upon
the model that describes the state that is used to create the holograms. When
working with OAM eigenstates, most of the proposed and employed protocols use
the LG modes (see Eq. 2.60) to describe their spatial structure. However, this
description may not fully capture the structure of the optical modes generated by
any given experimental implementation, therefore damping the accuracy of the
detection schemes. For example, concerning q-plate action, the modulated output
beam can be properly modeled using the LG basis only in the pupil plane, i.e. when
the propagation distance goes to zero, under the assumption of a thin device. Indeed,



103

in the general case, the diffraction effects due to the phase singularity of the device
have to be taken into account and the output beam can be described more accurately
by a model based on Hypergeometric-Gaussian functions [150, 155] (see Eq. 2.64).
Similar considerations work also when analyzing the SLM action with pitchfork
holograms [151]. In our work [70], starting from this discussion, we developed a
refined model to describe the OAM state generated by a 5-step QW platform. Here,
the states produced by the q-plates placed in a cascaded configuration result more
efficiently described by a superposition of HyGG modes. To assess it, we studied
the measurement performances obtained by adopting the HyGG-based model to
create computer-generated holograms exploited in the SLM-based measurement.
We observe higher state fidelities when coupling the resulting output modes into a
single-mode fiber, as well as increased coupling efficiency. These results highlight
the importance of using an accurate model of the incoming beams to optimize the
detection process and could be adopted for different techniques that need an accurate
model of the generated state.

Despite the results achieved in improving the performances of the hologram-
based detection techniques, these methods are still affected by noise and loss due
mainly to the efficiency of the SLM and the coupling of the converted beam to the
SMF [202]. Recently, artificial intelligence has been widely employed in Quantum
Information protocols, and particularly machine learning techniques resulted to be a
valuable tool to overcome the experimental and theoretical limitations related to the
reconstruction of OAM states. In particular, ML models have been used to recognize
and classify structured light states such as superposition of OAM [322–327] and
vector vortex beams (VVBs) [70, 277], structured light beams whose helical wavefront
is associated to a nonuniform distribution of the polarization on the transverse plane
[25, 193, 328]. Moreover, ML has been also employed considering the propagation
in turbulent environments [47, 48, 329–339]. In our works [70, 71], we applied ML
algorithms to both solve classification and regression tasks of OAM modes. We
first employed a CNN (see Section 3.2.2) to study the polarization distribution of
VVBs experimentally generated with our platform and approached the detection as
a classification task, in which, starting form an RGB image of the states, we retrieve
their OAM content from the class to which they belong. In particular, to have a
model less conditioned by the experimental noises, we trained the network only with
simulated images while we tested it on the experimental ones. This enabled us also
to validate the refined beam propagation model aforementioned. Indeed, by using
images generated considering the HyGG-based description of the output beam, we
observed an enhancement in the classification performances of the CNN. Therefore,
we have proven the importance of appropriately modeling the engineered states for
improving both hologram-based and ML-based techniques.

After that, we moved to consider not just the detection and recognition of an
OAM component in a state, but instead the retrieving of the phase and amplitude
of the coefficients describing an arbitrary OAM superposition. For this purpose,
we solved a regression task intending to reconstruct the Bloch vectors associated
with high dimensional light states [340]. In particular, we worked in a combined
unsupervised and supervised fashion, using firstly the PCA (see Section 3.2.1) to
find a dimensional reduced representation of the dataset, that allows us to speed
up the protocol while filtering the noise, and then employing a linear regressor
[341] to find the map between the PCA latent space and the Bloch vector, which
is used as label during the training. Moreover, since the inputs are images of the
OAM superpositions intensity profile, in our approach we have to deal with the
symmetry of Eq. 2.61, an issue that greatly affects the capabilities of the regressor
in reconstructing the states. Therefore, to break it, we decide to generate a second
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image of the states with an increased value of the OAM for each mode appearing
in the superposition. Indeed, the two new states are distinguishable, and by giving
both images to the regressor is performances are greatly enhanced. In particular,
the high values for fidelity showcase the effectiveness of our approach.

Some of the results reported in this chapter are included in the following works:

• Alessia Suprano, Danilo Zia, Emanuele Polino, Taira Giordani, Luca Inno-
centi, Mauro Paternostro, Alessandro Ferraro, Nicolò Spagnolo, and Fabio
Sciarrino,“Enhanced detection techniques of orbital angular momentum states
in the classical and quantum regimes”, New Journal of Physics, vol. 23, p.
073014 (2021). [70]

• Danilo Zia, Riccardo Checchinato, Alessia Suprano, Taira Giordani, Emanuele
Polino, Luca Innocenti, Alessandro Ferraro, Mauro Paternostro, Nicolò Spag-
nolo, and Fabio Sciarrino, “Regression of high dimensional angular momentum
states of light”, Physical Review Research, vol. 5, p. 013142 (2023). [71]

6.1 Refined theoretical model for an enhanced holo-
graphic technique: q-plate action

In Section 2.5.2 we have preliminary introduced the q-plate action on OAM
eigenstates just as a modification in the OAM value by a factor 2q, where q is the
topological charge written on the device during its fabrication. Moreover, we saw
how modes that carry a defined amount of OAM can be expressed using the Helmotz
paraxial equation solutions (see Section 2.3). In particular, the most commonly
used are the Laguerre-Gaussian modes (LG) that form a complete and orthogonal
basis and are defined by two indexes the radial one (p), which is associated with the
number of nodes in the radial direction over the transverse plane, and the azimuthal
one (m), which instead is associate with the OAM eigenvalue. Therefore, the q-plate
action is commonly described as a modification of the azimuthal index of an incoming
beam LGp,m, while the radial one is kept fixed. However, this is an approximate
action that is valid in the pupil plane of the device, where the diffraction effects
can be neglected. Conversely, in the most general propagation case, the diffraction
produced by the topological defect of the device has to be considered, and as we will
see this produces a modification also in the radial structure [151, 155]. This effect
can then be described by solving the propagation integral for the beam exiting the
device. In the Fresnel diffraction region, posed z = 0 the position of the q-plate, this
integral has the form:

Eout(x, y, z) = −e−ikz

iλz

∫ ∞

−∞

∫ ∞

−∞
dx̃dỹ Ein(x̃, ỹ, 0)×

× exp

{
−i k2z

[
(x− x̃)2 + (y − ỹ)2

]} (6.1)

where x̃, ỹ are the coordinate on the device plane, z is the propagation distance, λ
and k are respectively the wavelength and the wavenumber of the input beam.

We explicitly solve the integral for the case in which we are entering it with a
Gaussian beam (Ein(x̃, ỹ) = exp

{
−(x̃2 + ỹ2)/W0

}
) in an arbitrary polarization state

|P ⟩ = c− |R⟩ + c+ |L⟩, where {|R⟩ , |L⟩} are respectively the right and left circularly
polarized states. Therefore, considering separately the two integrals related to
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the two circular polarizations, in cylindrical coordinates (x̃ = r̃ cosϕ, ỹ = r̃ sinϕ,
x = r cos θ, y = r sin θ) we have:

E±
out(r, θ, z) = −c±

exp
{

−ik
(
z + r2

2z

)}
iλz

∫ ∞

0

∫ 2π

0
dr̃dϕ r̃E0(r̃)×

× exp
{

−ik r̃
2

2z + i
krr̃

z
cos (ϕ− θ) ± i2α̃

} (6.2)

where the q-plate contribution is represented by the phase factor α̃ = α0 + 2qϕ, whit
α0 is the initial angle between the optical axis of the device and the x direction which
depends on its construction. The integral over ϕ can be performed by exploiting
the Jacobi-Anger expansion for which exp(iu cosφ) =

∑∞
m=−∞ imJm(u)exp(−imφ),

where Jm is the Bessel function of first order for which Jm(−u) = J−m(u) =
(−1)mJm(u). Then, exploiting the well-known integral for the Bessel function
reported in Ref. [342] for solving the integral in r̃, we obtain as output field:

E±
out(ρ, θ, ξ) = c±e

−ikz±i2α0HyGG−2|q|, ±2q (ρ, θ, ξ) (6.3)

where ρ = r/W0 e ξ = z/z0 are the adimensional cylindrical coordinates and the
expression of HyGG(.) is reported in (2.64). So. we have that the q-plate also
modifies the radial profile of the beam, indeed we can express the HyGG mode in
equation 6.3 as an infinite superposition of LG modes where the sum is performed
over the radial index while the azimuthal one is kept fixed (see Eqs. 2.66-2.67).
Furthermore, when entering the device with an arbitrary mode LGk,m having a
circular polarization, the output results in a superposition of k + 1 HyGG modes,
where the number k+ 1 is related to the number of terms appearing in the Laguerre
Polynomial expression. More details about the integrals and their solutions for input
Laguerre-Gaussian modes can be found in Appendix C.

In our work [70], we moved from considering the action of a single device and
instead we studied the propagation along a cascade of several q-plates, that reproduce
our 5-steps QW-based engineering platform (see Fig. 6.1-a), more details are reported
in Section 5.1 for a 3-step implementation. In particular, entering the setup with a
Gaussian beam, the action of the first q-plate is completely described by the result
reported in Eq. 6.3. Since we have a method to compute the integrals for the
LG modes, as mentioned before, we express the HyGG mode in a superposition
of LG ones. Here, at variance with previous approaches that reduce to consider
only the radial index p = 0, and hence non considering a variation from the input
in the radial profile, we include all terms up to p = 3. This allowed us to reach a
higher overlap between the theoretical and the experimental produced states without
substantially increasing the computational cost. After solving the integral in 6.2 for
each considered LG mode, the output beam from the second q-plate is described
by a finite superposition of HyGG modes. Exploiting again 2.66, the procedure is
repeated for all the q-plates of the setup to obtain the final description of the output
beam. Consequently, the output state engineered via the platform is expressed as
a superposition of HyGG modes with different radial indices but with the same
azimuthal indexes of the simplified model. We refer to the approximated model
that cuts the superposition at p = 0, and thus it is valid only when the distance of
propagation z → 0, as the LG model, while the one developed in [70] as the HyGG
model. The latter goes indeed beyond the LG assumption and provides a more
accurate description of the beam propagation inside the quantum walk platform. An
example is shown in Fig. 6.1-b, where the intensity distribution obtained using the
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LG and the HyGG models are compared with the experimental collected ones. In
the following Sections, we exploit this refined model to reach enhanced performances
in OAM detection techniques using both holographic projection (Section 6.1.1) and
machine learning-based approaches (Section 6.2.1).
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SMF

Pol. projection
Projection on

OAM state ۦ𝝍|
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PBSLens
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Optical elements

Photon source

CNN-based technique

SLM-based technique
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Th. Exp.

HyGGLG

a) b)Generation Measurement

LG/HyGG
model

CNN

Figure 6.1. Experimental generation and detection of OAM-based states. a) The
employed experimental platform is based on a five-step quantum walk to generate OAM
and VVB states with both single-photon inputs and classical laser light. Each step is
composed of a set of two quarter waveplates (QWP) interspersed by a half waveplate
(HWP) and a q-plate. The states resulting from these arrangements are measured using
two different detection apparatuses. In the classical domain, the detection system is
composed of a polarization analyzer and a Charge-Coupled Device camera (CCD). This
arrangement measures the spatial distribution of the input beam and sends the acquired
images to a computer that classifies the states using a suitably trained Convolutional
Neural Network (CNN). In the single-photon domain, the OAM measurement stage
consists of a polarization analyzer and an SLM followed by the spatial filter provided by a
single-mode fiber (SMF) and connected to a single-photon detector (APD). b) Example
of experimentally measured patterns generated by the quantum walk platform (right),
and the corresponding theoretical predictions obtained via the LG and HyGG models.
The first three rows represent the colored maps of three different VVBs corresponding to
{m1,m2} = [{3, 5}, {−1, 3}, {5,−5}]. Each color in the map is associated with a different
direction of the polarization and the distribution of the colors depends on the value of
m1 and m2. Instead, in the last row is reported the pattern distribution associated with
OAM state obtained as the balanced superposition of m1 = 5 and m2 = −5.

6.1.1 Experimental results of the enhanced holographic technique
In Section 2.5.2 we have introduced a standard technique to detect OAM states.

This consists of using diffraction gratings, encoded in the so-called holograms, that
allow us to modulate the phase and amplitude of a field passing through them.
In particular, we described how it is possible to perform projective measurement
employing the combination of a SLM and the coupling to a SMF. The first one is
used to show the holograms and manipulate the field spatial structure, while the
second one, by selecting the Gaussian component, estimates the mutual overlap
between the field and the hologram. Therefore, we can compute the fidelity between
the experimental produced state and the theoretical target one by using a set of
holograms in which is encoded an orthonormal basis that contains the state under
analysis. From the measurements, we can retrieve the probability distribution over
the basis and confront it with the target one using the fidelity expression reported
in Eq. 1.46.
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6

6

Figure 6.2. Experimental results of the enhanced holographic technique. a)
Summary of the fidelities obtained by performing the measurements of the 14 engineered
states with the holograms based on the HyGG model (purple bars) or the LG one
(cyan bar). We reported the comparison for different classes of state: elements of
the computational basis, superposition of large OAM states (Balanced Superposition)
and elements of the Fourier basis (QFT). The purple and cyan lines that represent
the mean values are 0.9831 ± 0.0005 and 0.9671 ± 0.0010, respectively. b) Coupling
Efficiency of single photon states. The points represent the ratio between the coupling
efficiency associated with the holograms programmed using the HyGG model and the
ones obtained with the LG model. The ratio is always greater than 1, confirming
the coupling improvement. Moreover, the experimental values are compared with the
quantity D = |⟨ΦHyGG|Φexp⟩|2

|⟨ΦLG|Φexp⟩|2 , where Φexp = ΦHyGG(wexp
0 ), wexp

0 is the experimental
beam waist that has been considered equal to wHyGG

0 + δ, with δ = 0.062 mm, and
wHyGG

0 is the beam waist chosen for the computer-generated holograms. Such a quantity
δ has been added to take into account experimental imperfections. The different colors
are associated with the previous three classes of states, which are characterized by similar
theoretical predictions.

Usually, the analysis of the OAM content of an input state is made by assuming
that its eigenstates |m⟩ can be represented by the Laguerre-Gaussian modes, based
on which the holograms of the basis are constructed. However, this approach
might not fully capture the structure of the optical modes generated by any given
experimental apparatus, which would limit the accuracy of the detection scheme.
Indeed, as described in the previous Section for our platform, to correctly account
for the diffraction effects of the cascaded q-plates a more rigorous description based
on the HyGG modes is needed. Therefore, when analyzing the state produced by our
QW-based platform, their detection is enhanced if we use this refined description.

To validate this assertion, we first set the platform parameters so as to generate
OAM eigenstates |m⟩ = {|±1⟩ , |±3⟩ , |±5⟩} which correspond to the computational
basis in Quantum Information language, comparing then the fidelities obtained
performing the measurement with the holograms generated with the LG and HyGG
models. To further assess the generation and measurement capabilities of our
apparatus, we also showcase the generation of more complex OAM states. In
particular, we have considered coherent superpositions of the extreme sites of
the walker, both with real and complex coefficients, Sr,c = |5⟩+eiβ |−5⟩√

2 where β ∈
[0, π/2, π, 3π/2], and four states of the Fourier basis associated to the Hilbert
space of the walker, QFTk = 1√

6
∑6
j=1 e

iπjk
3 |j⟩ where {|j⟩} are the elements of
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the computational basis previously introduced and k = 1, 2, 3, 6. In Fig. 6.1.1-a the
cyan and purple bars report the values of fidelities F obtained with the two models, as
can be seen, these are higher when the HyGG one is used. In particular, we obtained
an average fidelity over the engineered states equal to FHyGG = 0.9831 ± 0.0005 and
FLG = 0.9671 ± 0.0010, for the corresponding models. Moreover, in Appendix Table
D.1, we also report the explicit values of the fidelities obtained for each considered
state.

Importantly, we observe also higher coupling efficiencies in the SMF for each
hologram associated with an engineered target state. In particular, encoding a field
|m⟩ in the hologram which projects the incoming beam onto the Gaussian one, an
increase in the coupling efficiency corresponds to a higher mutual overlap between
the two fields. To support this conclusion, in Fig. 6.1.1-b we report the agreement
between the measured coupling efficiency ratio (ηHyGG/ηLG) and the theoretical
expectation D calculated from the employed holograms and the actual experimental
states. Such theoretical value is computed as D = |⟨ΦHyGG|Φexp⟩|2

|⟨ΦLG|Φexp⟩|2 , where |ΦLG⟩ and
|ΦHyGG⟩ are the states encoded in the measurement hologram exploiting respectively
the LG and HyGG models, while |Φexp⟩ is defined as Φexp = ΦHyGG(wexp

0 ), where
wexp

0 is the experimental beam waist that has been considered equal to wHyGG
0 + δ,

with δ = 0.062 mm, and wHyGG
0 is the beam waist chosen for the computer-generated

holograms. Such a quantity δ has been added to take into account experimental
imperfections and the comparison showcases a good agreement [70]. Furthermore,
in Appendix Table D.2 we report these values for the coupling efficiency associated
with each hologram. These results showcase the enhancement achieved in the
measurement of the experimental states engineered through our QW platform.

This capability of significantly improving the detection efficiency represents a
fundamental aspect, especially at the single photon level. Indeed, in this scenario,
photon losses undermine the security and feasibility of quantum communication
and cryptography protocols. Furthermore, when moving to multi-photon protocols,
losses affect the amount of detected signal as ηn, being n the number of involved
photons, and thus an improvement in η will result in a magnified overall efficiency.

6.2 Machine learning-based approach to OAM measure-
ment

Machine learning algorithms have been proven to be useful tools in everyday
life, and recently they have attracted an increasing interest for application also
inside the Quantum Information field, leveraging on the ability of ML protocols to
manipulate complex structured data. Following this trend, we decide to exploit ML
techniques in the detection of OAM-encoded high dimensional states. In particular,
we used a CNN for the detection of the OAM content of VVBs, classifying them
into 15 different categories (Section 6.2.1). Then, we go further in this direction
by addressing the problem of exactly retrieving the coefficients of arbitrary OAM
superposition. In particular, we use a combination of PCA and linear regressor to
solve the task, proposing also a method to break the symmetry of Eq. 2.61 and
obtaining high values of the fidelities for the retrieved states (Section 6.2.2).
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a) b)

Figure 6.3. Vector Vortex Beams. a) High order Poincarè sphere representation of a
VVB. On the poles are reported the two orthogonal states |−1, R⟩ and |1, L⟩, having
definite values of OAM and polarization and characterizing the VVB under analysis
(see Eq. 6.4). On the equator are placed the states having a linear but nonuniform
polarization, such as the TM01 and TE01 fiber modes. Finally, all the other points are
associated with elliptical polarization states. Image taken from [193]. b) RGB encoding
of the VVB |ψ⟩1,−1 .Each primary color is associated with a Stokes parameter {Si}3

i=1
(see Eqs. 2.92-2.94), the legends show explicitly the polarization-color encoding.

6.2.1 Classification of vector vortex beams via convolutional neural
networks

In Section 2.2 we have shown how in paraxial approximation it is possible to
decompose the total angular momentum of light in its spin and orbital component,
reporting also solutions of the paraxial Helmholtz equation that are eigenstates of the
OAM. However, in all these cases we considered beams with a homogeneous polar-
ization, reducing then our analysis to the scalar expression of Eq. 2.45. Conversely,
if we take into account the vectorial nature of the field and we solve the vectorial
Helmholtz equation, it is possible to obtain solutions for which the SAM and OAM
degrees of freedom are found to be coupled [343]. In particular, when a nontrivial
phase structure, such as the one present in helical beams, is coupled to a nonuniform
transverse polarization pattern, we have a Vector Vortex Beam (VVB) [25, 193, 328].
This kind of state has found several applications both in classical and quantum
regimes, ranging from optical trapping [26, 344] to metrology [30, 39, 345–348] and
communication [27, 197, 345, 349, 350]. In particular, such implementations mostly
exploit the OAM content of VBBs and the hyperentaglement of the latter with the
polarization degree of freedom. For example, exploiting the rotational invariance of
the polarization pattern, due to this coupling, for creating quantum communication
protocols that are insensitive to the orientation of the sender and receiver local
frames [197].

In general, a VVB state is given by the superposition of two OAM states, each
of whom is associated with an orthogonal polarization:

|ψ⟩m1,m2
= cos θ2 |m1, L⟩ + eiϕ cos θ2 |m2, R⟩ (6.4)

where θ ∈ [0, π], ϕ ∈ [0, 2π] and m1 ̸= m2. Even if these states are intrinsically
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high dimensional having an encoding that exploits the OAM degree of freedom,
for how they are defined, single VVBs are restricted to span bidimensional Hilbert
spaces. Therefore, as in the case of qubits, VBBs can be mapped on a sphere: the
higher-order Poincarè sphere [193]. In Section 2.5.1, we have already introduced
the Poincarè sphere as a tool for completely describing the polarization state of
a light beam. The higher-order one applies the same concept to the nonuniform
polarization state of VBBs. In particular, given the set of parameters describing
a generic VVB (m1,m2, θ, ϕ) it is possible to locate it on a sphere, in which the
poles are represented by the eigenstates of the total angular momentum |m1, R⟩
and |m2, L⟩, that therefore show a uniform polarization pattern. Instead, as for the
Poincarè sphere, the states on the equator of the higher-order ones present a linear
polarization, however, this is not directed in the same way over all the transverse
plane. An example of a higher-order Poincarè sphere describing the polarization
pattern of a VBB having m1 = 1 and m2 = −1 is reported in Fig. 6.3-a. The interest
in this geometrical representation is because it allows us to easily describe several
kinds of state, ranging from the simpler states transmitted by an optical fiber, such
as the TM01 and TE01 fiber mode [351] appearing on the equator in Fig 6.3-a, to
more exotic ones, such as the full Poincarè beams [352].

Furthermore, a manner to reconstruct the polarization profile of a VVB is to
measure point by point the Stokes parameter of Eqs. 2.92-2.94, obtaining with this
procedure the degree of polarization in each of the 3 MUBs {H,V }, {+,−} and
{R,L} over all the transverse plane. From that, a pictorial way to represent this
polarization distribution is to associate each one of the Stokes parameters {Si}3

i=1
to the intensity of one of the primary colors red, green, and blue of an RGB image
[277], examples are showed in Fig. 6.3-b and Fig. 6.1-b. In particular, this encoding
will be used in the following to collect the information stored in the VBBs and
reformulate the detection problem of OAM states in an image recognition task.

Experimental platform

Several architectures and devices have been proposed to experimentally couple
the OAM and SAM degrees of freedom, and generate then VVBs. For instance,
interferometric schemes relying on spatial modulation through holograms [39, 328],
integrate photonic platforms [353–355] and metasurfaces [151, 276, 356] have been
effectively employed. Among them, a device that can be naturally used to generate
VVBs is the q-plate introduced in Section 2.5.2. Indeed, by comparing its action
reported in Eqs. 2.96-2.97 with the general expression for a VVB of Eq. 6.4, we
see how it automatically generates a VVB. In particular, by properly acting on the
tuning parameter δ it is possible to regulate the efficiency of the device, and then it
can be used to generate a VVB between the original beam |m⟩ and the converted
one having OAM |m± 2q⟩. Instead, when using a switched-on q-plate (δ = π), by
suitably manipulating the polarization of a beam before it enters the device, it is
possible to engineer a VBB between the |m+ 2q⟩ and |m− 2q⟩ OAM modes.

Despite the number of accessible VVBs with a single device being quite reduced,
q-plates appear to be one of the most suitable solutions due to their efficiency and
ease of handling. Indeed, as shown in Ref. [65, 277] an OAM-based QW platform
implemented employing q-plates in a cascaded configuration can be used to engineer
arbitrary VVBs, whose number depends only upon the number of steps of the
dynamics and then can be in principle arbitrary enlarged. In our implementation, we
use a 5-step QW-based platform schematically depicted in Fig. 6.1-a, the function of
which has been described in detail in Section 5.1. By controlling the coin parameters,
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i.e. the angle of the waveplates, this implementation allowed us to engineer arbitrary
VBB having m1,m2 ∈ {±1,±3,±5}, therefore reaching 15 different kind of states.

VVBs detection as an image recognition task

.

.

.

32x126x126

32x63x63

32x61x61
32x28x28

32x30x30 32x14x14

32x12x12

32x6x6

.

.

.

128

15
(-5,5)
(-5,3)

(-1,5)
(1,-3)

128x128x3
(-
5
,-
3
)

(-
5
,-
1
)

(-
5
,1
)

(-
5
,3
)

(-
5
,5
)

(-
3
,-
1
)

(-
3
,1
)

(-
3
,3
)

(-
3
,5
)

(-
1
,1
)

(-
1
,3
)

(-
1
,5
)

(1
,3
)

(1
,5
)

(3
,5
)

(-5,-3)
(-5,-1)
(-5,1)
(-5,3)
(-5,5)
(-3,-1)
(-3,1)
(-3,3)
(-3,5)
(-1,1)
(-1,3)
(-1,5)
(1,3)
(1,5)
(3,5) 0.0

0.2

0.4

0.6

0.8

a)

b) c)

(-
5
,-
3
)

(-
5
,-
1
)

(-
5
,1
)

(-
5
,3
)

(-
5
,5
)

(-
3
,-
1
)

(-
3
,1
)

(-
3
,3
)

(-
3
,5
)

(-
1
,1
)

(-
1
,3
)

(-
1
,5
)

(1
,3
)

(1
,5
)

(3
,5
)

(-5,-3)
(-5,-1)
(-5,1)
(-5,3)
(-5,5)
(-3,-1)
(-3,1)
(-3,3)
(-3,5)
(-1,1)
(-1,3)
(-1,5)
(1,3)
(1,5)
(3,5) 0.0

0.2

0.4

0.6

0.8

Figure 6.4. Convolutional Neural Network. a) Schematic representation of the CNN
architecture. For each layer the correspondent dimension is shown in the figure. The
Convolutional layers are represented in orange, while the max pooling ones are shown in
green. The last two layers are two fully connected ones. The specific classification task
is performed by the last layer, i.e. the softmax one (see Eq. 3.10). b-c) Truth-tables for
the two models: b) LG model and c) HyGG model. The matrix elements have been
averaged over 100 experimental images per class, and the percentage of images belonging
to the i-th class (row) classified by the CNN in the j-th class (column) are represented
by the different colors. The numbers in parentheses are the two OAM values m1,m2
that appear in the VVB expression (see Eq.6.4).

Following the approach proposed by Giordani et al. in [277], we decided to
address the problem in the detection of VVBs as an image recognition task [70],
exploiting the RGB encoding previously introduced and acquiring the experimental
intensity images via a Charged-Coupled Device (CCD) camera. In particular, we
used a CNN since it belongs to a class of neural-network architectures especially
suited to process images for classification and regression tasks. Moreover, their
specific structure allows them to recognize translation-invariant features, making
CNNs effective in recognizing images produced in realistic experimental conditions.
The detailed description of the CNNs working principle is reported in Section 3.2.2.

In particular, we exploited the QW platform for engineering VVBs having θ = π/2
and arbitrary phase ϕ, and we divided them into 15 different classes depending on
the different combinations of m1,m2 ∈ {±1,±3,±5}. Therefore, the CNN is used to
correctly classify between them an input image showing the nonuniform polarization
pattern of a VVB. In particular, we apply the CNN to classify experimental images
of VVBs using only simulated ones in the training set. Comparing the performances
when the model is trained with images generated using either the LG or the HyGG
model described in Section 6.1. Notice however that, for the sake of the training, in
both cases, a validation set comprising only experimentally generated images is used.
We have observed that the inclusion of the latter is necessary in order to achieve
satisfactory performances in both cases over the experimental test set, indeed this
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enables us to choose the paradigm weights that better perform in the recognition of
the experimental data without direct access to them.

To build and train the CNN we used the Python library Keras [357], with
TensorFlow [358] as the backend. Specifically, we use a CNN composed of four
convolutional layers each of which is followed by a max-pooling layer, a pictorial
representation of the network is reported in Fig. 6.4-a. In each convolutional layer,
we use 32 filters of size 3 × 3 with ReLU activation function. For the pooling
layers, we apply the max operation to blocks of size 2 × 2. The final classification is
performed by a fully connected layer with 128 nodes followed by a softmax layer.
As already introduced, for the training we used 400 simulated images (either via the
LG or the HyGG model) for each of the 15 involved classes. While, at each training
step we use a mini-batch of 30 simulated images to update the parameters, and a
fixed validation set of 1500 experimental images to assess the CNN performance. We
then tested the classification accuracy of the network with 1500 new experimental
images.

We repeated the protocol 22 times, in Fig. 6.4-b,c we report the best performances,
where each VVB state has been labeled according to the OAM numbers of the two
beams in the state superposition (see Eq. 6.4). These networks give average
accuracies of 0.632 ± 0.097 and 0.815 ± 0.065 respectively for the LG and HyGG
models. Instead, when considering the whole repetitions of the approach, we find
mean accuracies equal to 0.553±0.013 (LG) and 0.662±0.019 (HyGG). In Fig. 6.5-b
is reported the performance trend of the 22 CNN trainings for the two models with
their averaged values. Despite the HyGG model allowing us to reach higher values for
the accuracies, its performances are still sub-optimal due to the presence of relevant
differences between the simulated images and the experimental collected ones (see
Fig. 6.1-b). Therefore, trying to compensate for them, we consider experimental
issues related to the possibility of making errors when calibrating or rotating the
waveplates. In order to account for this kind of error we generated a new set of
theoretical images, both for the LG and the HyGG model, with a random error
in the experimentally used angles up to a maximum value equal to 3° for each
waveplate. These images were added to the training set and we repeated the same
analysis illustrated before. The accuracy increased for both models achieving a mean
of 0.605 ± 0.018 (LG) and 0.765 ± 0.015 (HyGG), with the best performances of the
second case that surpass the 90% value, these results are shown in Fig. 6.5-a,c.

In general, these results showcase how training a CCN with images generated
using the HyGG model allows us to achieve significantly higher classification accuracy
than those resulting from the LG-trained case, assessing its refined description of
the dynamics.

6.2.2 Regression of high dimensional light states
As we already have introduced previously and explicitly shown in the previous

chapter, ML techniques represent a valuable tool to overcome the many experimental
and theoretical limitations related to reconstructing OAM states [70, 277, 322–
327], also considering the propagation in turbulent environments [47, 48, 329–339].
However, most of the efforts have been focused on detecting the probability of
finding OAM states on a fixed basis, such as the classification task described in
the previous Section 6.2.1, as opposed to being able to resolve coherence terms
between different modes. Nevertheless, the latter is of fundamental importance
when we want to completely reconstruct the state under analysis. In this context,
ML approaches have been mostly used to reduce the number of measurements
needed to retrieve the coefficients of a quantum state, making therefore feasible the



6.2 Machine learning-based approach to OAM measurement 113

a) b) c)

Figure 6.5. Training Accuracy. In the image, we show the distinct values of accuracy
reached for different and independent training. a) We compare the CNN performances
trained with simulated images obtained through the LG model (sky-blue) and theoretical
images computed with the LG model taking into account experiment errors regarding
the orientation of the waveplates (red). b) CNN accuracies obtained with a theoretical
training set based on the LG model (sky-blue) and on the HyGG model (purple). c)
We compare the CNN performances trained with simulated images obtained through
the HyGG model (purple) and theoretical images computed with the HyGG model
taking into account experiment errors regarding the orientation of the waveplates (green).
The sky-blue, red, purple, and green areas are the respective average values with their
standard deviations: 0.553 ± 0.013, 0.605 ± 0.018, 0.662 ± 0.019, 0.765 ± 0.015.

execution of quantum state tomography [208, 359–364], a procedure that requires
a number of measurements scaling quadratically with the state dimension [1, 58],
unless we have some prior information about it [365]. Moreover, CNN models have
been successfully used to solve the task of directly recovering the coefficients of
an arbitrary quantum state [147, 277]. However, the training of these CNN-based
approaches involves in general a high computational cost. For this reason, in our
work [71], we presented an approach to overcome these limitations thanks to the
combined use of dimensionality reduction [366] and regression techniques [341] in a
mixed unsupervised and supervised fashion ML approach.

Dimensional reduction for the regression task
Our goal is to retrieve the complex amplitudes of given LG states with respect

to the LG basis |ℓ⟩, while we will consider that the radial index p = 0 (see Eq. 2.60),
from measurements of their intensity profiles. To solve this task, we decided to
use the PCA as a dimensional reduction algorithm (see Section 3.2.1). The latter
takes as input data in a high dimensional space Rd, such as datasets of images with
dimensions equal to the number of pixels in the image, and maps them into a new
space Rn whit dimensionality n << d, while preserving the relevant features of the
dataset. This preprocessing approach presents two benefits, first of all, reducing
the dimension of the inputs enables for a consistent speedup in the learning process
performed by the regressor. Secondly, this provides a method more resilient to
noise. Indeed it furnishes a representation of the data that best reflects the relevant
features of the given data while the noise is mapped into the less representative
dimensions, that are therefore cut during the reduction. We applied this protocol
both on simulated images of LG modes and on experimentally generated states, the
conceptual scheme describing the procedure followed in our work is reported in Fig.
6.6.

Furthermore, being a linear dimensionality reduction algorithm, the PCA is
particularly suited for reconstructing quantum states from measurement outcomes,
due to the linearity intrinsic to this problem [277]. To clarify this feature and the
correlated advantages, consider states of the form:
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a)

b)

Figure 6.6. Summary of the protocol. a) PCA is used to find a lower-dimensional
representation of the 64x64 pixel input images. Working in an unsupervised fashion it
derives the axes of the reduced space that best represent the input, in this specific case
they are identified as images in which we can decompose the data. By tuning the number
of reduced dimensions obtained via PCA, we have different reconstruction accuracies.
b) The proposed method works through the following 3 steps. Firstly, the dataset is
generated theoretically with a computer simulation or experimentally exploiting a setup
suited for the engineering of OAM states. Secondly, the data are given to the PCA
algorithm that, reducing their dimensions, decreases the noise present in them and
speeds up the training phase of the regressor. The latter is finally used to obtain the
coefficients of arbitrary superpositions of OAM modes.

|Ψ⟩ = cos θ2 |1⟩ + eiϕ sin θ2 |−1⟩ , (6.5)

where θ ∈ [0, π] and ϕ ∈ [0, 2π]. Applying PCA on the training dataset, three
dimensions of the latent space are sufficient to capture almost all of the relevant
information. We expect to retrieve in the latent space the Bloch sphere representation
of the Hilbert space associated with one qubit. Indeed, focusing only on four distinct
classes characterized by θ = {π, 7π/8, 3π/4, π/2} and arbitrary ϕ, the distribution
of the dataset in the latent space is characterized by four circular structures with
a growing radius that corresponds to the different θ values, while each of such
circumferences is given by the parameter ϕ ∈ [0, 2π] (see Fig. 6.7-a). Furthermore,
we also reported the reduced dimension for the experimentally collected images
in Fig. 6.7-b, where we see the same behavior observed for the theoretical ones.
Therefore, PCA preserves the geometrical feature of the space directly correlating
the original parameters θ and ϕ with the position in the latent space.

Therefore, we employed linear regression to solve the task of connecting the
latent space representation to a physical description of the states under analysis.
More precisely, we performed a supervised training of the regressor using as objective
the vector that collects the coefficients that appear when we decompose the density
matrix of the states in the Generalized Gellmann Matrices basis (GMM) [340]. These
are a basis of orthogonal traceless operators, which can be used to define a Bloch
representation for high dimensional states, and that in the bidimensional case reduces
to the Pauli matrices basis (see Eq. 1.26). Then, we assessed the performances of
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our protocol by computing the fidelity between the Bloch representation predicted
by the algorithm and the corresponding ground truth target state by using the
expression in Eq. 1.47.

It is worth noticing that in our approach, to avoid the possibility of non-physical
states that might result from the algorithm, each state gets projected to the nearest
pure physical state before calculating the fidelity. In particular, in this projection
procedure, the predicted state is considered as the eigenvector associated with the
higher eigenvalue of the density matrix recovered from the Bloch representation
outputted by the regressor. This constitutes our best guess for an input pure state.

a) b)

1 2

3
4

5

Figure 6.7. Principal Component Analysis Latent Space. a) Representation of the
simulated data reduced via PCA in the space composed by the first three components
{c1, c2, c3} of the latent space. Here, we consider states of the form described by equation
6.5. Each color corresponds to a set of states corresponding to a fixed value of θ. More
specifically, θ = π (green), θ = 7π/8 (purple) θ = 3π/4 (red) and θ = π/2 (blue). It can
be noted that the circular structure given by the phase ϕ is preserved in latent space.
This statement is also supported by the fact that the states with θ = π, in green, are
invariant with respect to the parameter ϕ and are mapped in the same region and not on
a circle. b) Application of the PCA to experimentally collect images. In particular, we
report the position along the latent space principal components of the intensity profiles
for simple experimental superposition of LG modes corresponding to the case θ = π/2.
The five images at the bottom correspond to the red star symbols in the main graph
at the top. Also in this case, we note that the change in the phase angle ϕ generates a
rotation in the respective images and that is connected to the circular structure of the
latent space.

Simmetry Breaking
One of the main problems, arising when we address the task of retrieving the

coefficients of an arbitrary OAM state from an image of its intensity, is related to the
inherent symmetry of LG modes introduced in Eq. 2.61. This comes from the fact
that in the Laguerre-Gaussian modes the only term that depends on the sign of the
azimuthal index m, and therefore on the OAM eigenstate, is the helical phase term
eimϕ. Consequently, when observing the intensity of a single mode, it is impossible
to discern from it if the profile is associated with LGp.m or LGp,−m = LG∗

p.m. This
is simply extended to arbitrary superposition states, and Eq. 2.61 is easily obtained.

To address this fundamental problem for the reconstruction, we decided to act
on the modes in a way that breaks this symmetry. In particular, our approach
consists of a transformation of the reference state through the modification of the
azimuthal index for all the modes that appear in the superposition. This produces
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two different superpositions and, hence, two distinct images that can be employed to
reconstruct the state encoded in the initial image. For instance, let us consider the
following arbitrary superposition in the Hilbert space spanned by the computational
basis {|m⟩} with m ∈ {−2,−1, 0, 1, 2}:

|Ψ⟩ = a |−2⟩ + b |−1⟩ + c |0⟩ + d |+1⟩ + e |+2⟩ . (6.6)

From the symmetry rule of Eq. 2.61 we have that the state |Φ⟩ which is indistin-
guishable from |Ψ⟩ using only an intensity profile measurements is:

|Φ⟩ = e∗ |−2⟩ + d∗ |−1⟩ + c∗ |0⟩ + b∗ |+1⟩ + a∗ |+2⟩ . (6.7)

However, if we increase by one unit the OAM value of each mode in the superposition
we obtain the following two states:{

|Ψ′⟩ = a |−1⟩ + b |0⟩ + c |+1⟩ + d |+2⟩ + e |+3⟩
|Φ′⟩ = e∗ |−1⟩ + d∗ |0⟩ + c∗ |+1⟩ + b∗ |+2⟩ + a∗ |+3⟩ .

(6.8)

They are thus always distinguishable, except when |Ψ⟩ and |Φ⟩ are identical from the
beginning. In other words, even though directly measuring the intensity profile of a
given |Ψ⟩ we cannot univocally determine that the input was |Ψ⟩ rather than |Φ⟩,
such degeneracy is lifted if for each state we measure both the intensity profile of |Ψ⟩
and of the state obtained from |Ψ⟩ after applying a transformation that increases
each OAM values by one unit, namely |Ψ′⟩.

To see how symmetry breaking is a requirement for enhancing the regressor
performance and obtaining the correct description of the state under analysis, we
can start by analyzing the qubit case, which can be easily visualized using the
Bloch sphere representation. Here, when we use just one image for each state,
the algorithm is not capable of discerning whether the state belongs to the left or
the right hemisphere of the sphere. This usually results in the model placing the
states in the middle of the two hemispheres, along the equator, as a strategy to
minimize the errors. Indeed, it can be seen that the effect on the Bloch sphere of the
transformation described by Eq. 2.61 is the reflection symmetry along the x-y plane.
As a consequence, the points on the equator are invariant under this transformation,
and, for the same reason, it is not surprising that these points are correctly identified.
Therefore, when the algorithm fails to break the symmetry, it tends to put the
states near the equator to limit the errors in the state reconstruction. If instead we
furnished the second image per state, in which we augmented the OAM values of the
superpositions, the algorithm is capable of mapping the states to the right position
on the spherical surface. This behavior is explicitly shown in Fig. 6.8, in which the
positions of the states in the Bloch space are reported for both approaches.

Moreover, a similar trend is also pointed out when we observe the fidelity
distribution of the predicted states. Here, when we use only one image to train
the algorithm and then we applied it to two test sets, one with the correct labels
and one with the labels obtained using the symmetry property, the distributions
are almost identical since the regressor is not able to distinguish between the two
descriptions (see Fig. 6.9-a,b). Instead, if we use also the additional augmented
image the symmetry in lift and the distributions look different, with results for the
mean fidelity that are not compatible with each other (see Fig. 6.9-c,d).

This showcases how the preprocessing proposed to lift the symmetry effectively
helps in solving the task at hand. Moreover, if compared to other methods proposed
to break such degeneracy [147], our approach is fully generalizable and independent
of the structure of the state.
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Figure 6.8. Two-dimensional symmetry breaking. Representation of the output
of the regression algorithm on theoretical superpositions with l ∈ {−1,+1}, after the
projection on the nearest pure state. We compare the position of each state on the
Bloch sphere obtained from the regressor using one image a) and two images b) per
state. In panel a) the higher values of the fidelities are obtained on the equator, this is
the strategy adopted by the regressor to minimize the errors. In fact, not being able to
distinguish states placed on the two hemispheres, this approach enables the regressor to
obtain a higher mean fidelity. Instead in panel b) the effects of symmetry breaking are
evident, here the regressed states are placed in their real position.

Figure 6.9. Two-dimensional fidelities distribution. Fidelity calculated on super-
positions with l ∈ {−1,+1}. Using only one image per state, the values of fidelity
were calculated between the output of the regression with both the expected theoretical
state a) and the theoretical state after the inversion of the coefficients described by
Eq. 2.61 b). The mean value of the fidelity in both graphs is F̄a = 0.923 ± 0.002 and
F̄b = 0.923 ± 0.002, respectively. They are compatible within the statistical error and
thus the process can not distinguish the two cases. Computing the same fidelity in the
double image configuration, the mean value of the graph in panel c) is F̄c = 1, while the
mean value of the graph in panel d) is F̄d = 0.764 ± 0.006. They are incompatible and
thus the process has broken the symmetry.
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Simulated results and experimental results
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Figure 6.10. Experimental Setup. Diagram of the experimental apparatus used in
the generation and measurement of spatially modulated photonic beams. The setup is
composed of three blocks containing a cascade of waveplates, half-waveplate (HWP) and
quarter-waveplates (QWP), followed by a q-plate. Each block implements a step of the
quantum walks dynamics. The input state is a Gaussian mode obtained through the
coupling of an 808 nm laser to single mode fiber. After projection on the polarization
degree of freedom, the intensity profile corresponding to the resulting OAM state is
recorded with a CCD camera. To uniquely retrieve input states from intensity profiles,
the measurement stage uses two CCD cameras, one of which is placed after a QWP and
a q-plate.

We applied our approach both on simulated and experimentally collected data.
In particular, our experimental setup is similar to the one described in Section 5.1.
It consists of a 3-step QW implemented exploiting the angular momentum of light,
and then realized by three blocks containing waveplates and q-plates in a cascaded
configuration (see Fig. 6.10). Therefore, by tuning the angle of the waveplate
that governs the dynamics, we are able to generate arbitrary superposition in a
4-dimensional Hilbert space: |ψ⟩ = a |−3⟩ + b |−1⟩ + c |1⟩ + d |3⟩ with a, b, c, d ∈ C.
At the end of the QW, after a projection on the polarization space, the intensity
distribution of the state is collected with CCD cameras. With respect to the previous
setup, here we use an additional beam-splitter, which is used to divide the beam into
two arms and perform the augmentation needed to lift the symmetry of Eq. 2.61.
In particular, we directly measure the beam with the CCD1 on one arm, while on
the other one, the measurement is performed after the evolution through an HWP
and a q-plate (CCD2). Here, after transforming the polarization from horizontal
to circular, the q-plate is used to perform the OAM value-increasing step for each
element of the superposition under analysis.

The images collected by the CCDs are 1280x1024 pixels, but we scale them down
to 64x64 pixels before feeding them to the algorithm to further speed up the whole
protocol. Moreover, we employ two different PCAs separately on the dataset. In
particular, the first one is used to reduce the dimensions of the image of the states,
while the second one is applied in the same manner to the superposition state with
the augmented OAM values. This two PCAs approach was chosen since we observed
an increase in the performances of the method. The latent space representation of
the data is thereafter passed to the regressor during the supervised training stage.
Finally, the accuracy of the protocol is evaluated on a test dataset composed of
images that the algorithm has never seen before. The latter are firstly mapped to
the latent space that best describes the training set, and then the trained linear
regressor is applied to them.

To show the effectiveness of the procedure, we compared the results of the
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Figure 6.11. Experimental and Simulated Results. a) Comparison between the
intensity distributions of collected experimental states and of reconstructed states
whose coefficients of the LG superposition are retrieved through the regression analysis.
To showcase the performances of the method, results for values of the fidelity equal
to F = 99.9% and F = 83.2% are reported. b) Trend of average fidelity obtained
by increasing the number of PCA dimensions passed to the regression algorithm by
state in the space spanned by l ∈ {−3,−1,+1,+3}. Theoretically, the regression
algorithm approaches its maximum fidelity with PCA dimensions close to 15. Using
single images does not allow to reach fidelity higher than F = 90% (blue line), while
employing double images the fidelity value approaches the 100% (orange line). Although
experimental imperfections appear to break the symmetry feature also in the single image
configuration (green line), the exploitation of double images increases the performances
(red line). The points constituting all lines are obtained averaging over 2000 random
states, while the correspondent error is not appreciable with respect to the size of the
marker.c) Experimental fidelity distributions calculated over 2000 random states in the
double image configuration for state experimentally engineered in the space spanned by
l ∈ {−3,−1,+1,+3}. The mean value of the fidelity is F = 0.9661 ± 0.0009, where the
error is given by the standard deviation on the average.

regression obtained using only the intensity profile of the state with those reached
by processing the augmented dataset, containing also the profile of the superposition
with increased azimuthal index. We collected a dataset of 104 images for both
the experimental and simulated cases and we divided them randomly into training
and test sets, respectively composed of 8000 and 2000 images. In Fig. 6.11-b we
report the behavior of the fidelity as a function of the PCA dimensions given to the
regressor for both the simulated and experimental datasets. The results showcase
how, by using the additional information, the algorithm is capable of lifting the
degeneracy and obtaining better performance in solving the task. In particular,
in the simulated case it succeeds in overcoming the plateau resulting from using
just one image. Instead, for the experimental scenario, the symmetry appears to
be broken also in the one-image configuration (green line in Fig. 6.1.1-b), this is
due to experimental imperfection that makes distinguishable intensity profiles that
theoretically are predicted to be equal. However, also in this case, the two-images
approach enhances the performance of the method enabling us to reach a higher
value of fidelity with fewer dimensions of the PCA. Finally, the experimental fidelity
histogram is reported in Fig. 6.1.1-c, we obtained an average fidelity over the test
set states of F = 0.9661 ± 0.0009.

Furthermore, for the simulated case, we also expanded the analysis by considering
Hilbert spaces Hd of dimension d ∈ [2, 8]. In particular, by studying the fidelity
behavior in function of the dimension of the PCA latent space, we found out the
that the linear regressor obtains a value for the mean fidelities nearly equal to 1
when the number of PCA components is close to (d2 − 1). This is an interesting
result since the latter is exactly the dimension of the Bloch vector that describes
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Figure 6.12. Result for higher dimensional simulated images. The plots show the
results of the linear regressor when applied to theoretically simulated states with Hilbert
space dimension up to 8. The number of PCA components given to the regressors
is reported on the x-axis, in order to consider various dimensions in a single plot we
normalize it to the factor d2. From the computed fidelities it can be seen that the linear
regressor reaches a value of fidelity nearly equal to 1 for all the dimensions when we
approach the value of (d2 − 1) PCA components, which is the dimension of the Bloch
vector. All the fidelity values are obtained averaging over 2000 random states.

the states, and then this number of components should indeed give a fairly physical
representation of the dataset, sufficient enough to properly describe the states in it.
The results of this study are reported in Fig. 6.12 for all the considered dimensions.

6.3 Conclusions
In this chapter, we focused on one of the main issues in Quantum Information

implementations, namely the efficient retrieval of the information stored in a quan-
tum state. In particular, we analyzed the detection of high dimensional quantum
states encoded employing the angular momentum of light. We start by experimen-
tally demonstrating the enhancement of a widely used measurement protocol, the
holographic technique. In particular, we developed a refined model for describing
the output states from a series of q-plates in a cascaded configuration. Conversely
to what is often done, instead of using the LG modes, which might not fully capture
the spatial structure of the state, it describes the state through the HyGG ones. The
use of HyGG to create the holograms allowed us to reach higher fidelities in quantum
state discrimination, with also an increase in the coupling efficiency of each hologram.
The latter represents a substantial improvement at the single-photon level, where the
overall detection efficiency and accuracy represent a fundamental requirement for
robust and secure quantum communication and quantum cryptography protocols.

Moreover, we applied two machine learning protocols to address the detection
problem in the form of both classification and regression tasks. In particular, we first
studied the problem of finding the OAM values describing a VVB with an RGB image
of its polarization distribution. We used simulated images in the training using both
the LG and HyGG models, and we asked the network to classify the experimental
ones into 15 different classes. We observed enhanced learning performances when
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the HyGG was used for simulating the distribution, then we can assert that this
captures more successfully the features of the experimental images. Furthermore,
we also consider the complete retrieval of the coefficients that describe an arbitrary
OAM superposition starting from its intensity profile. In particular, here we have to
deal with the symmetry property of Eq. 2.61 that greatly affects the recognition
capabilities of the algorithm. However, we saw how the latter can be lifted by using
for each data during the training an additional image, that contains the profile of
the state under analysis but with each value of the OAM increased by one unity.
Therefore, by exploiting this method and using the combination of a PCA and a linear
regressor to learn from intensity images the Bloch vectors of the superpositions in the
dataset, we obtained high values of the fidelities. This showcases the effectiveness of
our approach. Furthermore, it is worth noting that, even if they have been applied in
the classical domain, the introduced ML approaches can be extended in the quantum
regime by substituting the laser source with a single photon source and using a CCD
sensitive to single-photon signal, like the one used in Chapter 4.
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Chapter 7

Quantum Machine Learning

In the previous chapters, we saw how optimization algorithms and machine
learning techniques can be effectively employed for solving specific tasks in the
experimental implementation of Quantum Information protocols. For instance, in
engineering quantum states and in their measurement and detection. All these
approaches can be seen as belonging to the broader field of Quantum Machine
Learning (QML), where Quantum Mechanics meets information theory with the
aim to create powerful tools that help in the study of physical systems. Indeed,
inside QML we can recognize two kinds of procedure, having an increasing difficulty.
The first step consists of applying the known machine-learning paradigms to the
quantum realm in order to enhance our comprehension of it, this is the one with the
largest number of contributions and to which our previously introduced experimental
realizations appertain. In particular, ML algorithms have been also used to analyze
quantum datasets with the aim of finding signature characteristics such as the bosonic
statistics produced by a chip [206, 367, 368] or the entanglement and non-locality
[369, 370], acting as entanglement witnesses. Moreover, they were exploited either to
increase the performance of known approaches in quantum metrology [207, 290, 371],
quantum state tomography [208, 360, 363, 372], or to find new ways of performing
quantum experiments discovering better implementations and interesting routes to
follow [211, 281].

The second step is instead trying to implement existing ML paradigms on
quantum computer hardware or develop a quantum version of the knowing paradigm,
hoping for a quantum speed-up. Here, the problem starts from the base of the task,
and it is not completely understood and stated. Indeed, regarding the classical
counterpart, the best possible performance of a typical ML algorithm is not well-
known and it is not clear how it scales with the size of the input, making it difficult
to compare accurately its performance with a quantum implementation. However,
several of the most used machine learning models have been reformulated in a
quantum version, for instance principal component analysis [373], support vector
machine [374], extreme learning machine [375–377] and neural networks [378–380].

By exploiting our QW platform, we used OAM states to perform an experimental
implementation of a QELM, with the aim of estimating quantum observables on
a state encoded in the polarization degree of freedom [377]. We identified the QW
evolution as the unknown reservoir quantum channel that is used to enlarge the
Hilbert space from the polarization to the OAM one, the outputs of which are used
to train the model. We found out that the QELM is a resource-efficient and effective
approach to solving the task at hand. Some of the results reported in this chapter
are included in the following works:
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• Alessia Suprano, Danilo Zia, Luca Innocenti, Salvatore Lorenzo, Valeria
Cimini, Taira Giordani, Ivan Palmisano, Emanuele Polino, Nicolò Spagnolo,
Fabio Sciarrino, G Massimo Palma, Alessandro Ferraro, and Mauro Paternos-
tro,“Experimental property-reconstruction in a photonic quantum extreme
learning machine”, Physical Review Letters, vol 132, p. 160802 (2024). [77]

7.1 Quantum extreme learning machine
The quantum extreme learning machine is the quantum version of the ELM

paradigm introduced in Section 3.2.3, and has recently attracted significant attention
thanks to its potential in Quantum Information processing [375–377]. A standard
way to quantize an ELM is to substitute the reservoir dynamics represented by the
nonlinear and fixed beforehand function g(.) (see Section 3.2.3) with a quantum
dynamics, i.e. using a quantum system as a reservoir, followed by a measurement
[377]. In a general scenario, we consider a completely positive and trace-preserving
quantum channel Φ, that will represent our reservoir dynamics hereafter, followed by
a setup performing a POVM (see Section 1.1.3). Defining {µb} the set of measurement
operators with possible outcomes b ∈ Σ, and taking as training inputs the density
matrices ρk with associate label yk ∈ Rm, the aim of the QELM is to find a linear
map W such that: ∑

b∈Σ
Wa,bTr[µbΦ(ρk)] = (yk)a (7.1)

where a = 1, . . . ,m and k = 1, . . . , Ntr, with Ntr the size of the training set.
Therefore, we have that the classical nonlinear function here becomes:

gΦ,µ : ρ → (Tr[µbΦ(ρ)])|Σ|
b=1 ∈ RΣ (7.2)

that depends upon the implemented quantum evolution and the kind of performed
measurements. Moreover, we can reframe the function gΦ,µ as a direct measurement
on the state ρ in the following way:

pb(ρ) = (gΦ,µ(ρ))b = Tr[µbΦ(ρ)] = Tr[Φ†(µb)ρ] = Tr[µ̃bρ] (7.3)
where pb is the probability to obtain the outcome b ∈ Σ from the performed
measurement, Φ† is the adjoint of Φ and we have introduced the effective POVM
µ̃b = Φ†(µb), which defines our direct measurement on ρ. In particular, the input
state can be recovered from the output probabilities if and only if µ̃µµ is informationally
complete, meaning that the span of the operators µ̃b is the full space of Hermitian
linear operators.

In general, in the described configuration, performing a supervised learning of
the QELM, it is possible to retrieve the expectation values of a target observable
O. Therefore, the training dataset has the form {(ρk, ok)}Ntr

k=1, with ρk input states
and ok = Tr(Oρk) the associated expectation values. More generally, the target can
be a set of expectation values, such as the Pauli matrices (see Eq. 1.26) and we
can write the training dataset as {(ρk,ok)}Ntr

k=1, with ok ∈ Rℓ a vector with elements
(ok)j = Tr(Ojρk), and with (Oj)ℓj=1 the target observables we mean to learn how to
compute.

During the training of the model, each input state ρk is measured N times in
the effective POVM framework and the collected statistics is used to estimate the
frequency fk. Then, we search for the linear map W , reformulating the Eq. 7.1, as:
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(WP )jk = Tr(Ojρk), j = 1, ..., ℓ, k = 1, ..., Ntr (7.4)
where P is the matrix whose k-th column is fk. Note that P depends on the statistics
N used to estimate the outcome probabilities for each state. In the limit N → ∞,
its elements thus tend to the true output probabilities: Pbk → Tr(µ̃bρk).

Following the same approach of the classical ELM (see Section 3.2.3), we can
solve the linear system through the pseudoinverse method, and the solution reads:

Wjb =
Ntr∑
k=1

Tr(Ojρk)(P+)kb, P+ ≡ P T (PP T )−1 (7.5)

where P+ is the pseudoinverse of P , which can always be written in the above form,
as long as P is surjective, which is always the case for sufficiently many training
states.

Having a trained model, we can proceed by performing a test on the QELM over
states ρ that it has never seen before. After retrieving the measurement frequencies
for the new inputs, we apply the W on them and assess the accuracy of the resulting
estimates by computing the Mean Squared Errors (MSEs) for the target observable:

MSE(ρ,Oj) ≡

∑
b∈Σ

Wjbfb − Tr(Ojρ)

2

(7.6)

and we average this quantity over all the states present in the test set (Ntest) to
quantify the overall accuracy.

A final remark on the theoretical protocol is that its expressivity, that is the space
of observables that can be accurately retrieved for a given choice of Φ and µ, was
proven to depend exclusively on the properties of the effective POVM. In particular,
a necessary condition for enabling the reconstruction of arbitrary observables is that
the reservoir dynamic Φ must enlarge the dimension of the input space in order to
guarantee a sufficiently large number of measurement outcomes [377, 381].

Here, we described only the reconstruction of linear operations on the input
states. However, it can be shown how performing multiple injections it is possible to
reconstruct nonlinear functionals of the input state [377]. Considering for instance a
polynomial target of the form Tr

(
Oρk

)
, this can be reconstructed only if the number

of injections is greater than or equal to the degree of the target function.

7.2 Experimental Photonic QELM
We experimentally implemented the QELM described in the previous Section

in an OAM-based QW photonic platform [77]. The reservoir dynamics Φ is here
represented by the coined QW evolution. Our goal is to extract expectation values of
observables on the input polarization states, using the reservoir dynamics to transfer
this information into the larger OAM space that is then measured (see Fig. 7.1-a).

Our setup (reported in Fig 7.1-b) consists of an initial stage used to generate
input states in the polarization degree of freedom. Indeed, the photons coming out
from the SMF possess a null OAM value, and their polarization is modified through
a series of PBS, HWP and QWP, that enable us to create the input state:
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Figure 7.1. Experimental QELM. a) Schematic overview of the experimental QELM.
Initial quantum states |ψ1⟩, |ψ2⟩, · · · , |ψn⟩ encoded in the polarization degree of freedom
of single photons evolve through a reservoir dynamic, in which the information encoded in
the initial two-dimensional space is transferred into the larger Hilbert space of the OAM.
By performing only projective measurements on the OAM computational basis, the
QELM is trained to reconstruct a set of target values y1, y2, · · · , yn. b) Experimental
implementation. Single photons, generated at 808 nm via spontaneous parametric
down-conversion, are sent through the state-preparation stage (input layer) made by a
Polarizing-Beam Splitter (PBS), a Half-Wave Plate (HWP) and a Quarter-Wave Plate
(QWP) to encode the initial state in the polarization degree of freedom. Subsequently,
the input states evolve through the hidden layer following the quantum walk dynamics
implemented by HWPs, QWPs, and q-plates. After projecting onto the polarization
state |ψpol⟩ with a sequence of HWP, QWP, and PBS, projective measurements in the
OAM computational basis, B = {|n⟩} with n = {−2, .., 2}, are performed through a
Spatial Light Modulator (SLM) followed by the coupling into a single-mode fiber. From
the counts measured by an Avalanche Photodiode (APD), the output layer of the QELM
is trained to retrieve the expectation values of the Pauli observables {σx, σy, σz}.

|ψ⟩ = 1√
2

[eiθ1(cos (2ζ1 − θ1) − sin (2ζ1 − θ1)) |L⟩

+e−iθ1(cos (2ζ1 − θ1) + sin (2ζ1 − θ1)) |R⟩]
(7.7)

where θ1 and ζ1 are the rotation angles of the waveplates optical axis. This input
state then evolves through a series of waveplates and q-plates, implementing the coin
and shift operators of the QW dynamics, that in the machine learning formalism
represent the fixed hidden layers of the reservoir dynamics. In particular, for the
sake of completeness we report again that the coin operation is implemented as
C(ζ, θ, ϕ) = QWP(ζ)HWP(θ)QWP(ϕ), with ζ, θ, ϕ tunable angles, while each q-
plate implements a controlled-shift operation S(α, δ) with characteristic parameters
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α, δ. More explicitly, these operations take the form:

C(ζ, θ, ϕ) =
(
e−i(ζ−ϕ) cos η ei(ζ+ϕ) sin η

−e−i(ζ+ϕ) sin η ei(ζ−ϕ) cos η

)
, (7.8)

S(α, δ) =
N−1∑

n=−N+1
cos δ2 (|L, n⟩ ⟨L, n| + |R,n⟩ ⟨R,n|)

+i sin δ2(e2iα |L, n⟩ ⟨R,n+1| + e−2iα |R,n⟩ ⟨L, n−1|)

(7.9)

with η = ζ+ϕ−2θ and |L, n⟩ (|R,n⟩) denote left- (right-) circular polarization, and
OAM with azimuthal quantum number n.

In particular, we implemented the evolution:

U = S(α2, π)C(ζ, θ, ϕ)S(α1, π/2) (7.10)
where α1 = 105◦, α2 = 336◦ are fixed by the fabrication process. Moreover, we
decide to tune the efficiency parameter δ for the two q-plates respectively at π/2 and
π to enlarge the space without increasing the number of steps. Indeed, thanks to
the not-converted part that accounts for a stationary walker, the number of possible
final positions is larger than what is obtained for a walker who is always moving.

After the evolution, a combination of waveplates and a polarizing beam splitter
are used to project the polarization, while a SLM and a SMF are employed to
measure the final OAM states, obtaining the occupation probabilities for the basis
states |n⟩, n = {−2,−1, 0, 1, 2}. These represent the reservoir outputs, therefore the
obtained counts are given to the computer, where the training of the QELM takes
place, and the target expectation values are estimated.

Using the notation of Section 7.1, we have that the overall quantum channel can
be written as:

Φ(ρ) = Trpol[(|ψ⟩⟨ψ| ⊗ IOAM)UρU †], (7.11)
where U is the QW dynamics of Eq. 7.10, |ψ⟩ is the polarization state onto which we
project, and Trpol denotes the partial trace with respect to the polarization degree of
freedom. The final projective measurement can be written in this notation simply as
µb = |b⟩⟨b|. However, it is worth noting that, because of the polarization projection,
Φ is technically not a quantum channel, since it can be seen that it doesn’t preserve
the trace (Supplementary Information of Ref. [77]). Nonetheless, this does not
affect the QELM reconstruction procedure and only affects the observed statistics.
Therefore, in the following, we can neglect this detail and consider Φ a proper
quantum channel.

Experimental Results
For the experimental realization of QELM, we consider two different configura-

tions of the QW dynamics. In the first, we exploit the theoretical knowledge of the
dynamics to tune the waveplates angles of the coin {ζ, θ, ϕ} and of the projection to
obtain an almost uniform coverage of the OAM space. Conversely, in the second,
the angles are randomly chosen and we act only on the training of the accessible
output layer to optimize the performance of the characterization protocol.

Giving more details, the optimization of the experimental setup in the first
configuration proceeds by exploiting the formalism of the measurements frames [381],
in order to analyze estimation errors for arbitrary target observables and POVMs.
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From the effective POVM measurements µ̃b previously introduced, we can define the
canonical dual measurement frame µ̃canb that are used as estimator, in the following
way:

µ̃can
b = F−1(µ̃b)

Tr(µ̃b)/d
, F (X) ≡

∑
b∈Σ

Tr(µ̃bX)µ̃b
Tr(µ̃b)/d

, (7.12)

where d is the dimension of the underlying state space and F in this context is called
superoperator. As discussed in detail in [381], this estimator is “optimal” in the sense
of being the unbiased estimator for Tr(Oρ) with the lowest possible variance when
no prior knowledge on ρ is assumed. We have that the variance defining estimation
accuracy of the canonical estimator for an observable O is given by:

Var[ô] = ⟨O, F−1(O)⟩−β, β ≡ Tr(O)2

d2 + dP − 1
d2 − 1 V, V ≡ Tr

(
O2)
d

− Tr(O)2

d2 ,

(7.13)
where the constant β, crucially, does not depend on the choice of measurement and
Var[ô] is the variance of ô, averaged over all possible input states. Therefore, by
substituting the measurement and evolution of our experimental implementation
and minimizing the variance, we obtain the following optimal parameters:

ζ = 0.82223, θ = 1.14266, ϕ = 2.26421, θp = 0.78539, ϕp = 0.75016 (7.14)

where θp, ϕp are the angle defining the polarization state on which we project at the
end of the evolution, that is |ψ⟩ = cos(θp) |H⟩ + sin(θp)eiϕp |V ⟩. More details on the
optimization and the study on how the variance changes when we move from the
optimal parameters can be found in Appendix E.

Our experimental implementation aims to exploit the QELM properties to
reconstruct the three Pauli operators {σx, σy, σz}, and therefore characterize the
coefficients of the qubit encoded in the input photons polarization. As a figure
of merit for the quantification of the protocol performances, we used the MSE
introduced in Eq. 7.6. In particular, we collected 300 experimental states and
split them into training and test sets, each one composed of 150 elements. The
experimental results for the MSE of the retrieved expectation values over the test set
are studied against the number Ntrain of states used for the training, the behavior
of the MSE for both the configurations is reported in Fig. 7.2.

These results highlight how a large enough training set clearly results in a
decrease of the MSE, and thus in significantly enhanced reconstruction accuracies
for all considered target observables. Moreover, we see from Fig. 7.2-a that the
optimized configuration only results in a slight improvement in the MSE, therefore
showcasing how a detailed characterization and a fine-tuning of the setup are not
mandatory to obtain high estimation accuracy. Finally, the protocol results to be
resource efficient since roughly 20 states are already sufficient to train the QELM
and obtain a good estimate of the expectation values. To give a visual representation
of the results of the reconstruction protocol, in Fig. 7.3 we reported the Bloch sphere
for the first 100 states of the test set, showing in red their true position and in blue
the retrieved one by the QELM.

In conclusion, we point out that these results are obtained from a collected statis-
tics for each input state of ∼ 3000 counts. As discussed in Ref [377], the amount
of statistics collected for each state crucially affects the reconstruction accuracies.
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Figure 7.2. Experimental results. Estimation of MSE obtained by training and testing
the QELM with experimental data. The target is estimating the expectation values of
the Pauli matrices, σx, σy, σz on the input polarization state. We study the MSE as a
function of the number of training states Ntrain. To test the protocol, we generated 300
random input states and tested the estimation when the first 1 ≤ Ntrain ≤ 150 are used
to train the QELM. The set of 300 states remains unchanged throughout all experiments.
The last 150 of these 300 states are always used for testing, to compute the MSE. a)
Average of the MSE estimated for all three target observables: {σx, σy, σz}. We show
the results for both optimized and random setups. b) MSE for each individual target
observable for the optimized setup. c) MSE for each individual target observable for the
random setup. The reported results are obtained with average experimental statistics of
∼ 3000 counts.

Therefore, we studied the dependence of the estimate quality on it.

Dependence on the statistics
To explicitly study how estimation accuracies vary with the statistics, we repeated

the whole acquisition procedure 12 times, we will refer to these repetitions as batches
in the following. Specifically, to measure each state in each batch, we projected,
via an SLM, and collected data for an acquisition time of ∼ 4s. Note that due to
the polarization projection probability depending on the input state, the constant
acquisition time results in different numbers of observed events for different states.

Each batch contains 300 measured states that are then split in half between
training and test sets. We started by repeating the whole training procedure
separately for all the 12 batches. This allowed us to assess the stability of the
apparatus, the results obtained using the full 150 elements of the training set are
reported in Fig. 7.4-a. The observed fluctuations in the MSE are attributed to
natural statistical fluctuation, and thermal fluctuations causing perturbations in the
experimental apparatus between different batches.

Instead, in Fig. 7.4-b we consider the acquired data cumulatively for each state.
In this way, we can study how the estimation accuracy changes with the amount of
statistics used to measure it. In particular, we studied the trend of the accuracy
as a function of the number of considered batches, where the last point is obtained
when the training is performed using the sum of all the collected counts for each
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(a)

Figure 7.3. Estimated vs true expectation values. Direct comparison between true
and estimated expectation values for the three Pauli observables. For each input state
ρ, we show in red the point (Tr(σxρ),Tr(σyρ),Tr(σzρ)) ∈ R3, while the connected blue
point at the end of each arrow shows the reconstruction with the trained QELM. The
data shown here corresponds to the first 100 test states, using all training states to train
the QELM, with the experimental data obtained with the optimal configuration and
using all the available statistics of ∼ 3000 counts.

state. As expected, the plot clearly shows how the value of the MSE decreases with
the increase of the average number of counts, computed over the whole dataset of
300 elements and reported on the x-axis. Moreover, these results showcase that even
in the presence of instabilities in the experimental apparatus (Fig. 7.4-a), which
would undermine the reconstruction performances of standard techniques due to
systematic errors, the QELM-based approach can automatically account for such
imperfections and still provide accurate results.

Comparison with alternative reconstruction methods
To assess the quality of the proposed estimation model applied in our specific

experimental implementation, we decided to compare its performances with the
one obtained using a standard non ML-based approach. Since we want to estimate
the expectation values of target observables, the natural protocol to follow is the
framework for the linear reconstruction of target observables for arbitrary POVMs
[382–385]. In particular, we use the same approach followed to find the optimal
parameters of the setup. Therefore, from the canonical dual frame description, we
compute and minimize the estimate variance reported in Eq. 7.13 to obtain the
optimal effective POVM operators:
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Figure 7.4. MSE vs statistics. Reconstruction MSE for the observables σx, σy, σz

averaged over the training states, measuring states with the optimal experimental
configuration described in 7.2. a) MSE for each of the three target observables, for
each batch of collected data. Each batch contains 300 states, half of which are used to
train the QELM, and the remaining half is used to compute the reported MSE. Each
batch contains the experimental counts obtained measuring the same set of 300 states,
and they therefore only differ due to statistical fluctuations and thermal fluctuations
potentially affecting the alignment of the apparatus. Training and testing are performed
independently in each batch. b) MSE for each of the three target observables, where
we merge the data in the 12 batches to study how the MSE changes with the amount
of collected statistics. We cumulatively merge the statistical data for each of the 300
states used in all 12 batches, thus simulating an experiment where each of the states has
been measured with longer and longer acquisition times. The training and testing is
then performed on the resulting data.

µ̃b = U †(|ψ⟩⟨ψ| ⊗ µb)U (7.15)
where, as before, U is the QW evolution operator, |ψ⟩ is the polarization state on
which we are projecting at the end of the QW, and µb = |b⟩⟨b| with b ∈ [−2,−1, 0, 1, 2]
is the projective measurement on the OAM space. The explicit form of the µ̃b
minimizing the variance is reported in Appendix E. Therefore, having the effective
POVM operators at hand and leveraging on 7.12, we compute the unbiased estimator
for O as Tr(Oµ̃canb ). Then, considering a previously unseen test state ρ that evolves
through the setup and measuring it N times, we have that the estimate for Tr(Oρ)
is given by:

ôN =
∑
b∈Σ

Tr(Oµ̃canb )Nb

N
(7.16)

where Nb is the number of times we get b as the outcome from our measurement.
Compared with the QELM method, the optimality of the estimator reported in
Eq. 7.16 needs that µ̃µµ perfectly models the actual experimental setup, so any
error in doing that will produce errors into the associated estimation. Instead,
QELM does not need an accurate description of the evolution, but only to access a
pre-characterized training dataset, which in many scenarios is easier to achieve.

To obtain the best possible performance in the introduced approach, we simulate
the evolution and measurement of the same experimental collected states optimizing
the estimate of the Pauli operators also on the parameter N , that is the number of
times the states enter the setup and it can be seen how the average statistic collected
for each of them. The results obtained in this best-case scenario are reported in Fig.
7.5
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Figure 7.5. Measurement frames reconstruction. We report the MSE for the Pauli
observables, using the measurement frames approach, as a function of the prior total
statistics N used to compute the estimator with 7.16. This approach relies on the
knowledge of the effective POVM µ̃ and the total number of input states N . The
MSE for all observables remains higher than 0.05 in all cases. In particular, for σy the
minimum is 0.055 at N = 290, for σx the minimum is 0.15 at N = 850, and for σz the
minimum is 0.12 at N = 190.

If we compare the obtained MSEs for the three Pauli operators with the ones
obtained exploiting the QELM and reported in Fig. 7.2, we see how the latter
presents significantly better performance. In particular, the MSE achieved within
the canonical dual frame framework remains higher than 0.05 in all the considered
cases. While, with the trained QELM, we reach values always lower with respect to
this threshold. In particular, for σy and σz the MSE is lower than 0.015. It is worth
noticing, that in the non ML-based approach, even worse performances are achieved
when we move from the best-case and choose for the three operators the same value
N , as it happens in practice. Therefore, it follows that the QELM method represents
a suitable choice for solving the task of estimating the expectation values of quantum
observable.

7.3 Conclusions
In this chapter, we described and analyzed the experimental realization in a

photonic platform of a quantum machine learning paradigm. Here, instead of
applying ML techniques to our experimental setup, such as done in the previous
chapters, we exploit it to implement a QELM. The latter is the quantum version of
the ELM introduced in Section 3.2.3, and it has been employed to solve the task of
reconstructing the properties of a quantum state.

In particular, entering the setup with a state encoded using the polarization degree
of freedom of single photons, we recognize in the QW evolution implemented by our
setup (see Section 5.1) the quantum channel that reproduces the reservoir action,
which is as the basis of the classical protocol. In our case, the quantum reservoir
is used to enlarge the Hilbert space by intertwining the polarization and OAM
degrees of freedom, and the reconstruction of the input state features is performed
through projective measurement on the output state living in this enlarged space.
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Interestingly, the QELM paradigm does not require exactly knowing the reservoir
action to solve the task, therefore our protocol can be applied without the need for
the accurate and careful characterization of the experimental platform.

The results obtained exploiting the QELM demonstrate the algorithm excellent
performance of property reconstruction of a qubit state, through the estimation of
the three Pauli operators. This approach is resource efficient since only training
sets with moderate size are needed to achieve low values of the MSE of the recon-
struction. Moreover, we also saw that the effects of finite statistics of the dataset,
that significantly affect the performance of the protocol, can be fully accounted
for. Finally, by comparing the QELM performances with a non ML-based method,
it was pointed out how QELM represents a suitable choice for solving the task.
Indeed, the non-ML-based methods rely on accurate modeling of the experimental
apparatus, which can be quite costly to achieve in practice, whereas QELM can easily
adapt to experimental fluctuations without significantly impacting the reconstruction
accuracies.

In conclusion, our experimental QELM-based reconstruction demonstrates the
viability of photonic platforms for non-standard approaches to quantum property
retrieval, with the expectation of significantly reducing the burden, in terms of
resources, of resource characterization in a computational register. Therefore,
presenting promising applications to the reconstruction of high dimensional or
multiphoton entangled states, for which direct quantum state tomography methods
become impractical.
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Chapter 8

Quantum Simulation via
Quantum Cellular Automaton

Following the path of the OAM applications in Quantum Information protocols,
here we move from studying the properties of a quantum state encoded in this degree
of freedom and, instead, we investigate its employment for Quantum Simulation,
one of the three Quantum Algorithms classes. For this purpose, we experimentally
implemented a one-dimensional Quantum Cellular Automaton (QCA) [82–86]. The
latter is a model for universal quantum computation, and it is a natural candidate as
a digital quantum simulator of relativistic quantum fields. The notion of a cellular
automaton was introduced in classical information theory by von Neumann [386].
This is a discrete model of computation that describes the evolution of a grid of
cells through a local update rule, for which the state of a cell changes depending
only on the state of the neighbour cells and on itself, and can produce complex
behaviours on a macroscopic scale. Moreover, the paradigm has been demonstrated
to be Turing-complete [387], i.e. it can implement any classical algorithm.

The quantum version of cellular automata, namely the QCA, was first envisaged
by Feynman in his seminal paper [388], where he immediately proposes their use
as quantum simulators. A QCA consists of a lattice of finite-dimensional quantum
systems, along with an evolution occurring in discrete steps, which can be summarized
in a local update rule. In the last years, quantum cellular automata have attracted
great interest due to their potential in quantum computation [87–89] and because
they are universal digital quantum simulators [389–397].

In this context, we focused on the DTQWs which are identified as a special case
of a QCA, whose action is linear in the field operators. In particular, we realized a
Dirac Quantum Cellular Automaton (DQCA) [78–81], a special case of a fermionic
cellular automaton which reproduces the dynamics of a free Dirac field in the limit of
small wave-vectors. We experimentally simulated this relativist system through the
photonic OAM-based QW, which is an improved version of the platform described in
Section 5.1, in which we reach 8 steps of the QW dynamics obtaining a controllable
initial state and an arbitrary projective measurement by placing the setup between
two SLMs. Encoding the particle position in the OAM of single photons, with
this platform we studied the step-by-step evolution of a QW presenting the same
dispersion relation of the DQCA and observed the Zitterbewegung, a quivering
motion of a relativistic particle that, despite being practically impossible to observe
in relativistic systems, is considered as one of their benchmark signatures. Indeed, it
was also investigated in the pioneering, and to date one of the very few, quantum
simulation of the Dirac equation by Gerritsma et al. in Ref. [81]. In our work [398],
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to the best of our knowledge, we achieved the first photonic quantum simulation
of Zitterbewegung, demonstrating the capability of photonic platforms to simulate
relativistic behaviors, that are difficult to observe in real-case scenarios.

Some of the results reported in this chapter are included in the following works:

• Alessia Suprano, Danilo Zia, Emanuele Polino, Davide Poderini, Gonzalo
Carvacho, Matteo Lugli, Alessandro Bisio, Paolo Perinotti, and Fabio Sciar-
rino, “Photonic cellular automaton simulation of relativistic quantum fields:
observation of Zitterbewegung”, arXiv preprint arXiv:2402.07672v1

8.1 Linear Quantum cellular automaton
A quantum cellular automaton is a computational paradigm that, as its classical

analogue, describes the evolution of a grid of cells, but each one is represented by a
quantum system. The unitary evolution of the whole system occurs in discrete steps
and it is local. Specifically, given the state of a cell at time t, this evolves according
to a fixed rule U , and at time t+ 1 it depends only on the state at step t of finitely
many neighboring cells, including the cell itself.

The QCA shows different behaviors depending upon the dimension of the space
in which the grid is embedded, here we will focus on a one-dimensional lattice,
more details for the other cases can be found in Ref. [85]. We consider a one-
dimensional nearest-neighbor lattice Z and a local Bosonic (Fermionic) mode per
cell. At each site x ∈ Z is associated with a field operator ψx,a, where the index
a ∈ S belongs to a finite set S and denotes some internal degree of freedom of the
quantum system, that is for instance the spin. Using the Fock representation of the
quantum states (see Section 2.1), we have that the N -excitations (particles) states
|(x1, a1), . . . , (xN , aN )⟩ = ψ†

x1,a1 · · ·ψ†
xN ,aN

|Ω⟩ where |Ω⟩ is the vacuum state, i.e the
state with no excitations which obeys ψxi,ai |Ω⟩ = 0 for all i. If we consider the
particular case of a free, i.e. non-interacting, evolution, the QCA action is linear in
the field operators, namely

U(ψx,a) =
∑
y∈Z

∑
b∈S

U∗
y,b;x,aψy,b, (8.1)

where the coefficients Uy,b;x,a turn out to be matrix elements of a unitary operator on
the subspace spanned by single-particle states. Thus, this particular one-dimensional
dynamics of the QCA, is completely identifiable with a one-dimensional DTQW (see
Section 1.2.3). In particular, we have that:

|ψ(t+ 1)⟩ =U |ψ(t)⟩ ,
U |a⟩ |x⟩ =

∑
y∈Z

∑
b∈S

Uy,b;x,a |b⟩ |y⟩ (8.2)

Since the considered evolution is translationally invariant, it is convenient to
represent the unitary operator U through the momentum representation:

U =
∫ π

−π
dk U(k) ⊗ |k⟩ ⟨k| , U(k) |±⟩k = e∓iω(k) |±⟩k (8.3)

where we introduced the plane waves |k⟩ :=
∑
x
eikx
√

2π |x⟩ , and, when considering a
bidimensional internal degree of freedom, U(k) ∈ SU(2) is a unitary matrix with
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eigenvectors |+⟩k and |−⟩k. In our specific case, the one particle sector of the
Quantum Cellular Automaton [90, 91, 399] reads as follows:

U(k) =
(
ne−ik −im
−im neik

)
, ω(k) = arccos(n cos(k)) (8.4)

for some real numbers n,m such that n2 +m2 = 1. From here, we can introduce
an effective Hamiltonian of the evolution H by defining U := exp(−iH), the latter
gives a continuous evolution that interpolates the DTQW one and we have:

H =
∫ π

−π
dk H(k) ⊗ |k⟩ ⟨k| ,

H(k) = ω(k)
sinω(k)

(
n sin(k) m
m −n sin(k)

)
,

(8.5)

Therefore using this formulation, we can describe a linear one-dimensional QCA
evolution as a QW and implement it in our setup (see Section 5.1).

8.2 Dirac cellular automaton: simulation of relativistic
particles

The description of the previous Section is particularly interesting when we
consider the limit of Eqs. 8.5 for small values of m and k. Indeed, in this case, we
recover the one-dimensional Dirac equation:

i∂tψ(k, t) = (kσz +mσx)ψ(k, t) (8.6)
Therefore, the linear QCA provides a framework in which to perform quantum

simulation of the one-dimensional Dirac free field. In this context, we introduce the
concept of Dirac Quantum Cellular Automaton (DQCA).

A DQCA can be used to observe relativistic quantum effects pertaining to regimes
that are difficult to access experimentally. For instance, the interference of a Dirac
particle with its antiparticle that is responsible for the so-called Zitterbewegung effect
[92, 400, 401], namely the oscillation of the expected value of the position operator
X. Direct observation of this phenomenon in particle physics would be prohibitive
since it requires preparing a coherent superposition of particle and antiparticle and
the oscillation amplitude is of the order of the Compton wavelength (10−12 m for an
electron).

In our description, introducing the support H+ (resp. H−) of the projector
P± :=

∫
dk |±k⟩⟨±k| ⊗ |k⟩⟨k| as the subspace of positive (resp. negative) energy

states we can easily simulate this behavior. Indeed, given the position operator
X :=

∑
x∈Z x I ⊗ |x⟩⟨x| and its time evolution X(t) = U−tXU t, we have the

differential equation:

d2

dt2X(t) = −[H, [H,X]] (8.7)

and for the effective Hamiltonian of Eq. 8.5, the solution reads:

X(t) = X(0) + V t+ 1
2iH

(
e2iHt − I

)
F,

V :=
∫ π

−π
dk ω′(k)

ω(k) H(k) ⊗ |k⟩ ⟨k| , F := [H,X] − V.
(8.8)
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where V is the velocity operator and F is responsible for the oscillating motion.
Since FP± = P∓F , we have that the Zitterbewegung occurs only for states which
are a superposition of positive energy (particle) and negative energy (antiparticle)
states. Indeed, by taking the expectation value of X(t) with respect to a state
|ψ⟩ = |ψ⟩+ + |ψ⟩−, where |ψ⟩± ∈ H±, we have:

⟨X(t)⟩ = x+(t) + x−(t) + x0 + z(t) (8.9)
where:

x±(t) := ⟨ψ±|X(0) + V t |ψ±⟩
x0 := 2 Re[⟨ψ+|X(0) − (2iH)−1F |ψ−⟩]
z(t) := 2 Re[⟨ψ+| (2iH)−1e2iHtF |ψ−⟩],

(8.10)

Therefore we see how the interference between positive and negative energy
states causes a shift x0 of the mean value of the position and an oscillating term
z(t). In particular, considering particle and antiparticle states peaked around some
momentum eigenstate:

|ψ⟩in = c+ |ψ+⟩ + c− |ψ−⟩ , |ψ±⟩ =
∫ dk√

2π
g(k) |±⟩k |k⟩ (8.11)

where |c+|2 + |c−|2 = 1 and |g(k)|2 is an envelope peaked around k0. For small value
of t, the oscillating terms can be approximated as follows:

z(t) = |c+||c−||f(k0)| cos(2ω(k0)t+ ϕ0) (8.12)

where we defined f(k) = ⟨+k|F |−k⟩ /(2iω(k)) and ϕ0 is a suitable phase.

8.2.1 Experimental Simulation of the Zitterbewegung effect
Exploiting its connection with a one-dimensional DTQW, we can experimentally

reproduce the dynamics of a Dirac particle living in a one-dimensional space by
using a setup similar to the one introduced in Section 5.1 (See Fig. 8.1-a). In our
work [398], we proposed a photonic simulation platform, in which we employed the
two components of the light angular momentum, the SAM and OAM. In particular,
being bidimensional, the former was used to reproduce the two states associated
with positive and negative energies

{
|ψ⟩+ , |ψ⟩−

}
in the circular polarization basis

{|R⟩ , |L⟩}. Instead, the eigenstates of the OAM were used to codify the particle
position {|x⟩ , x ∈ Z}, making thus the relation |x⟩ = |m⟩. This encoding is explicitly
reported in Fig. 8.1-b, while a conceptual representation of the simulation approach
implemented in our work is shown in Fig. 8.1-c.

With respect to the previously introduced one, the setup proposed in this work
goes beyond the present status of experimental OAM-based quantum walk platforms,
increasing the depth of the dynamics to 8 steps while having at the same time
a controllable initial state and an arbitrary projective measurement stage at the
output. In particular, each step is made by a set composed of a QWP and a HWP
followed by a q-plate, and the evolution in the simulation framework is given as:

U(k) = Q(k)C(α, β) (8.13)
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(a)

(b) (c)

t

Figure 8.1. Experimental setup: a) The quantum cellular automaton evolution is
implemented through an eight-step discrete-time quantum walk in the OAM of light.
First of all, single photon states are generated through spontaneous parametric down-
conversion in a Periodically Poled Potassium Titanyl Phosphate (PPKTP) non-linear
crystal. After projecting the polarization of single photons on the horizontal one through
a Polarizing Beam Splitter (PBS), the desired input state is produced via a spatial light
modulator (SLM) and, after a spatial filtering performed with an iris diaphragm, is
sent to the DTQW. Each step of the latter consists of a coin operator, implemented
by a quarter-waveplate (QWP) and a half-waveplate (HWP), and a shift operator
performed using a q-plate. Then, the polarization is traced out using a series of QWP,
HWP and PBS. The output state probability distribution is measured with a projective
measurement executed via a further SLM followed by a single-mode fiber (SMF), the
resulting coupled signal is detected by an avalanche photodiode detector. b) Mapping
between the OAM space and the position space. In particular, each position of the Dirac
particle is identified with a different OAM eigenstate. For the latter, we report both the
intensity and the phase of the wave function as expressed in the Laguerre-Gaussian modes
basis. c) The time evolution of a free Dirac particle is simulated through the DTQW
platform using the orbital angular momentum of single photons. Here, a modification in
the particle position is identified with a variation of the OAM value.

where Q(k) is the q-plate action:

Q(k) =

 cos δ2 iei2α0 sin δ
2 e

ik

ie−i2α0 sin δ
2 e

−ik cos δ2

 , (8.14)

where k = 2qϕ with ϕ the azimuthal angle, and δ ∈ [0, π] is the q-plate tuning, which
controls its conversion efficiency. Instead, C(α, β) is the coin operator that in our
implementation represents a modification of the polarization state expressed as:

C(α, β) = 1√
2

(
e2i(α−β) ie2iα

ie−2iα e−2i(α−β)

)
(8.15)

where α, β are the angles of the fast-axes of the two waveplates with respect to the
horizontal one.



8.2 Dirac cellular automaton: simulation of relativistic particles 139

The entire setup is enclosed between two spatial light modulators as shown
in figure 8.1-a, in a configuration that has been already proven suitable for the
implementation of the DTQW dynamics [37, 65]. The inputs of the setup are
triggered single-photon states produced via SPDC in a PPKTP nonlinear crystal
(for more details see Section 2.4.2). These are coupled into a SMF and then sent to
the first SLM, which is used to modulate the spatial profile of photons to obtain the
desired initial state of the evolution. In particular, following the description of Eq.
8.11, the input state has the following factorised form:

|ψ⟩in = 1√
2

(
|R⟩ + |L⟩

)
⊗
∑
x∈Z

g(x) |x⟩ , (8.16)

where g(x) ∈ R and
∑
x |g(x)|2 = 1.

The second SLM instead is employed in the measurement stage along with a
single mode fiber to project the output state onto the computational basis and
extract the occupation probability of each OAM mode [49, 159, 202, 315, 316],
enabling thus for the reconstruction of the particle position at each step of the
dynamics. Before doing that, the polarization degree of freedom is traced out using
a series composed of a QWP, a HWP and a PBS to project on both the |H⟩ and
|V ⟩ polarization states. In this way, we are able to both measure only the OAM
components of the state at the end of the DTQW and to see the interference between
its positive and negative energy components.

In our simulation approach, we choose the parameters of the setup to be δ = π,
α0 = π/4, α = −π/4 and β = π/4 and, therefore, the implemented QW evolution
reads:

U(k) = 1√
2

(
eik eik

−e−ik e−ik

)
, (8.17)

One can show that the dispersion relation ω(k) of this U(k) is equivalent to that
characterizing Eq. 8.4 for m = n =

√
2/2. In particular, we are then interested in

those states that are superposition of positive and negative energy eigenstates, and
at the peak angular wavenumber k0 feature the following properties (see Eq. 8.12):

(i) Zero group velocity ω′(k0) = ∂kω(k0) = 0, in order to keep the oscillation
centered around the initial position (x0 = 0).

(ii) Angular frequency equal to ω0 = π/4, in order to observe two complete
oscillations. This is because the Zitterbewegung period is given by T = 2π/2ω0

(iii) Appreciable Zitterbewegung amplitude given by |c+| = |c−| = 1/
√

2 and
|f(k0)| = 1

Therefore, we use the initial SLM to shape the photon field creating a Gaussian
superposition of the OAM eigenvalues between |−5⟩ and |5⟩, centered in x0 = |0⟩,
and with standard deviation σ = 3.0, that is g(X) = Gx0,σ(x). For such a spatial
distribution, the wavefunction in momentum representation resembles a normal
distribution peaked at k0 = 0 and with standard deviation 1/σ = 1/3. Moreover,
the initial |H⟩ polarization, needed to work with our SLM (see Section 2.5.2),
automatically respects the requirement of point (iii).

Within our setup, we studied the step-by-step dynamics of the evolution by
simply switching on the right number of q-plates. In particular, for each step, we
turned on the relative q-plate setting δ = π, traced out the information stored in
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Figure 8.2. Data analysis: Representation of the Gaussian fit performed on experimental
data. The 3D function shown is obtained by fitting the experimental data with the
function in Eq. 8.18, where the assumed theoretical model is characterized by a Gaussian
distribution that oscillates around the initial position during the evolution. In side
panels, the comparison between the experimental distribution and the fitted function
is reported for three different steps of the evolution (here 0 represents the input state).
Although satisfactory similarities can be observed, the difference between histograms and
plotted curves increases with the step evolution and this is mainly due to experimental
imperfections. The reported errors in experimental data are due to the Poissonian
statistics of the measured counts.

the polarization, and measured via the second SLM and the SMF the walker state
distribution over the computational basis {|i⟩}5

i=−5, opportunely taking into account
for the efficiencies of the measurement holograms [49, 202]. From the measurements,
we extracted the occupation probabilities of each site and derived the evolution of
the mean position.

From a theoretical perspective, we expect a Gaussian distribution that oscillates
around the position x = 0 during the evolution. The oscillation of the Gaussian peak
follows the sinusoidal expression in Eq. 8.12 with frequency ω = 2ω(k0) = π/2 and
amplitude A = |c+||c−||f(k0)| = 0.5. Since, in the experiment, we focused only on
the portion of the distribution between x = −5 and x = 5, the reference values for ω
and A are different. Therefore, at each step, we performed a fit over the distributions
in a truncated interval of the position space spanned by x ∈ [−5, 5] with Gaussian
functions whose mean values oscillate along the evolution direction:

f(t, y) = e−(y−µ0−A cos (ωt+ϕ))2/(2σ2)

σ
√

2π
(8.18)

where t represents the step of the DTQW, y the values of probability distributions
over the OAM basis, µ0 the mean of the Gaussian distribution and σ its standard
deviation. This fitting procedure is used to derive the oscillation parameters for
both theoretical and experimental distributions. The results in the experimental
case are shown in Fig. 8.2, where the 3D plot reports the time evolution of the fitted
Gaussian envelopes. From both the fit on the theoretical noiseless model for the
evolution and the experimental implemented one, we derived the value of the two
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parameters characterizing the Zitterbewegung oscillations, the amplitude A and the
frequency ω0. In the theoretical case, we retrieve values equal to ω = 1.714 ± 0.017
and A = 0.695 ± 0.032, and experimentally we observed an oscillation very similar to
this with ω = 1.655 ± 0.009 and A = 0.615 ± 0.017. The two behaviors are reported
in Fig. 8.3, where the yellow dashed lines represent the oscillations of the mean
values of the fitted Gaussian functions. From both numerical results and plots shown
in Fig. 8.3 it can be seen how the implemented platform is capable of simulating
the dynamics of a free relativistic particle, reproducing its typical Zitterbewegung
trembling motion.

Figure 8.3. Zitterbewegung dynamics: The plots show the output state distribution
over the OAM computational basis for each time step considered, we indicate with 0
the initial input state. In a) it is reported the evolution obtained following the ideal
noiseless model of the quantum walk, instead in b) experimental data are shown. Yellow
points represent the behavior of the mean position during the steps of the evolution while
the dashed line is obtained as the step-dependent mean values of the fitted Gaussian
functions.

8.3 Conclusion
In this chapter, we showcased the employment of our photonic QW platform for

a quantum simulation protocol, by reproducing the well-known QCA computational
paradigm. In particular, we focused on its one-particle sector, describing the state
evolution of a one-dimensional grid of cells and connecting it to the one-dimensional
Dirac equation. Thus, we experimentally realized a DQCA and studied the evolution
of a Dirac free particle. We reproduce a typical behavior that appears during the
free space propagation of a Dirac particle, namely the Zitterbewegung. This is a
trembling motion that emerges in the expected value of the particle position and it
is the result of the interference with its antiparticle (see Eqs. 8.9-8.10).

Exploiting the angular momentum components of light, we codified the particle
and antiparticle states with the polarization degree of freedom, while the position
was identified with the eigenvalues of the OAM carried by the photons. Specifically,
we extended the previously introduced platform (see Section 5.1), by using a cascade
of 8 q-plates interspaced with waveplates, and we placed the whole setup between 2
SLMs. This, advancing the state-of-the-art of OAM-based DTQW platforms, allowed
us to have high control over the input state and the capability to perform 8 steps of
the automaton evolution. We studied the dynamics step-by-step by switching on
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the q-plates, and, from the reported results, we see the capabilities of the simulation
platform in reproducing the Zitterbewegung effect. Indeed, we observed an oscillatory
behavior in the OAM space with an amplitude and a frequency in agreement with the
theoretical predictions (see Fig. 8.3), simulating an effect that for its characteristics
is prohibitive to observe in particle physics both for its amplitude and since it needs
to have a coherent superposition of particle and antiparticle states.

In conclusion, the proposed experimental protocol constitutes a first step towards
the simulation of more complex dynamics where position-dependent evolutions
are necessary, such as the Dirac particle evolution subject to external potential
[394, 402] and curved spacetime [393, 403, 404], and paves the way for photonic
implementations of QCAs.
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Conclusions

From the beginning of its formulation, photonic technologies and platforms have
been extensively used as testbeds for the implementation of Quantum Information
protocols, such as the milestone violation of Bell’s inequality and the quantum
teleportation experiments. In practice, several degrees of freedom of the photons are
exploited to codify information in the computational elements, namely the qubit and
qudit states. In particular, the latter represent pivotal resources, since they allow
one to encode a great amount of information on a single carrier, with benefits for
the computation, and enable more secure communication schemes. In this thesis, we
focused on the two components of light angular momentum as information encoders,
developing protocols relying on OAM states and concerning: (i) their generation,
(ii) their manipulation and measurement, and (iii) their application in different
Quantum Information tasks. For each of these subjects, we proposed innovative
and state-of-the-art methods that showcased high performances and present a broad
range of applications, being propitious for the further development of OAM-based
technologies.

In the first chapters, we gave an introduction to the basic concepts which
represent the theoretical background of the thesis. In particular, we started by
reporting fundamental notions of Quantum Mechanics and Information, useful for
the comprehension of the underlying framework and formalism. Then, we furnished
an overview of photonic technologies, from the classical and quantum description of
light to the single photons sources and the manipulation of the angular momentum.
Finally, we concluded the beginning part by outlining the relevant machine learning
paradigms that have been experimentally applied in our work. After these opening
parts, we proceed by delineating the main results achieved during the Ph.D. program.

In our work, we began by developing protocols for the generation of OAM
states, employing both probabilistic SPDC and nearly deterministic QD sources. In
the former case, we analyzed the spatial structure of the idler and signal photons
emitted by a BBO nonlinear crystal. In particular, we focused on the simple case
of the SPDC process for a thin crystal and investigated the produced biphoton
state for several input pump beams. In this approximation, the spatial structure
of the pump is transferred to the state of the emitted photons, and we studied
OAM and parity conservation, radial mode correlations, and the production of
high dimensional entangled states in the OAM. Indeed, they are automatically
created by SPDC sources and we proposed an approach for a fast and reliable
characterization of such states, to certify their generation before employing them in
Quantum Information protocols. In particular, our method is based on the off-axis
digital holography techniques, well-known in classical optics, and exploits a time
stamping single photons sensitive camera. The latter was used to collect an image
of the biphoton state produced by the superposition among a reference beam and
an arbitrary pump. From this, making use of the knowledge of the reference beam
properties, it was possible to extract in post-processing the state induced only by
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the arbitrary input beam. The proposed approach showed enhanced performance
to projective measurement ones, reaching high values of the fidelities on a 10x10
dimensional subspace while improving the state reconstruction time of 3 orders of
magnitude. However, since the probabilistic nature of the SPDC sources limits their
employment, being detrimental to the protocols security, and their brightness, we
decided to investigate a nearly deterministic source, namely a semiconductor QD.
We combined it with q-plate devices in an interferometric setup, which enabled us
to generate intra- and inter-particle entangled states. For the former, using just
one arm of the interferometer, we produced on-demand entangled state between the
OAM and polarization of a single carrier, namely a VVB. While, for the second
one, we exploited a bulk BS to implement a probabilistic gate able to entangle
the OAM of two subsequently emitted photons by the QD source. The quality
of the produced states was estimated in both cases by performing quantum state
tomography and violating Bell’s inequalities. This simple and effective scheme
could be extended to the multi-photon regime, opening the way to high dimensional
multi-photon experiments, whose scalability is extremely demanding for platforms
based on probabilistic sources.

After studying the sources of OAM states, we moved to implementing an engineer-
ing platform for efficiently creating arbitrary qudits in the OAM space, having thus
more control over the produced states while increasing their dimension. We relied
on a protocol based on the QW dynamics, which is therefore platform independent
and has been proven capable of engineering high dimensional quantum states both
theoretically and experimentally. Since the walker evolution is conditioned by its
internal coin state, the approach opportunely selects the operators acting on the
latter to produce the desired superposition in the walker space. We investigated
its experimental realization using the two angular momentum of light components,
encoding the coin and walker states respectively in the polarization and OAM de-
grees of freedom. Therefore, the experimental setup consists of a set of waveplates,
implementing the coin operators, and q-plates, reallizing the conditional shift of
the walker, placed in a cascaded configuration. This design presents advantages for
what concern the scalability of the approach. Indeed, since the dynamics lies in
the same beam, the number of optical elements required to generate a given state
increases linearly with the Hilbert space dimension. Despite being proven effective
in solving the task, the engineering protocol relies on the assumption of an ideal
experimental setup, not accounting for detrimental imperfection and noises. To
address this problem and improve the quality of the produced states, we proposed
the employment of a black-box optimization algorithm. Indeed, since it doesn’t
need to be imbued with any description of the setup, it automatically accounts for
experimental errors in the procedure. We tested this feature by using the RBFOpt
algorithm to tune the waveplate angles while furnishing to it as input only the
measured fidelity of the produced states. We demonstrated an enhancement in
the fidelity values for several states with respect to the direct theoretical protocol,
assessing therefore the capability of the approach to compensate for incomplete
characterization in experimental scenarios. We also studied the algorithm response
to external perturbation, showcasing its capability to adapt to sudden changes. Since
the algorithm does not require information on the function to be optimized and
on the employed experimental setup, our scheme can find applications in different
engineering protocols. By making use of the platform-independent nature of the
DTQW, its dynamics can be straightforwardly implemented by employing several
degrees of freedom such as time, frequency or path. Furthermore, the proposed
approach can be applied to various Quantum Information implementations, that
make use of controllable device parameters. Indeed, through an appropriate tailoring
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of the cost function, it could be used to deal with tasks outside the quantum state
engineering. The scaling of the OAM-based DTQW to larger dimensions can be
feasible by opportunely addressing for the divergence of the beam, for example
through the adoption of collimation systems of lenses or implementing a platform
that make use of a loop configuration. Moreover, moving to the multiphoton regime,
the QW dynamics can be used to study several phenomena, such as the entanglement
transfer.

Another issue that has been tackled during the thesis is the problem of accurate
detection of OAM states, which is mandatory to retrieve the encoded information.
We addressed the problem in our engineering platform both improving a widely used
measurement approach, namely the holographic technique, and proposing ML-based
methods, solving classification and regression tasks on OAM states. Therefore,
analyzing the photon propagation inside the setup, we started by retrieving a refined
model (HyGG model) that accounts for the diffractive effects of the cascade of
q-plates. This has been used to give a better description of the platform output
states and to construct more faithful holograms, that, when shown to the SLM,
increased the coupling efficiency to the SMF producing an improvement in the
reconstruction fidelities of the quantum states, thus enhancing the performances
of the holographic technique. This refined model was also applied in a ML-based
method to generate simulated images of the VBBs engineered with our setup. Here,
casting the measurement as an image recognition task, thanks to an RGB encoding
of the VVBs polarization state, we employed a CNN and observed an increase in the
prediction accuracy over 15 classes, corresponding to as many different states, when
using the HyGG improved model. However, this approach just recognizes the OAM
content of VBBs without retrieving a complete description of the superposition. To
achieve also this goal, we adopted a different ML paradigm, namely a combination
of PCA and linear regression, working thus in a mixed unsupervised and supervised
fashion to obtain the coefficients from images of arbitrary OAM states. By solving
the inherent problem related to the symmetry of OAM modes, that dumps the
recognition performance, and obtaining thus high values for the fidelities for the
reconstructed states, we demonstrated how ML can be effectively employed in OAM
detection protocols.

Finally, after studying and addressing the principal problems arising when work-
ing with the OAM, we employed it and our QW platform for Quantum Information
protocols. We first investigated its application in the field of QML by identifying the
QW dynamics as the quantum channel of a QELM. In the latter, the OAM states
represent the hidden layers of the reservoir, and the paradigm has been applied to
reconstruct the quantum state of polarization-encoded qubits. Since we reached low
values for the errors in the estimation of the three Pauli operators while considering
limited statistics for the data and without accurately characterizing the setup, we
demonstrated a robust and resource-efficient QELM-based property reconstruction
protocol. Moreover, individual target observables of interest can be accurately recon-
structed with statistics that do not scale with the state dimension but rather depend
on specific symmetries of the overall dynamic and measurement. The approach can
therefore be adapted to work with high dimensional or multi-photon input states
with promising reconstruction performances. Thereafter, we also demonstrated
the simulation capabilities of the QW setup. In particular, it can be shown that
the evolution of a one-dimensional Dirac free particle can be reproduced by the
one-dimensional QW dynamics, in the limit of small wavevectors. Therefore, we
showcased the photonic implementation of a QCA computation paradigm, that
is able to simulate features typical of the Dirac free particle evolution, namely
we experimentally realized a DQCA. In this context, we built a state-of-the-art
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OAM-based QW platform, that allowed us to have high control over the input state
and the capability to perform 8 steps of the automaton evolution. The simulation
power of the DQCA was used to reproduce the Zitterbewegung oscillatory behavior
when encoding the particle position in the OAM of single photons. These results
represent a proof of principle for the photonic realization of a QCA, but they pave
the way for further implementations that consider more complex dynamics.

The reported findings represent an important step in the development of high
dimensional Quantum Information protocols in photonic platforms. Addressing
the central topics of generation, engineering and detection, we proposed methods
that can be useful tools for future developments of OAM-based implementations.
In particular, the interferometric approach to state reconstruction can be applied
to study the photons transmitted or reflected by an object in quantum imaging
experiments. Moreover, the detection techniques, especially the ML-based one, could
be useful for implementations outside the controlled laboratory environment, namely
in fiber and free air quantum communication and key distribution schemes. Finally,
QELM and DQCA, being seminal realizations promise to be powerful instruments to
employ in the framework for both observables estimation and dynamical simulations.
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Appendix A

EPR Paradox and Bell’s
inequality

In Section 1.1 we introduced the concept of separable and entangled states. In
this Appendix, we give further details about them, describing in detail the EPR
paradox and deriving the violation of Bell’s inequality, also dwelling on its possible
loopholes.

A.1 EPR Paradox: Quantum Mechanics incompleteness
The intriguing non-classical aspect of entanglement was first highlighted by

the seminal paper of Einstein, Podolsky and Rosen (EPR) in 1935 [107], in which
the authors attempted to demonstrate through a paradox the incompleteness of
Quantum Mechanics in describing the physical reality.

In particular, a theory is successful if it is capable of accurately predicting
the experimental results and it is complete. The EPR discussion moves upon the
following 3 definitions:

Completeness of a theory: A theory is said to be completed if every element of
the physical reality has a counterpart in the theory.

Physical reality: A physical quantity is an element of reality if, without dis-
turbing the system in any way, we can predict its value with certainty (i.e. with
unitary probability).

Locality principle: Given two non-interacting systems, the evolution of the single
system is not affected by the operations performed on the other system.

Assuming the completeness of the quantum theory together with the concept of
reality and locality, EPR showed a paradox that questions the completeness of the
theory. For simplicity, we decide to follow the discussion of the EPR paradox made
by Bohm and Aharonov in 1957 [405].

Suppose we have a bipartite system of total spin zero, divided into 1/2 spin
particles produced by the same source and then sent to two distant parties. The
total system is described by the singlet state:
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|ψ⟩ = 1√
2

(|↑⟩1 |↓⟩2 − |↓⟩1 |↑⟩2) (A.1)

where {|↑⟩ , |↓⟩} are the eigenstates of the operator σz, that is the spin operator
along the z-axis. The singlet state is maximally entangled.

A property of this state is its invariance under rotations, thus it can be rewritten
in the same form using both the eigenvalues of σx and σy, respectively the projection
of the spin over x, y.

Then, if two observers decide to perform a spin measurement on each subsystem,
their results will be perfectly anti-correlated whenever they choose the same axis
of observation. Assuming the local realism, and so the fact that a measurement
over one subsystem doesn’t affect the state of the other, we can gain access to the
value of the spin of system 1 along a specific direction in two ways. Both directly
measuring the spin of subsystem 1 or making use the correlation present in Eq. A.1
and measuring the spin of subsystem 2. In this way, one can simultaneously know
the values of the spin projection over several axes, making each of them an element
of reality for the previous definitions,

However, in Quantum Mechanics the spin of a particle along a direction is not
compatible with the one along another direction, indeed the Pauli operators, which
are associated with spin, don’t commute. Hence, for Heisenberg’s principle, it is
not possible to know with arbitrary precision the value of the spin along different
directions. Therefore, assuming local realism and the completeness of the theory,
EPR showed that two physical quantities with non-commuting operators can be
simultaneous reality elements. This contradicts Quantum Mechanics foundations,
and it is why the authors concluded that the quantum mechanical description of
Nature isn’t complete [107], since abandoning local realism was inconceivable for
them. Hence, at the end of the discussion, they claimed that quantum theory
should be replaced with a theory in which new additional degrees of freedom, called
hidden variables, would allow to describe reality in a completely and deterministically
manner.

A few months after the publication of the EPR article, Bohr attempted to defend
the completeness of the theory [406]. Its theoretical argumentation relies on the
ambiguity of the reality criterion proposed by EPR, pointing out the impossibility
of distinguishing between the elements of physical reality and their interaction with
the measuring instruments. In this way declaring that is not only impossible to
determine the value of incompatible quantities at the same time, but they can be
defined only in an ambiguous way. Excluding in this way the possibility of knowing
them with certainty and without perturbing the system.

A more practical approach to rule out the conclusion reached by EPR was
proposed in 1964 by Bell [106], showing that not the completeness of the theory
but its local description should be questioned and that any theory based on local
hidden variable could not account for the correlations emerging when measuring an
entangled quantum state.

Thus, the EPR paradox highlighted for the first time, using entangled states, the
non-local character of Quantum Mechanics.

A.2 Bell’s theorem and quantum nonlocality
Bell’s theorem represents a central step in the debate on the completeness of

Quantum Mechanics and the existence of Local Hidden Variable (LHV) models [106].
In particular, Bell demonstrated that the EPR proposal of completing Quantum
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Mechanics with LHV models is impossible, proving the inconsistency of every LHV
model with Quantum Mechanics predictions. In his argumentation, Bell derived a set
of inequalities for the correlation of quantum observables that enable an experimental
test of the theories. Every LHV model must satisfy these inequalities, while they
are violated by Quantum Mechanics.

We now describe the Bell inequality formulation proposed by Clauser, Horne,
Shimony and Holt in 1969 [407], called CHSH inequality, which is suitable to be
tested in experimental scenarios. Let’s consider the experimental scenario reported
in Fig. A.1, here two subsystems are generated from the same source (S) and then
divided between two parties, Alice a) and Bob b), that will perform measurements
on them. We assume that the correlations measured by the two observers are due to
a common hidden variable Λ.

S

A B
𝒙, 𝒙′ = {±𝟏} 𝐲, 𝒚′ = {±𝟏}

Figure A.1. Bell Scenario. A source (S) generates two subsystems that are divided
between two parties, Alice (A) and Bob (B), that are separated by a space-like distance.
Each of them chooses to perform a dichotomous measurement, respectively x, x′ or y, y′.
A LHV provides that the correlation in the measurement can be classically explained
through a hidden and local variable Λ.

Suppose that each observer performs a dichotomous measurement. i.e. mea-
surement with results {−1, 1} such as the spin projection along an axis. Defined
{a, b} the measurement results at each station for a specific choice x or y of mea-
sured observables, and taken µ(λ) as the continuous and normalized distribution
of the values λ that the hidden value Λ can assume. The correlation between the
measurement outcomes can be written as:

⟨AxBy⟩ =
∑
a,b

∫
λ
ab p(a, b|x, y, λ)µ(λ)dλ

=
∑
a,b

∫
λ
ab p(a|x, λ)p(b|y, λ)µ(λ)dλ

(A.2)

where in the second line we have made use of the locality assumption, for which the
measurement outcome in Alice’s system cannot depend on the measurement choice
made in Bob’s one, and vice versa.

Considering also another set of measurements x′ and y′ respectively for Alice
and Bob, we can define a linear combination of correlations between the outcomes
and can demonstrate that any LHV respects the following bound [407]:

|S| =
∣∣⟨AxBy⟩ −

〈
AxBy′

〉
+ ⟨Ax′By⟩ +

〈
Ax′By′

〉∣∣ ≤ 2 (A.3)
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This is the CHSH inequality, and the main reason for which LHV respects this
inequality is the locality assumption [408].

The inequality A.3 can be instead violated by quantum entangled systems by
appropriately choosing the state and the measurement set. For instance, tak-
ing the Bell state |Ψ−⟩ (see Eq. 1.23) and choosing as measurement observ-
ables the Pauli operators {Ax = σx, A

′
x = σz} for Alice and their combination{

By = −(σx + σz)/
√

2, By′ = (σz − σx)/
√

2
}

for Bob (the matrix expression of Pauli
operators can be found in Section 1.2.1), we have that:

Smq = 2
√

2 > 2 (A.4)
This violation showcases how it is possible to find systems for which quantum

mechanic predictions differ from the one made using any local hidden variable theory.
Hence, even if LHV can reproduce part of the prediction of Quantum Mechanics,
they cannot completely account for all of them. In particular, the value 2

√
2 is the

maximum obtainable in Quantum Mechanics representing an upper bound called
Tsirelson bound [409], which is reached by maximally entangled states.

It is worth noting that Bell’s theorem and the inequality violation do not establish
the validity of Quantum Mechanics over hidden variable theories, but they rule out
the local causality principle that had been placed as one of the assumptions of the
EPR paradox. Therefore, any hidden variable model that wants to complete the
quantum theory should be intrinsically nonlocal, in terms of local causality. This
kind of nonlocality is compatible with special relativity, indeed it is not possible to
transmit information in a superluminal way exploiting entanglement [108].

A.2.1 Loopholes in experimental tests of Bell’s inequality
It is conceptually clear how to theoretically violate Bell’s inequality, however

performing it experimentally requires more caution, and additional assumptions are
usually made. Even if Bell’s theorem doesn’t give a specific indication about the
experimental setup, being in this sense essentially device-independent, it is needed
to exactly reproduce the causal structure pictured in Fig. A.1. This implies that we
should not allow Alice and Bob to have hidden communication and that we need to
collect sufficient statistics, to eliminate possible fake violations. Indeed, experimental
imperfections when not accounted for and resolved allow the LHV models to violate
Bell’s inequality. Such imperfections are called loopholes, here we give examples of
the most important ones:

• Locality Loophole: This loophole regards the possibility that a hidden
variable could communicate the choice and/or the results of measurements
between a station and the other, in this way emulating the quantum behavior.
To avoid this possibility the two measurement stations are separated by a
space-like distance. In this way, from special relativity, no hidden signal could
link the two apparatus. The first experiment closing this loophole was the
pioneering work of Alain Aspect in 1982 [23].

• Measurement Independence Loophole: This loophole is connected to the
free will in the choice of the system under investigation and the measurement
set decided to use to test its entanglement. This can be closed only under
reasonable assumptions, since we cannot exclude the existence in an arbitrary
past of a common cause under the choice of the state and the measurement
stages. In practice, we can close it by increasing the likelihood of this inde-
pendence. To do so several methods have been used, for instance relying on
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random number generation based on quantum effects [410, 411] or exploiting
the human free-will [412].

• Detection Loophole: This loophole is connected to the limited efficiency of
the detector used while performing the measurement. Since in practice, this
is always lower than 100%, some particles are detected and some others not,
producing an alteration in the statistics. For instance, we can think that the
only particles measured are the ones that violate the Bell’s inequality. The
assumption that we can make is called fair sample assumption, which states
that the detected events are a representative fraction of the total. However, also
without this assumption, LHV can be ruled out if the efficiency of our detectors
is greater than a certain threshold ηmin. For instance, for maximally entangled
state and CHSH inequality it is possible to show that ηmin = 2

√
2 − 2 ∼ 82.8%

[108]. The violation of Bell inequalities closing detection loophole was realized
in different experiments [413–415]

Recently, strong evidence of Bell nonlocality has been demonstrated by experi-
mental results obtained within setups capable of closing all the relevant loopholes
simultaneously [416–418].
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Appendix B

Off-axis Digital Holography:
Hermite-Gaussian modes, phase
matching function and quantum
imaging

In Section 4.1, we described the spatial structure of the photon pairs generated
through SPDC in a nonlinear crystal. In particular, working in the image plane of
the crystal, in which the observed correlations can be described using the thin crystal
approximation (see Eq. 4.7), we focused our attention on the produced biphoton
states when the input pump beam is a LG mode. Then we studied the conservation
of the OAM and the entanglement in this degree of freedom.

Here, instead, we analyze the case in which we use different modulations for the
entering beam. Specifically, we start by using the SLM to shape Ep as an HG mode
(see Eq. 2.59) and therefore we can expand the output beam in the same basis:

|Ψ⟩ =
ms,ns∑
mi,ni

Kms,ns
mi,ni

|mi, ni⟩ ⊗ |ms, ns⟩ (B.1)

Where:

Kms,ns
mi,mi

= (⟨mi, ni| ⊗ ⟨ms, ns|) |Ψ⟩ =

= N
∫∫

E(x, y)HG∗
mi,ni

(x, y)HG∗
ms,ns

(x, y)dx dy.
(B.2)

In this case, we have that the spatial modes parity is conserved [419]. In particular,
we have the conservation laws:

np = mod(ni + ns, 2) and mp = mod(mi +ms, 2) (B.3)

These can be derived from the coefficients of the expansion reported in Eq. B.2.
Indeed, sinceHGmp,np(x, y) := ⟨x, y|mp, np⟩ ∝ exp

(
−(x2 + y2)/w2

p

)
Hmp(x/wp)Hnp(y/wp)

where Hm(x) is the Hermite polynomial of order m, we can decompose the pump
beam as E(x, y) = Fx(x)Fy(y) where Fx and Fy are even or odd functions of x and
y. Therefore, we have that Kms,ns

mi,mi
= IFx × IFy , where:

IFξ
:=

√
N
∫ ∞

−∞
e

−2( ξ
wp

)2
Fξ(ξ)hli

(
ξ

wp

)
hls

(
ξ

wp

)
dξ (B.4)
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with l = m,n for ξ = x, y, respectively. The product hli

(
ξ
wp

)
hls

(
ξ
wp

)
is

even/odd if li + ls is even/odd. Thus, the integral is zero if the parity of Fξ is
different than the parity of li + ls, hence the conservation laws of Eq. B.3.

We investigated this property for 3 different HG input modes, the results for the
reconstructed biphoton states are reported in Fig. B.1. It shows the amplitudes and
phases retrieved with the digital off-axis holography together with the estimated
fidelities, and from the chessboard-like correlation patterns we can verify the parity
conservation of the SPDC process.
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Figure B.1. Hermite-Gaussian modes correlations. When pumping the BBO
crystal with Ep(x, y) = HGm,n(x, y) we observe biphoton correlations in the basis of HG
modes which highlight the parity conservation of the SPDC process. Insets show the
reconstructed biphoton fields from which the correlations have been extracted. Upon
each plot, the Fidelity between the retrieved field and the theoretical one in the thin
crystal approximation is reported. The errors are calculated by considering a Poissonian
statistic on the measured counts.

So far, working in the image plane of the crystal, we have considered only the
sharp correlation given by the thin crystal approximation. Therefore, we restricted to
consider only the effects of the pump beam on the spatial structure of the generated
pairs. However, in a generic plane, we have to consider also the effect of the phase
matching function, with the state description given by Eqs. 4.3-4.6. To investigate
this situation, we took a measurement moving the camera away from the image plane
of the crystal, the collected image is reported in Fig. B.2-a. Where, we see how the
transverse spatial correlations are broader than the one reported in Fig. 4.2 and that
without any postselection the coincidences image does not show any interference.
However, when we look at the coincidence image after selecting diagonal spatial
correlations, we obtain the marginal

∫
dXs C(Xi,Xs)δ(Xs − Xi) = |E(Xi)|2|ϕ(0)|2.

In our case E = Ep + Eref so we see the interference between reference and unknown
pump beam (see Fig. B.2-b). From this pattern, using the proposed method, one
can reconstruct the pump field contribution to the SPDC state, as shown in Fig.
B.2-c. Anyway, this gives just a partial description of the state, for the complete
one we need to characterize also the phase-matching contribution. The latter can
be retrieved by extracting

∫
dXs C(Xi,Xs)δ(Xi + Xs) = |E(0)|2|ϕ(Xi)|2, that is the

anticorrelations, as shown in Fig. B.2-d.
It is worth noticing that, since the phase-matching functions of reference and

unknown state are identical, we only have access to the absolute value of this
contribution. Therefore, to retrieve also the phase term required for the complete
description in a generic plane, we need to exploit other methods. For instance, one
can extract the phase-matching contribution at different planes and infer its phase
by a Gerchberg–Saxton algorithm [420]. Since we focused on the state produced in
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Figure B.2. SPDC state reconstruction at an intermediate plane. a) When moving
the camera 10 cm away from the crystal image plane, the spatial correlations are broader
respect to the one observed in that plane (See Fig. 4.2). The image obtained after
postselecting only on temporal coincidence (shown in the inset) does not exhibit any
interference as in the crystal image plane. The red and cyan bands in a) indicate the
2-pixel wide regions selected to analyze coincidence images obtained after selecting
spatially correlated and anticorrelated photons, respectively. These images are shown,
respectively, in panels b) and d). The correlation image b) shows again the interference
between the unknown and reference pump fields, allowing us to reconstruct the former
with off-axis digital holography, as showed in panel c). In d), the anti-correlation image
is shown, displaying the characteristic cone shape of the phase-matching function.

the image plane of the crystal, we did not investigate further this approach in our
work.

Finally, figure B.3 shows an example of the potential applications of biphoton
digital holography. The unknown pump beam can carry information about an image
or be scattered by a three-dimensional object. The information about the scatterer
is transferred to the SPDC state and can be retrieved through our technique (Fig.
B.3-b). We show this in the case of off-axis holography, which can present limitations
for complex structures due to the limited camera resolution. These limitations are
not related to our proposal and can be improved by employing other approaches,
e.g. on-axis phase-shifting digital holography [238].
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Figure B.3. Image reconstruction. a) Coincidence image of interference between a
reference SPDC state and a state obtained by a pump beam with the shape of a Ying
and Yang symbol (shown in the inset). The inset scale is the same as in the main plot.
b) Reconstructed amplitude and phase structure of the image imprinted on the unknown
pump.
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Appendix C

Fresnel integrals for the refined
theoretical propagation model

In this appendix, we report the solution of the Fresnel integrals for the q-plate
action when entering the device with a Laguerre-Gaussian mode. In particular, we
concentrate on the radial indexes p = {0, 1, 2, 3} that have been used during the
thesis work.

We have that the Fresnel integral for a q-plate placed in z′ and an input Laguerre-
Gaussian beam with Rayleigh range z0 is:

Eout(ρ, ϕ, ξ) = i e−ik(z−z′)±i2α0

π (ξ − ξ′)

∫ 2π

0
dϕ′

∫ ∞

0
dρ′LGp,m(ρ′, ϕ′, ξ′)×

× e±i2qϕ′
e

{
−i

ξ−ξ′ [ρ2+ρ′2−2ρρ′ cos (ϕ−ϕ′)]
} (C.1)

where we have introduced the adimensional cylindrical coordinates ρ =
√
x2 + y2/W0,

ρ′ =
√
x′2 + y′2/W0, ξ = z/z0, ξ′ = z′/z0, and the sign ± depends upon the field

polarization. Before reporting the results of this integral for the values of p and m
relevant to the model developed in this thesis, imposing zi as the distance between
the i-th q-plate and the (i− 1)-th, we define the parameters and variables for the
n-th q-plate as follows:

ξi = zi
z0

(C.2)

ξ̃(n) =
n∑
i=1

ξi (C.3)

R2
n = ρ2

1 − i ξ̃(n)
(C.4)

Zn = ξ

1 − i ξ̃(n)
(C.5)

c1n =
1 − i ξ̃(n−1)

1 − i ξ̃(n)
(C.6)

c2n =
i+ ξ̃(n−1) − ξn

i+ ξ̃(n)
(C.7)
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Thus, we have, posing α0 = 0 and neglecting the phase term eik(z−z′), the follow-
ing results of the integral (C.1) for the n-th q-plate of a succession of q-plates and
for different values of the p,m indices of the Laguerre-Gaussian modes in input to
the device:

• Laguerre-Gaussian mode with p = 0 and an arbitrary m:

Q̂P LG0,m |L/R⟩ = (c1n)|m|/2+1 HyGG|m|−|m±2q|, m±2q(Rn, ϕ, Zn) |R/L⟩ (C.8)

• Laguerre-Gaussian mode with p = 01 and an arbitrary m:

Q̂P LG1,m |L/R⟩ = ((c1n)|m|/2+1 c2n

√
|m| + 1 HyGG|m|−|m±2q|, m±2q(Rn, ϕ, Zn)+

− (c1n)|m|/2+2
√

|m| + 2 HyGG|m|−|m±2q|+2, m±2q(Rn, ϕ, Zn)) |R/L⟩
(C.9)

• Laguerre-Gaussian mode with p = 2 and an arbitrary m:

Q̂P LG2,m |L/R⟩ = ((c1n)|m|/2+1 (c2n)2

√
(|m| + 2)(|m| + 1)

2 HyGG|m|−|m±2q|, m±2q(Rn, ϕ, Zn)+

− (c1n)|m|/2+2 c2n
√

2 (|m| + 2) HyGG|m|−|m±2q|+2, m±2q(Rn, ϕ, Zn)+

(c1n)|m|/2+3

√
(|m| + 4)(|m| + 3)

2 HyGG|m|−|m±2q|+4, m±2q(Rn, ϕ, Zn)) |R/L⟩

(C.10)
• Laguerre-Gaussian mode with p = 3 and an arbitrary m:

Q̂P LG3,m |L/R⟩ =

= ((c1n)|m|/2+1 (c2n)3

√
(|m| + 3)(|m| + 2)(|m| + 1)

6 HyGG|m|−|m±2q|, m±2q(Rn, ϕ, Zn)+

− (c1n)|m|/2+2 (c2n)2 (|m| + 2)

√
3(|m| + 3)

2 HyGG|m|−|m±2q|+2, m±2q(Rn, ϕ, Zn)+

(c1n)|m|/2+3 c2n (|m| + 3)

√
3(|m| + 4)

2 HyGG|m|−|m±2q|+4, m±2q(Rn, ϕ, Zn)+

− (c1n)|m|/2+4

√
(|m| + 6)(|m| + 5)(|m| + 4)

6 HyGG|m|−|m±2q|+6, m±2q(Rn, ϕ, Zn)) |R/L⟩

(C.11)
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Appendix D

Fidelity and efficiency results for
the refined theoretical HyGG
model

In this appendix, we reported explicitly the values obtained while studying the
performances of the holographic technique when the holograms are programmed using
the refined description discussed in Section 6.1.1. In particular, we engineered 14
states: the elements of the computational basis (|m⟩ = {|−5⟩, |−3⟩, |−1⟩, |1⟩, |3⟩, |5⟩}),
coherent superpositions of the extreme sites of the walker ( |5⟩+eiβ |−5⟩√

2 where β ∈

[0, π/2, π, 3π/2]) and the elements of the Quantum Fourier basis ( 1√
6
∑6
j=1 e

iπjk
3 |j⟩

where |j⟩ ∈ {| − 5⟩, | − 3⟩, | − 1⟩, |1⟩, |3⟩, |5⟩} and k = 1, 2, 3, 6).
The results for the measured fidelities of these states are reported in Tab. D.1,

while in Tab. D.2 are collected the coupling efficiencies to a SMF for the same states.



159

State LG model HyGG model
|−1⟩ 0.9832 ± 0.0019 0.9864 ± 0.0013

|1⟩ 0.9806 ± 0.0021 0.9857 ± 0.0012

|3⟩ 0.9793 ± 0.0036 0.9904 ± 0.0011

|−3⟩ 0.9686 ± 0.0059 0.9761 ± 0.0024

|−5⟩ 0.9876 ± 0.0017 0.9900 ± 0.0013

|5⟩ 0.9873 ± 0.0018 0.9955 ± 0.0007

1√
2(|−5⟩ + |5⟩) 0.9675 ± 0.0050 0.9874 ± 0.0021

1√
2(|−5⟩ − |5⟩) 0.9829 ± 0.0039 0.9929 ± 0.0006

1√
2(|−5⟩ − i |5⟩) 0.9622 ± 0.0038 0.9768 ± 0.0021

1√
2(|−5⟩ + i |5⟩) 0.9780 ± 0.0022 0.9900 ± 0.0015

QFT1 0.9620 ± 0.0034 0.9832 ± 0.0024

QFT2 0.9308 ± 0.0039 0.9657 ± 0.0027

QFT3 0.9165 ± 0.0058 0.9727 ± 0.0029

QFT6 0.9525 ± 0.0057 0.9707 ± 0.0037

Average value 0.9671 ± 0.0010 0.9831 ± 0.0005
Table D.1. Fidelity values. The table shows the values of the fidelity for the engineered

states. In the second and third column we report the values obtained with the holograms
generated with the LG and the HyGG model, respectively.
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State ηLG ηHyGG ηHyGG/ηLG D
|−1⟩ 0.0951 ± 0.0036 0.1175 ± 0.0044 1.235 ± 0.064 1.096

|1⟩ 0.0835 ± 0.0031 0.0931 ± 0.0034 1.116 ± 0.058 1.096

|3⟩ 0.0387 ± 0.0014 0.0770 ± 0.0029 1.99 ± 0.10 1.739

|−3⟩ 0.0448 ± 0.0017 0.0918 ± 0.0034 2.05 ± 0.11 1.739

|−5⟩ 0.01873 ± 0.00069 0.05397 ± 0.0020 2.88 ± 0.15 3.12

|5⟩ 0.01609 ± 0.00059 0.0492 ± 0.0018 3.06 ± 0.16 3.12

1√
2(|−5⟩ + |5⟩) 0.00445 ± 0.00016 0.01121 ± 0.00041 2.52 ± 0.13 3.12

1√
2(|−5⟩ − |5⟩) 0.00362 ± 0.00013 0.01104 ± 0.00041 3.05 ± 0.16 3.12

1√
2(|−5⟩ − i |5⟩) 0.00613 ± 0.00022 0.01232 ± 0.00045 2.01 ± 0.11 3.12

1√
2(|−5⟩ + i |5⟩) 0.00456 ± 0.00017 0.01091 ± 0.00040 2.38 ± 0.13 3.12

QFT1 0.01380 ± 0.00051 0.02642 ± 0.00098 1.91 ± 0.10 2.138

QFT2 0.01158 ± 0.00043 0.02210 ± 0.00081 1.91 ± 0.10 2.093

QFT3 0.01221 ± 0.00045 0.0276 ± 0.0010 2.26 ± 0.12 2.066

QFT4 0.02631 ± 0.00097 0.0368 ± 0.0014 1.400 ± 0.073 2.317
Table D.2. Coupling efficiency values. In the table we report the coupling efficiencies

for each hologram programmed both with the LG model (ηLG) and with the HyGG
model (ηHyGG). In the third column we report the ratios between ηHyGG and ηLG. These
ratios are compared with the theoretically predicted quantity D = |⟨ΦHyGG|Φexp⟩|2

|⟨ΦLG|Φexp⟩|2 , where
Φexp = ΦHyGG(wexp

0 ) and wexp
0 is the experimental beam waist.
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Appendix E

Optimization of the QW in the
measurement frames formalism

As we discussed in Section 7.2, our experimental reconstruction method can be
described using the formalism of measurment frames [381], by introducing the dual
frame canonical operators associated with the effective POVM µ̃. In our specific
case, we use wave-plates, characterized by the parameters ζ, θ, ϕ ∈ R, and q-plates
S(α, δ) = QP(α, δ), with α, δ ∈ R, to experimentally implement the QW dynamics.
Therefore, the canonical estimator are given by:

µ̃b = V †(|ψ⟩⟨ψ| ⊗ µb)V. (E.1)
where V is the Qw evolution and |ψ⟩ is the polarization state onto which we project
at the end. From the variance expression of Eq. 7.13, we have that finding an
optimal estimation strategy then amounts to finding the experimental parameters
for which the isometry V and projection |ψ⟩ minimize Tr

(
F−1).

To further simplify our modelization, we can include the projection on the
polarization state inside the evolution V by defining the linear operator Ṽ ≡
(⟨ψ| ⊗ IOAM)V . The latter has the following explicit expression:

Ṽ = 1√
2


0 e2iα1+2iα2−iζ−iϕ sin(η) cos(θp)

−ie2iα2−iζ−iϕ sin(η) cos(θp) ie2iα2+iζ−iϕ cos(η) cos(θp)
−e−2iα1+2iα2+iζ−iϕ cos(η) cos(θp) −e2iα1−2iα2−iζ+iϕp+iϕ cos(η) sin(θp)
ie−2iα2−iζ+iϕp+iϕ cos(η) sin(θp) ie−2iα2+iζ+iϕp+iϕ sin(η) sin(θp)

−e−2iα1−2iα2+iζ+iϕp+iϕ sin(η) sin(θp) 0


(E.2)

where the polarization projection is characterized by the angles θp, ϕp via |ψ⟩ =
cos(θp) |0⟩ + sin(θp)eiϕp |1⟩.

From Ṽ we compute the five operators in µ̃, which read

µ̃1 = 1
2

(
0 0
0 S2

ηC
2
θp

)
, µ̃2 = 1

2

(
S2
ηS

2
θp

0
0 0

)
, µ̃3 = 1

2

(
S2
ηC

2
θp

− e−2iζ

2 S2ηC
2
θp

− e2iζ

2 S2ηC
2
θp

C2
ηC

2
θp

)
, (E.3)

µ̃4 = 1
2

(
C2
ηC

2
θp

e−2iν

2 C2
ηS2θp

e2iν

2 C2
ηS2θp C2

ηS
2
θp

)
, µ̃5 = 1

2

(
C2
ηS

2
θp

e−2iζ

2 S2ηS
2
θp

e2iζ

2 S2ηS
2
θp

S2
ηS

2
θp

)

where we introduced the auxiliary variable ν = 4α1 −4α2 −2ζ+ϕp+2ϕ for notational
brevity, and used the shorthand notation Cα≡ cos(α), Sα≡ sin(α). From these, we



162

compute the frame superoperator F of Eqs. 7.12, obtaining:

F =

1
2

2 C2
ηCν S2θp −C2ζS2ηC2θp C2

ηSν S2θp −S2ζS2ηC2θp 0

C2
ηCν S2θp −C2ζS2ηC2θp C2

ηC2
ν S2

2θp
+C2

2ζS2
2η

1
2

(
C2

ηS2ν S2
2θp

+S4ζS2
2η

)
1
2 (C2

ηCν S4θp +C2ζS4η)
C2

ηSν S2θp −S2ζS2ηC2θp
1
2

(
C2

ηS2ν S2
2θp

+S4ζS2
2η

)
C2

ηS2
ν S2

2θp
+S2

2ζS2
2η

1
2 (C2

ηSν S4θp +S2ζS4η)
0 1

2 (C2
ηCν S4θp +C2ζS4η) 1

2 (C2
ηSν S4θp +S2ζS4η) C2

2η+C2
ηC2

2θp
+S2

η


(E.4)

Finally, we find the optimal values of the parameters reported in Section 7.2 by
numerically minimizing Tr

(
F−1). In Fig. E.1 we show the variation of Tr

(
F−1)

around the optimal value when varying each parameter individually, to assess the
sensitivity of the averaged reconstruction MSE with respect to small parameter
changes.
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Figure E.1. Smoothness of reconstruction variance We show the average estimation
variance with respect to small variations of individual parameters characterizing the
experimental apparatus. Each parameter is perturbed independently, leaving all the
other parameters fixed at their optimal value. This showcases how different parameters
affect the overall estimation accuracies in possibly different ways.
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Acronyms

APD Avalance Photodiode Detector

BBO Barium BOrate

BS Beam Splitter

CHSH Clauser Horne Shimony Holt

CCD Charge-Coupled Device

CNN Convolutional Neural Network

CTQW Continuos-Time-Quantum Walk

DQCA Dirac Quantum Cellular Automaton

DTQW Discrete-Time-Quantum Walk

ELM Extreme Learning Machine

EPR Einstein Podolsky Rosen

FSS Fine-Structure Splitting

GMM Generalized Gellmann Matrices

HG Hermite-Gaussian

HyGG HyperGeometric-Gaussian

HWP Half Wave Plate

HOM Hong-Ou-Mandel

LG Laguerre-Gaussian

MSE Mean Squared Error

MSRSM Metric Stochastic Response Surface Method

MUBs Mutually Unbiased Bases
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NN Neural Network

OAM Orbital Angular Momentum

PBS Polarizing Beam Splitter

PPKTP Periodically Poled Potassium Titanyl Phosphate

PCA Principal Component Analysis

POVMs Positive Operator Valued Measurements

QELM Quantum Extreme Learning Machine

QCA Quantum Cellular Automaton

QD Quantum Dot

QW Quantum Walk

QWP Quarter Wave Plate

RBF Radial Basis Function

SAM Spin Angular Momentum

SPDC Spontaneous Parametric Dowwn Conversion

SLM Spatial Light Modulator

SMF Single Mode Fiber

STOC Spin-To-Orbital Conversion

VVB Vector Vortex Beam
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